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Heterogeneity is omnipresent in living systems and biophysical diversity enriches the systems’ dynamical
repertoire. However, it remains challenging to reconcile with the robustness and persistence of the systems
functions over time, which is called resilience. To better understand the underlying mechanism of resilience, we
considered a nonlinear neural network model focussing on the relationship between excitability heterogeneity
of neurons and resilience. To quantify the degree of resilience, we considered the number of stationary states
present in the system and how they are affected by parameters. This impact on the number of stationary states
is known as trivialization. We analyzed both analytically and numerically gradient and non-gradient systems
modeled as non-linear sparse neural networks evolving over long time scales. Excitability heterogeneity in
neurons tuned network stability in a context-dependent way, quenched the number of stationary states and
enhanced resilience. This heterogeneity was found to implement a homeostatic control mechanism enhancing
network resilience to changes in network size and connection probability by quenching the system’s dynamic
volatility.

Recent research has identified large diversity in living
systems, such as variations in bio-physical features in
the brain. This raises the question on the functional
role of such a diversity and how it impacts the systems
stability. By mathematical analysis and computational
simulations of trivialization in a sparse random neural
network, we demonstrate that heterogeneity in neuron
excitability represents a homeostatic control mecha-
nism. Hence excitability heterogeneity tunes the sys-
tem’s resilience to perturbations. This highlights the
importance of bio-physical diversity in the persistence
of a system’s function.

I. INTRODUCTION

Complex biological systems, such as the neural circuits
of the brain, are surprisingly resilient over time1. The
dynamics of these networks resist change, persisting in
the face of perturbations, such as neuromodulation, stim-
uli, pathological insults, and plasticity occurring during
development and learning. Failure to compensate for such
perturbations would otherwise undermine the reliability
of brain function and predispose these circuits to patholog-
ical states, such as those seen in epilepsy2. What makes
those systems so stable in spite of their complexity? Iden-
tifying the mechanisms and/or principles responsible for
such robustness is a formidable experimental and math-

ematical problem with important implications for brain
function and disease. Enduring stability is a desirable, yet
challenging trait to implement in engineering. Optimizing
organizational and societal designs for efficiency often
jeopardizes resilience, leading to fragile systems prone to
collapse.3–6.

Despite important advances in our understanding of
complex systems stability3,5,7–17, the manifest resilience
of neural circuits remains difficult to reconcile with their
widespread and constantly evolving diversity. Efforts
in identifying the features imparting resilience to neural
networks have historically been oriented towards their
topology (i.e. the properties of their connectivity), yet
results remain perplexing8–10,16,18. Indeed, the hallmark
of complex systems is their high susceptibility to instabil-
ity: traits that accompany complexity, such as increased
dimensionality9,18–20, strength of connections10–12,14,18,21,
motifs richness10–12,14,18,21, connectance8,9,14,18,21 and de-
gree heterogeneity22 generally make complex systems
fragile4 and prone to instability through a so-called May-
Wigner state transition8–10,14,15,23–25. Indeed, increases
in such topological characteristics most often hinder re-
silience instead of promoting it5,7,17,18,26,27. In light of
the constant reorganization and complexification during
development and learning, neural circuits require com-
pensatory strategies to preserve the robustness of brain
dynamics and function over time.

One way to quantify the resilience of a given dynamical
system is to measure the number of its equilibria23,28–30.
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The number of fixed points is indeed directly linked to a
system’s susceptibility to multistability and potential for
bifurcations, reflecting a predisposition to transitions be-
tween states in the wake of disturbances. One may indeed
interpret the dynamics of complex systems as evolving on
a (a priorily unknown) high-dimensional landscape, oc-
cupied by various optima, corresponding to either stable
or unstable fixed points. The topology of this landscape
- that is the number of equilibria and the size of their re-
spective basins of attraction - determines the response of
such systems to perturbations. Resilience decreases with
increasing number of fixed points: the more equilibria are
present, the more complex the landscape is, predisposing
this system to transitions between qualitatively differ-
ent dynamics. Seminal studies23,28 have shown that, in
general, neural networks are susceptible to May-Wigner
transitions in which the number of equilibria populating
such landscapes increases exponentially as they transi-
tion towards instability, notably as a result of increase in
connectivity9,10,12,17,27,31. The existence and ubiquity of
such transitions, commonly accompanying the emergence
of chaotic dynamics32, are a priori difficult to reconcile
with the manifest resilience and robustness of neural cir-
cuits.

For many of these studies, however, one central assump-
tionis that individual neurons, or nodes of these neural
networks, are either indistinguishable from each other or
alternatively break down into discreet classes (e.g. excita-
tory pyramidal cells, inhibitory interneurons) sharing simi-
lar excitability profiles and responses to stimuli. However,
biophysical heterogeneity amongst neurons is one of the
most salient features of neural tissue33–37, even within the
same cell type38–43, whose phenotypes are far from identi-
cal and instead distributed along a continuum. Pioneering
experimental2,44–52 and theoretical2,53–61 studies have ex-
plored such heterogeneity, especially intrinsic variability
in excitability, and demonstrated that it imparts neural cir-
cuits with optimized coding capabilities54,56,58,59,62 and
robustness47,48,52,63,64, whose dynamics remain qualita-
tively invariant over a wide range neuromodulatory pertur-
bations and/or disturbances in connectivity65. Excitability
heterogeneity - a feature originating from various com-
binations of single cell biophysical attributes - has been
shown to stabilize neural dynamics away from patho-
logical brain states2. Interestingly, statistical mechanics
approaches have also convincingly demonstrated that un-
der specific conditions, non-linear systems may simplify
through so called topological trivialization24,25 hereafter
called trivialization. This term, introduced by Fyodorov
and Le Doussal, refers to the process by which the to-
tal number of equilibria - and hence net complexity of
the aforementioned landscape - is quenched. An elo-
quent example for this phenomenon is the special case
of gradient systems, whose dynamics evolve in highly
non-linear and frequently random potentials. Through
trivialization, the geometry of such potentials is restruc-

tured and its quadratic component enhanced, constraining
the dynamics around a limited set of equilibria23,24. As a
corollary, the net stability and resilience of such system
are hence both reinforced. Interestingly, trivialization has
been shown to result from intrinsic heterogeneity in spin
glass systems29, indicative that diversity in complex bio-
logical system might serve a functional role, limiting the
dynamical repertoire of otherwise highly unstable systems
to promote their resilience.

In the following, we explore this hypothesis and
show how excitability heterogeneity in large-scale neu-
ral networks might enhance resilience to perturbations
through trivialization. That is, intrinsic neural diver-
sity may promote stability by reducing the number of
fixed points of a generic class of neural networks, thereby
counter-intuitively quenching their dynamical repertoire.
We first summarize the elegant theoretical framework
developed23,25,28,30 to quantify the number of equilibria
of a system susceptible to May-Wigner stability transi-
tions. Using this framework we demonstrate how the
dispersion in excitability profile delays such transitions
while suppressing the number of equilibria through triv-
ialization. We discuss these results and explore their
potential functional implications, notably in stabilizing
neural dynamics during development and learning.

II. TRIVIALIZATION: THEORY

A. Neural Network Model

Determining the number of fixed points for high-
dimensional non-linear systems is a notoriously challeng-
ing problem23–25,28,30, that possesses a large range of ap-
plications in optimization, physics and biology. Fortu-
nately, such calculations remains tractable given some
simplifying assumptions. Our analysis is motivated by
a widely used type of neural network32,66 in which the
activity u j of a neuron obeys the following set of coupled
evolution equations

d
dt

ui(t) = L[ui]+
N

∑
j=1

wi j f j[u j] (1)

where L[u] = −u is a linear relaxation operator and
f j[u] = 1

2 (1 + erf[β (u + h j)]) is a nonlinear sigmoidal
activation function with gain β , where h j sets the indi-
vidual excitability of neurons. The synaptic weights wi j
are random, normally distributed with mean µW and vari-
ance σ2

w > 0 and connection probability ρ . One may fur-
ther consider balanced connectivity66, in which strength
of these synaptic connections are individually Gaussian-
distributed with mean µe and µi, variance σ2

e and σ2
i

and with probability density functions pe(x) and pi(x),
respectively, with x ∈ R. The relative density of excita-
tory versus inhibitory connections is parameterized by
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g, 0 ≤ g ≤ 1, so that the probability density function of
synaptic weights wi j may be written as

p(x) = ρgpe(x)−ρ(1−g)pi(x) .

Based on these criteria, the mean and variance of the
synaptic connectivity reads66

µw ≡ E[wi j] = ρ(gµe − (1−g)µi)

σ
2
w ≡ Var[wi j] = ρ(gσ

2
e +(1−g)σ2

i +gµ
2
w/(1−g)) .

This connectivity motif corresponds to a weighted
Erdös–Rényi random graph; we emphasize, however, that
the following results may be easily extended to other
topologies, e.g. see the work of Yann et al.22.

The neural network, whose dynamics are described
by Eq. (1), has been extensively studied for vanishing
average connectivity (µw = 0) in the homogeneous case,
i.e. neurons with identical excitability profiles (h j = 0).
Such systems are well known to exhibit May-Wigner-type
transitions32,66–68 and an associated exponential increase
in the number of equilibria23,28 whenever the spectral
radius Γ becomes larger than unity, i.e. Γ > 1. Note that
a detailed calculation for Γ will be provided below. This
phenomenon echoes numerous seminal studies linking
complexity and stability in high-dimensional biological
networks3,5,7–11,14–17,19,21,22,26,27,31 whose results hold on
the spectral properties of random Gaussian matrices69–71.

Figure 1. Example of trivialization in a gradient system. A
The dynamics of the system in Eq. 3 are constrained within a
potential V whose shape changes with excitability
heterogeneity. In absence of heterogeneity (σ2

h = 0; black line)
the potential is bimodal, reflecting the multistability of Eq. 3
and its susceptibility to state transitions. Increase in
heterogeneity (σ2

h > 0; blue lines) causes the potential V to
become purely quadratic. B Reduction of the number of fixed
points of Eq. 3 as excitability heterogeneity is increased. Such
fixed points correspond to the (vanishing) maxima of the
potential V seen in panel A. Parameters are given β = 15,
xo = 0.6, µh = 0.25 and σ2

w = 0.

B. Gradient systems

Diversity-induced trivialization can be easily observed
in simple gradient networks. Let us consider the ensemble
average of the system state ū ≡ ⟨ui⟩N = ∑

N
i=1 ui/N. Then

Eq. (1) yields

1
N

N

∑
i=1

dui

dt
=

1
N

N

∑
i=1

L[ui]+
1
N

N

∑
i, j=1

wi j f j[u j]

dū
dt

= L[ū]+
N

∑
j=1

Wj f j[u j]

with the mean connectivity at each node Wj =∑
N
i=1 wi j/N.

By virtue of the network connectivity properties, it is
Wj = µw +X j with random X j ∼ N (0,σ2

w/N). Hence

dū
dt

= L[ū]+
N

∑
j=1

(µw +X j) f j[u j]

= L[ū]+Nµw⟨ f j⟩N +N⟨X j f j[u j]⟩N . (2)

Since, in general, ⟨YW ⟩N = ⟨Y ⟩N⟨W ⟩N + S and S ∼
N (0,Var[YW ]/N) with Var[YW ] = Var[Y ]Var[W ] +
Var[Y ]⟨W ⟩2

N +Var[W ]⟨Y ⟩2
N for two statistically indepen-

dent random variables Y, W , Eq. (2) reads

dū
dt

= L[ū]+Nµw⟨ f j⟩N +σw

√
Var[ f j]+ ⟨ f j⟩2

NZ

with the random variable Z ∼ N (0,1).
Assuming that the excitability h j of individual neu-

rons in Eq. (1) are normally distributed with mean µh
and variance σ2

h , one may consider setting wi j = xi j/N
yielding µw = xo/N and σ2

w = σ2
x /N2. Then in the limit

N → ∞14,72–74 Eq. (1) admits a well-defined mean field

d
dt

ū(t) = L[ū]+ xoF [ū] . (3)

with75

F [ū] ≈
∫

∞

−∞

1
2
(1+ erf(β (ū+h)) ph(h)dh

=
1
2

(
1+ erf

[
β (ū+µh)

γ

])
with ph(h) as the Gaussian distribution with mean µh and

variance σ2
h and γ =

√
1+2β 2σ2

h .
Now Eq. (3) may be written in terms of the gradient of

a scalar potential V (ū), i.e

d
dt

ū(t) =−dV (ū)
dū

defined by

V (ū) =
ū2

2
− xo

2
√

πβ

(
γe

−β2(µh−ū)2

γ

+
√

πβ

(µh − ū)erf

 β (µh − ū)√
1+2β 2σ2

h

+ ū


(4)
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Figure 1 depicts trivialization that occurs in Eq. (3) once
excitability heterogeneity is increased. As can be seen in
Fig. 1A, for σ2

h = 0 the potential V (ū) displays multiple
optima, corresponding to the fixed points of Eq. (3). Fur-
ther increases of σ2

h alters the shape of the potential V (ū),
converging towards a purely quadratic form in which there
is only one equilibrium. Hence, large heterogeneity yields
trivialization.

C. Non-gradient systems

Conversely, general systems subscribing to Eq. (1) do
neither possess a well-defined mean field nor are they
gradient, being instead governed by random potentials23.
We here summarize the theoretical framework proposed
in23,28, highlighting the relationship between the May-
Wigner transition threshold and the number of equilibria
of large-scale nonlinear systems such as those in Eq. (1)
in absence of a well-defined potential. For generality, we
focus on the well-studied case µw = 0; we note however
that this condition may be relaxed and yield identical
results under some conditions14,20. After the review of
major results on May-Wigner transitions in the following
paragraphs, sub-section II C 2, (Diversity Induced Trivial-
ization), provides new results on trivialization in random
networks with excitability heterogeneity.

1. Theory of May-Wigner transitions

One may indeed estimate the mean number of equilib-
ria of Eq. (1), denoted by ⟨N ⟩, through the celebrated
Kac-Rice relation23–25,76

⟨N ⟩=
∫
RN

du⟨|det(−I+ J(u)) |×δ (L[u]+W f [u])⟩
(5)

where δ stands for the Dirac delta function, J the Jaco-
bian associated with Eq. (1), W is the weight matrix with
(W )i j = wi j, (f) = fi, I is the N-dimensional identity
matrix and ⟨·⟩ corresponds to the average over realiza-
tions of the matrix J . In the case where the Jacobian J is
independent of u, Eq. (5) simplifies further to23

⟨N ⟩= ⟨|det(−I+J)|⟩ (6)

Following the rationale detailed in28, we know that for
spectral radii Γ < 1, Eq. (1) possesses a unique equilib-
rium denoted by uo. One further notices that

log |det(−I+ J)|= ∑
λ∈Λ

log |λ −1| (7)

where λ ∈ C are discrete eigenvalues and Λ corresponds
to the spectrum associated with the Jacobian J . Dividing
both sides of Eq. (7) by N and taking the limit N → ∞,

one obtains

1
N ∑

λ∈Λ

log |λ −1|=
∫
C

log |s−1|ρ(s)ds (8)

where ρ(s) is the probability density of eigenvalues in
the complex plane. For the system defined in Eq. (1),
according to Girko’s circular law of random matrices69–71,
the spectrum Λ is uniformly distributed in the complex
plane over a disk of radius Γ. For s = reiθ , ρ(s) = ρ(r) =
(πΓ2)−1 for r ≤ Γ and zero otherwise. Hence, one may
write Eq. (8) as∫

C
log |s−1|ρ(s)ds =

1
πΓ2

∫ 2π

0

∫
Γ

0
r log |reiθ −1|drdθ

(9)
Noting that by residue calculus, one has∫ 2π

0
log |reiθ −1| dθ =

{
0 0 < r < 1
2π logr r ≥ 1

And hence the right hand side of Eq. (9) simplifies to

2Γ
−2
∫

Γ

1
r logr dr = logΓ+

1
2

(
1

Γ2 −1
)

The expected number of equilibria ⟨N ⟩ is hence related,
to the first order, to the spectral radius Γ by the following
well known28 relationship

⟨N ⟩=

{
1 0 < Γ < 1
exp[N

(
logΓ+ 1

2

(
1

Γ2 −1
))

] Γ ≥ 1
(10)

which confirms that whenever the spectral radius Γ >
1, an exponential increase in the number of equilibria
accompanies the May-Wigner transition.

2. Diversity-Induced Trivialization

The quenching effect of excitability heterogeneity on
the number of equilibria for arbitrary non-gradient sys-
tems can be quantified through the same approach de-
scribed above. As per Eq. (10), ⟨N ⟩ depends, to the first
order, exclusively on the spectral radius Γ, which can be
computed explicitly in the presence of heterogeneity65.
This allows us to revisit the above analysis and quantify
how ⟨N ⟩ scales with the dispersion of intrinsic neuronal
properties.

One may note that below the May-Wigner transition
(Γ < 1), as per the Banach fixed point theorem, a unique
stable fixed point uo = [uo

1,u
o
2, ...,u

o
N ] exists, satisfying the

set of implicit equations

uo
i =

N

∑
j=1

wi j f j[uo
j ] (11)
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Now let us consider neuron-specific excitability thresh-
olds h j ̸= 0 in Eq. (1) where h j obey the Gaussian prob-
ability density function ρ(h) with vanishing mean and
non-vanishing variance σ2

h . Then the resulting unique
fixed point uo is not trivial and distributed with a prob-
ability density function ρ(uo). This function’s first two
moments can be easily computed. Indeed, taking the
mean over the nodes in Eq. (11) yields

µuo ≡ ⟨uo
i ⟩N =

〈
N

∑
j=1

wi j f j[uo
j ]

〉
N

= µ̄w

∫
∞

−∞

f [uo]ρ(uo)duo = 0 (12)

with µ̄w = Nµw and by independence of connectivity
weights and fixed point coordinates. Equation (12) is
an implicit equation for µuo and holds true since f [uo]
and ρ(uo) are anti-symmetric and symmetric to the ori-
gin, respectively.
The variance σ2

uo can be computed similarly65

σ
2
uo ≡

〈
(uo

i )
2〉

N =

〈
N

∑
j,k=1

wi jwik f j[uo
j ] f j[uo

k ]

〉
N

=
Nσ2

W
4

1− 2√
4+β 2π2σ2

h

 . (13)

We proceed by first observing that elements of the
Jacobian J associated with Eq. (11) can be written as

Ji j = −δi j +wi j
∂ f j

∂u j
|uo

j

= −δi j +
wi jβ√

π
e−β 2(uo

j+h j)
2

(14)

Substituting two normally distributed and independent
random variables s and q whose statistics are identical to
those of uo

i and h j i.e. ρ(s)→ ρ(uo) and ρ(q)→ ρ(h),
one obtains a surrogate yet statistically identical Jacobian
J̃ i.e.

J̃i j = Ji j +δi j

= w̃i j (15)

where we have used the change of variable, effectively
re-scaling the synaptic weights,

w̃i j =
wi jβ√

π
e−β 2(s+q)2

Through this substitution, the calculation of the spectral
radius follows9,10,14,15

Γ =
√
(N −1)ρσ2

w̃ , (16)

i.e. the fixed point uo is stable if Γ < 1.
In addition, the variance of the re-scaled synaptic

weights becomes

σ
2
W̃ = σ

2
W Var

[
β√
π

e−β 2(s+q)2
]

=
σ2

W β 2

π

∫
∞

−∞

∫
∞

−∞

e−β 2(s+q)2
ρ(s)ρ(q)dsdq

=
σ2

W β 2

π
√

γ
(17)

with

γ = 1+4β
2(σ2

uo +σ
2
h ) .

Hence the spectral radius reads

Γ =

√
σ2

W (N −1)ρβ 2

π
√

γ
. (18)

utilizing Eq. (13).
We emphasize that Eq. (18) applies for Erdös-Renyi

connectivity matrices, however, our results can easily be
extended to other topologies, such as multi-modal, scale-
free or cascade models, through a proper re-scaling of the
spectral radius22,27.

By virtue of the statistical equivalence of the Jacobian
J and J̃ and their independence with respect to uo, the ex-
pected number of fixed points may hence be approximated
through Eq. (6)

⟨N ⟩(σ2
h )≈

〈
|det(−I+ J̃)|

〉
and Eq. (10) follows directly. We may hence substitute
Eq. (18) in Eq. (10) to obtain an explicit expression for
the expected number of equilibria ⟨N ⟩ as a function of
the variance in excitability thresholds. Specifically, we
may expand Eq. (10) at the stability threshold Γ ∼ 1 and
obtain

⟨N ⟩(σ2
h )≈ 1+N

(√
σ2

W (N −1)ρβ 2

π
√

γ
−1

)2

. (19)

Obviously, the mean number of fixed points ⟨N ⟩ is a
decaying function with respect to the excitability hetero-
geneity variance σ2

h . This confirms that trivialization oc-
curs whenever intrinsic excitability increases its variance.
This translates into an effective shift in the May-Wigner
transition threshold occurring at Γ= 1 for a critical hetero-
geneity level54,56,62 σ2

h,c. For σ2
h << 1, one may expand

Eq. (13) to first order in σ2
h to obtain an explicit expres-

sion for the critical heterogeneity for trivialization, i.e.

σ
2
h,c ≈

8
π2β 2

(
N2β 4σ4

W −π2

Nσ2
W π2β 2 +32

)
(20)
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It has been shown65 that dispersion of excitability het-
erogeneity (i.e. σ2

h > 0) effectively contracts the spectral
radius, stabilizing the dynamics and decreasing the prob-
ability of state transitions. This phenomenon translates
here directly to trivialization: as can be seen in Fig. 2,
both numerical and analytical calculations jointly predict
a decrease in the number of expected equilibria ⟨N ⟩ as
the dispersion of excitability thresholds increases. Such
diversity seems to limit the exponential explosion of fixed
points and appears to delay the May-Wigner transition
generically observed whenever Γ ≥ 1.

III. APPLICATIONS

A. Resilience

We have demonstrated in the previous section, that ex-
citability heterogeneity induces trivialization. Since trivi-
alization is strongly related to the resilience of a system
to perturbations, the current section aims to demonstrate
enhanced resilience by stronger excitability heterogeneity.
We assume that a system is in its stationary state and re-
ceives a short strong perturbation impulse I(t), that repels
the system from its stationary state. After the perturbation
impulse, the system evolves according to its unperturbed
dynamics and relaxes to a new stationary state. We state
that the system is resilient if the new stationary state is
the same as the original state, where the system was lo-
cated before the perturbation. We quantify the degree
of resilience, and compute the distance D of the newly
approached state to the original state. If D ≈ 0, then
the system is resilient, whereas D > 0 indicates lower
resilience.
In more detail, we assume model (1) with L[u] =−u and
µw = 1.0, σ2

w = 0.05, µh = 1.0 and σ2
h > 0. The distance

reflecting the degree of resilience is defined as

D =
1
N ∑

i=1
|uoriginal

i −uperturbed
i | . (21)

We simulated Eq. (1) with initial condition ui(t = 0) =
ξi, i=1. . . ,N, where ξi ∈ [0;1] has been uniform dis-
tributed. Temporal integration with time step ∆ = 0.05
yielded a stationary state if ∑

N
i=1 |∆ui|/N < 10−3 with

∆ui = −ui + ∑
N
j=1 wi j f j[u j]. Then a random uniform-

distributed instantaneous perturbation Yi ∈ [−500;500]
is applied at each network node i, after which the sys-
tem approaches the new stationary state uperturbed

i . This
new state is reached if ∑

N
i=1 |∆ui|/N < 10−4. For each

excitability variance σ2
h , we have run T = 400 simulation

trials, where each trial draws new random connections wi j
and new excitability values hi from their corresponding
distributions. This yields a value of D for each σ2

h and we
have computed this value T times. Figure 3 shows all ob-
tained values of D for difference values of the excitability

heterogeneity variance σ2
h . We observe that systems with

weak heterogeneity (low values of σ2
h ) exhibit different

non-zero values of D and thus a low degree of resilience,
whereas increasing heterogeneity yields better and better
resilience.

B. Neural development and learning

The current work is strongly motivated by the role of
intrinsic diversity during development, through which
synaptic connectivity motifs become increasingly dense
and complex. What maintains neural circuit stability?
Indeed, during development and learning, the number
of synapses and their effective weights change, notably
through long-term synaptic potentiation (LTP) and depres-
sion (LTD)77. Such increase in complexity, parameterized
by gradual increase in connection probability and/or den-
sity of synaptic connections and/or changes to the number
of neurons and synapses, was repeatedly found to foster
instability by increasing the risk of May-Wigner type
transitions8–12,14,18,19,21,22,78. Similarly, synaptic plas-
ticity models in recurrent neural networks commonly
face unstable regimes which need to be compensated
by/stabilized through various feedback processes33,79–81.
While many neurophysiological processes, such as synap-
tic inhibition, adaptation, modularity, and circuit motifs
are certainly involved in stabilizing neural circuits’ func-
tion, we believe that intrinsic excitability heterogeneity
is also involved through trivialization. To emulate such
a developmental/learning process for networks whose
dynamics obey Eq. (1), we considered a population of
N initially isolated neurons, whose mutual connectivity
would increase gradually in time (cf. Fig. 4). To imple-
ment this, we simulated the solutions of Eq. (1) while
the connection probability ρ linearly increases from 0
to 5% over an extended time scale (Fig. 4A). Note that
while synaptic weights would also be expected to increase
during development/learning, the influence of this param-
eter on stability would be identical (cf. Eq. (18)). Hence
we focused on the connection probability for simplicity.
Results presented in Fig. 4B confirm the destabilizing
effect of increase in connectivity and the resurgence of a
May-Wigner instability: the network dynamics reflects a
highly unstable, multi-modal oscillatory state. Introduc-
ing excitability heterogeneity in Fig. 4C was in contrast
found to stabilize the dynamics by dispersing the neu-
rons’ activity. Spectral radii calculations affirmed these
numerical observations ( Fig. 4D) and further revealed
that heterogeneity delays the May-Wigner transition and
its associated exponential increase in equilibria ( Fig. 4E).
Trivialization was further found to scale with the level
of excitability heterogeneity (i.e. σ2

h ): as can be seen
in Fig. 4F-G, increased level of heterogeneity decreases
the spectral radius and further limits the number of fixed
points. Taken together, these findings suggest that hetero-
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Figure 2. Example of diversity-induced trivialization in a random neural network A. Response of a homogeneous network, in
which all neurons have the same excitability profile (i.e. h j = 0 ∀ j). Chaotic dynamics can be observed, indicative that the system
resides beyond the May-Wigner transition threshold B Associated eigenvalues in the complex plane (black dots) alongside the
theoretically derived spectral radius (18) plotted around λ =−1 (blue circle). Some eigenvalues occupy the right hand side of the
imaginary axis, confirming instability. C-D. Dynamics and eigenspectrum of the same network whenever heterogeneity is increased
to σ2

h = 0.0001 and; E-F σ2
h = 0.001. Heterogeneity stabilizes the system by contracting the spectral radius in the complex plane,

yielding stable dynamics. Blue dots in C,E illustrate different values of h j. G Spectral radius Γ as a function of excitability
heterogeneity. As σ2

h increases and passes the critical point σ2
h,c (vertical dashed line), the May-Wigner transition threshold (i.e.

Γ = 1; horizontal line) is crossed, stabilizing the dynamics (cf Panels A-F). Numerical results averaged over 50 independent
realizations of the network connectivity (black dotted line; grey shaded area represents ± SD) are plotted alongside theoretical
predictions (solid blue line). H Expected number of equilibria ⟨N⟩ as a function of σ2

h , revealing trivialization and a shift in the
May-Wigner instability threshold induced by excitability heterogeneity. Numerical results (black dotted line) and theoretical
predictions (solid blue line) coincide at and beyond the critical point, but diverge otherwise due to error propagation through an
exponential (see Eq. (10)). I Variance of the steady state probability density function as a function of excitability heterogeneity,
confirming that σ2

h does increase the dispersion of the steady state, while showing good alignment between numerical (black dotted
line; grey shaded area represents ± SD) and theoretical (solid blue line) calculations. J Variance of the dynamics for the individual
neurons (i.e. u j; grey shaded lines) across various levels of excitability heterogeneity, shown alongside their average over
independent trials (black dotted line). As the system transits from chaotic to stable dynamics by crossing the critical threshold σ2

h,c
(cf. panels A-F), the system activity variance decreases. In other words, increasing the excitability heterogeneity reduces the system
fluctuations and increases system order. Parameters are N = 100, ρ = 0.05,g = 0.8, µe = 0.005, β = 25, µi =

g
g−1 µe,

σ2
W,e = σ2

W,i = 0.0015. Whenever applicable, averages were computed over 50 independent trials of duration T = 200 [a.u.].

geneity quenches the dynamical repertoire of non-linear
networks as their complexity increases to maintain their
resilience, suggesting that neural diversity plays a role in
the persistence of brain function.

IV. DISCUSSION

Excitability heterogeneity affects stability of random
networks and hence can induce trivialization and enhance
resilience. This is shown theoretically in Eq. (4) in gradi-
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Figure 3. Resilience by excitability heterogeneity The
distance D taken from Eq. (21) reflects the degree of the
system’s resilience: the smaller D, the closer are the original
and perturbed state and the more resilient is the system towards
perturbations. We observe that strong heterogeneity renders the
system more resilient to perturbations. For each value of σ2

h ,
400 values of D are plotted to correspond with the same number
of simulation trials.

ent systems and in the corresponding application shown
in Fig. 3. In non-gradient systems, Equation (10) con-
firms that an exponential increase in fixed points occurs
whenever the May-Wigner instability threshold is met i.e.
Γ ≥ 123–25,28. An important corollary of this equation
is that the number of equilibria scales with the spectral
radius, whose magnitude has been shown to increase
with a variety of topological traits, such as increased
dimensionality9,18,19, strength of connections10–12,14,18,21,
motifs richness10–12,14,18,21, connectance8,9,14,18,21 and de-
gree heterogeneity22. Interestingly, our results as well as
others65 indicate that increased intrinsic diversity in cel-
lular excitability represents an exception, contracting the
spectral radius and hence promoting stability through a
reduction of the number of equilibria. This suggests that
variability amongst cells of a network - as opposed to het-
erogeneity in their connectivity - promotes resilience, by
reducing the probability of multistability and bifurcations.

It is interesting to conjecture on the potential role of
trivialization in neural circuits’ dynamics and function.
Intuitively, increasing the number of control parameters
by enabling cells with different excitability profiles should
enrich a system’s phase space – however, our results sug-
gest the opposite. Numerous experimental2,44–47,49–52

and theoretical studies2,53–59 have examined the role of
cell-to-cell heterogeneity in brain dynamics and func-
tion. Collectively, these indicate that intrinsic diversity
may both enhance resilience47,48,52,63,64 and optimize cod-
ing performance54,56,58,59,62. Our complementary results
show that variations in cellular excitability represents a
stabilizing mechanism, quenching the dynamical reper-
toire of balanced neural networks. This surprising fea-
ture arises notably through the effective linearization of
input-output response functions2,23,82, promoting graded
response to perturbations and subsequent increasingly lin-
ear relaxation towards a limited number of stable states.

This form of complexity collapse83 has important im-
plications for neural circuit function. These suggest a
trade-off between topological complexity – which has
been extensively studied – and intrinsic diversity, balanc-
ing coding efficiency and resilience. We emphasize that,
in this context, trivialization should be considered as a
control mechanism, tuning stability towards an optimal
dynamical state84–88. For instance, destabilizing changes
in connectivity during development and learning may be
compensated for through adaptive increase in biological
diversity to optimize neural circuit performance. Intrinsic
plasticity33–37 refers to a non-synaptic form of plasticity
through which individual cells’ biophysical characteris-
tics and/or excitability change in experience and stimuli-
dependent ways, notably through adjustments in ionic
conductances47,52,63,89. While speculative, our results
nonetheless suggest that intrinsic plasticity could play an
important role in stabilizing neural dynamics and func-
tion, compensating for the notoriously destabilizing effect
of synaptic plasticity33,79–81.
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