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Event-related synchronisation and desynchronisation (ERS/ERD) are well-known features found experimentally in
brain signals during cognitive tasks. Their understanding promises to have much better insights into neural information
processes in cognition. Under the hypothesis that neural information affects the endogenous neural noise level in
populations, we propose to employ a stochastic mean-field model to explain ERS/ERD in the γ−frequency range. The
work extends previous mean-field studies by deriving novel effects from finite network size. Moreover, numerical
simulations of ERS/ERD and their analytical explanation by the mean-field model suggests several endogenous noise
modulation schemes which may modulate the system’s synchronisation.

Endogenous neuroelectric fluctuations are assumed to
contribute or reflect information processing in the
brain. We hypothesize that these fluctuations may in-
duce event-related synchronisation and desynchronisation
(ERS/ERD), which are spectral power enhancements and
reductions, respectively, in certain frequency bands. A
stochastic network model considers such endogenous noise
and exhibits ERS/ERD in the γ−frequency range depen-
dent on the endogenous noise level. Mathematical analy-
sis and numerical simulations reveal the underlying mech-
anism called Additive-Noise Induced System Evolution
(ANISE) in line with experimental results. The work pro-
poses an novel perspective to explain ERS/ERD in vari-
ous frequency bands to reveal underlying mechanisms of
brain information processing.

I. INTRODUCTION

Brain networks are known to generate characteristic,
stereotyped activity patterns reflective of self-organization
properties. The features of these responses are encoded in
space (e.g. as spatial patterns14), in time (e.g. coherent oscil-
lations in given frequency bands16), or a combination of both
(e.g. spatio-temporal dynamics such as travelling waves50).
Frequently observed experimentally on a mesoscopic scale of
few millimeters and frequencies in the range 1-80Hz, such
patterns indicates a high degree of self-organisation 19,25,29.
This self-organisation is observed across a wide variety of
complex systems28,38,39,46, but challenging to characterize
mathematically. The specific challenge in neural networks is
the emergence of coherent, ordered patterns in spite of the
seemingly random, disordered links/connections observed at
the microscopic scale21,37, spanning scales of tens of microm-
eters and time scales of few milliseconds. Each neural ele-
ment, let it be an individual neuron or local population, rep-
resents an excitable system with its own dynamics and time

scale. Moreover, such elements may further adapt their prop-
erties to previous stimuli and display a form of memory. Neu-
ron properties are further known to exhibit a large diversity52,
which determines their stability and resilience to perturba-
tions34.

In sum, such heterogeneity and seemingly irregular random
connectivity structure causes incoming activity to single neu-
rons as part of a network to appear being irregular and random.
This holds true , especially in non-sensory brain areas, where
neural activity is dominated by recurrent, non-linear interac-
tions and correlates poorly with stimuli15. In such a regime,
the relationship linking stimuli and neural responses is blurred
and notoriously hard to characterize. Fluctuations in neu-
ral activity are hence commonly taken into account through
endogenous additive random perturbations. This endogenous
noise also takes into account multiple microscopic neurophys-
iological processes, such as membrane potential fluctuations
caused by ion channel gating and/or spontaneous synaptic re-
ceptor processes. Such endogenous fluctuations have been
shown to have a major impact on neural networks’ stability
and oscillations, e.g. in the visual cortex30, in the cortico-
thalamic feedback system32 or under various forms of neu-
rostimulation42.

Additive input noise may further be used to account for the
effect of stimuli and exogeneous inputs. For instance, high-
frequency afferent neural signaling or neuromodulatory fluc-
tuations may modulate the noise statistics in a time-dependent
way, further influencing neural activity patterns and their
properties, such as stability and frequency58. This raises the
question whether additive noise - and its impact on neural net-
works - may be sufficient to explain and reconcile experimen-
tal observations.

Event-related desynchronization (ERD) and event-related
synchronization (ERS) are two important phenomena reliably
observed in EEG signals during the processing of sensory,
cognitive, or motor events47. ERD refers to a decrease in
the power of specific frequency bands in the EEG signal, af-
ter the presentation of a task-related event or stimulus. In the
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α−frequency band (8−12Hz), ERD reflects a state of cortical
activation or enhanced neuronal processing associated with
the cognitive or motor task44. Conversely, ERS in the α−band
refers to an increase in the power within the same frequency
bands, indicating a state of cortical inhibition or decreased
neuronal processing associated with the task40. ERD/ERS
also occurs in other frequency bands. Figure 1 shows experi-
mental source activity in sensorimotor areas observed during
walking. One can observe temporal enhancement and reduc-
tion of spectral power within the γ-band (25− 50Hz), signa-
tures of ERD/ERS resulting from fluctuating arousal and as-
sociated recruitment of neural populations. In general, both
ERD and ERS provide valuable insights into the neural mech-
anisms underlying different cognitive processes and motor ac-
tions, observed during cognitive tasks as event-related poten-
tials36 or during neurostimulation63. We hypothesise that both
phenomena may be understood mathematically by investigat-
ing the response of neural networks to various degrees of ad-
ditive noise. This is in line with previous studies indicating
that endogenous noise may tune brain rhythms32,58 and thus
resembles coherence resonance35,49. In other words, power
modulations as in Fig. 1 are supposed to originate from in un-
derlying modulations of endogenous noise levels.

Previous studies indicate that α−rhythms originate from
the feedback circuit involving cortical and thalamic ar-
eas20,22,55,60. Conversely, there is strong evidence that
γ−rhythms originate from local circuits51,61. Previous studies
showed that a rather simple neural mass model permits to de-
scribe γ-rhythms, whereas a much more complex neural mass
model is required to model α−activity30,54. For simplicity,
the present work employs the simple model to demonstrate
how noise may tune γ−rhythms. Here we propose that spec-
tral power modulations (i.e., ERD/ERS) in the γ− frequency
range 30− 60Hz (cf. Fig. 1) occur naturally through fluc-
tuations in the amplitude of endogenous neural noise. Such
noise-driven amplitude modulation reflects a synchronisation
(power enhancement; ERS) or desynchronisation (power re-
duction; ERD) of neural populations 18,36,47,57. To reduce the
complexity of corresponding random network models, mean-
field approaches provide important insights. We thus imple-
mented coupled Erdös-Renyi networks of finite number of
excitatory and inhibitory nodes and derive a corresponding
mean-field model, which describes the temporal dynamics of
the network average. Previous theoretical studies on similar
networks26,30,31,35,53 have considered primarily the case of in-
finite size, whereas finite-size networks may introduce addi-
tional random effects 31,35 which may play an important role
in ERD/ERS phenomena. These studies have shown that the
mean and variance of additive input noise enters the mean-
field equation as control parameter, tuning the stability and
spectral properties of the system. If the mean and variance
of exogenous noise input changes over time, the mean-field is
driven parametrically and may exhibit nonlinear effects, such
as stochastic resonance42 or coherence resonance3,35. The
present work will explore in more detail the finite-size im-
pact in random networks. Collectively, our results demon-
strate that both synchronisation and desynchronisation in the
γ-frequency range can be explained by modulation in noise
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Figure 1. Synchronisation (ERS) and Desynchronisation (ERD)
in human experimental source activity in sensorimotor areas
during walking. The time-frequency distribution of relative spec-
tral power change in trial-averaged single-subject data reveals a se-
quence of alternating ERS (red) and ERD (blue) in the γ−frequency
band [30Hz;50Hz]. Reproduced from Fig. 3 in Seeber et al.56 li-
censed under a Creative Commons Attribution (CC BY) license.

variance.
The subsequent section introduces the microscopic net-

work under study and shows the derivation of a correspond-
ing stochastic mean-field model of finite size. In the follow-
ing section, simulation studies demonstrate different types of
mean-field dynamics dependent on how noise input is modu-
lated.

II. THE NETWORK MODEL

The present work considers a large random network of
number of nodes N. Each node represents an ensemble of
microscopic neurons, a so-called micro-column. The network
of micro-columns comprises two interacting sub-networks of
excitatory and inhibitory nodes or cells. Mathematically, the
excitatory and inhibitory nodes are collected in the vectors
V ∈ RN and W ∈ RN , respectively, which represent mean
dendritic currents of the corresponding micro-column (also
known as minicolumn5,8,45). The associated dynamics of
these micro-columns obey

τedV = (−V+FS1[V]−MS2[W]+ eIe)dt +dYe(t)
τidW = (−W+MS1[V]−FS2[W]+ eIi)dt +dYi(t)

(1)

with the N-dimensional identity vector e = (1, . . . ,1)ᵀ, the
intra-subnetwork random connectivity matrix F , the inter-
subnetwork random connectivity matrix M and the synap-
tic time scales τe and τi. The connectivity matrices F and
M are N×N-dimensional random matrices. Both matrices
share the structure of a random matrix K ∈ RN×N , whose
elements {(K)i j} are Bernoulli-distributed with probability
c and are equal to (K)i j = XKo/cN, Ko > 0, where X is
a Bernoulli random variable . Then the mean connectivi-
ties are µF = F0/N, µM = M0/N with respective variance
σ2

F = F2
o (1− c)/cN2, σ2

M = M2
o(1− c)/cN2.

The external stochastic input is a N−dimensional Wiener pro-
cess Ye,i ∈ RN , for which

〈(dYe,i)n(t)〉= 0
〈(dYe,i)n(t)(dYe,i)m(t ′)〉= 2De,iδnmδ (t− t ′)dtdt ′
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for n,m = 1, . . . ,N and the noise variance De,i. The symbol
〈·〉 denotes the ensemble average, δnm is the Kronecker sym-
bol and δ (·) denotes the δ−distribution.
Nodes in the network exhibit a nonlinear transfer function
S1(·) and S2(·) for excitatory and inhibitory activity, respec-
tively. Such a transfer function at a node represents the popu-
lation firing rate in the respective micro-column. We assume a
McCullogh-Pitts neuron model1,27 with S1(x) = S0Θ(x), S0 >
1 and S2(x)=Θ(x) with the Heaviside function Θ(x)= 0 ∀x<
0, Θ(x) = 1 ∀x ≥ 0. The function vector S1,2[x] ∈ RN is de-
fined by (S1,2[x])n = S1,2(xn). This neuron model implies
identical threshold for all micro-columns.

Mean-field theory

The key idea of the derivation is a projection of the network
activity on the matrices’ eigenmodes, yielding a separation
between mean-field- and stochastic modes. The Proposition 1
(see Appendix), valid for both matrices F and M, will prove
helpful. Assuming the basis composition

V(t) =
N

∑
n=1

xn(t)φ e
n (2)

W(t) =
N

∑
n=1

yn(t)φ i
n

with the vector basis {φ e
n}, {φ i

n} and φ e
n , φ i

n ∈ CN and a bi-
orthonormal basis {ψe

k}, {ψ i
k} and ψe

k , ψ i
k ∈ CN with

ψ
e,†
k φ

e
l = δkl , ψ

i,†
k φ

i
l = δkl ,

ψ
x,†
k φ

y
l = 0 ∀ x,y = e, i ,

Proposition 1 stipulates

φ
e
1 = φ

i
1 = e , ψ

e
1 = ψ

i
1 = e/N .

Moreover, we define the eigenvalue problems

ψ
e,i,†
k F = λ

F
k ψ

e,i,†
k , ψ

e,i,†
k M = λ

M
k ψ

e,i,†
k (3)

for k = 1, . . . ,N.
Then, projections on the vector basis and using Eqs. (3) to-
gether with Proposition 1 yields

τedx1 = (−x1 +
λ F

1
N

eᵀS1[V]− λ M
1
N

eᵀS2[W]+ Ie)dt +dη
e(t)

τidy1 = (−y1 +
λ M

1
N

eᵀS1[V]− λ F
1

N
eᵀS2[W]+ Ii)dt +dη

i(t)

(4)

with dηe,i(t) = eᵀdYe,i(t)/N and the remaining modes obey

τedxk(t) = (−xk(t)+λ
F
k ψ

e†
k S1[V]−λ

M
k ψ

e†
k S2[W]+ψe†

k eIe)dt
+dη

e
k (t)

τidyk(t) = (−yk(t)+λ
M
k ψ

i†
k S1[V]−λ

F
k ψ

i†
k S2[W]+ψi†

k eIi)dt

+dη
i
k(t)

(5)

for k > 1 with dη
e,i
k (t) = ψe,i,†

k dYe,i(t). The mean-field
modes obey Eqs. (4) and determine the stochastic modes
in Eqs. (5), which in turn influences the mean-field modes’
evolution.

The Proposition 2 (see Appendix) details how both groups
of modes are interrelated, how the implicit closure problem
in mean-field theory is solved in the current context, and how
the stochastic modes tune the nonlinear interactions in the net-
work. For the case of the excitatory population, one may re-
write V(t) in Eq. (2) as

V = (x1−Z(t)+UF S1[x1]−UMS2[y1])e+we(t)

with

we(t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dYe(t ′)

Z(t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dRe(t ′) .

and the finite size random corrections UF ∼
N (0,σ2

F/N), UM ∼ N (0,σ2
M/N). The finite

size-fluctuations Re(t) are Wiener processes with
dRe ∼ N (0,De/N)dt, the finite size-fluctuations Z(t)
obeys an Ornstein-Uhlenbeck process or in physical terms
red-coloured noise.

Moreover, assuming the function vector S[u] =
(S1(u1), . . . ,S1(uN))

ᵀ ∈ RN like in Eq. (1) and
u = xe + w ∈ RN with x ∈ R and random vector
w ∈RN , wi ∼N (0,De/τe), Proposition 2 yields

eᵀ

N
S[u] = S̄(x)+

√
S2

0S̄(x)− S̄2(x)
N

χ(t)

with random variable χ(t)∼N (0,1) and

S̄(x) =
∫

∞

−∞

S1(x+w)pe(w)dw

=
S0

2

(
1+ erf

(
x√

2(De/τe)

))
.

The dynamics of W(t) can also be written similarly and the
derivation resembles closely to the one of V(t).

The application of Proposition 2 is heavily based on the
homogeneity assumption of the network: the network degree
at each node is very similar across nodes, and identical in
infinite networks, i.e. the degree distribution is unimodal with
a narrow peak. This results into a homogeneous eigenvector
in the matrices’ edge spectrum i.e., φ e

1 ≈ e, and consequently
the impact of the transfer function is identical at each node.
Hence, the nonlinear interaction and the network decouple. If
the network topology does not exhibit such a narrow degree
distribution (e.g. in scale-free networks or small-world
networks), the node connectivity is not identical in all nodes.
Hence, the eigenvector becomes φ e

1 6= e and Eq. (4) does not
hold anymore. This implies that the impact of the nonlinear
transfer function is different at each node and hence nonlinear
interactions and network do not decouple.
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Figure 2. γ−desynchronisation by increasing excitatory input noise (A) Top panel: network activity Vi obeying Eq. (1) with the initial state
close to the lowest stationary state. The initial noise variance was chosen to De = 0.25τe and changed to De = 0.8τe at t = 5s and changed
back to De = 0.25τe at t = 15s. Bottom panel: Time-frequency plot of instantaneous spectral power (windowed Fourier Transform connvolved
with a Hamming window with 2s window width and overlap of 1.8s). (B) Top panel: the stationary state x̄1 dependent on De/τe revealing s
stable node (dotted line), saddle node (dashed line) and a stable focus (solid line). Bottom panel: the maximum eigenvalue real part λm (left
hand side) and the eigenfrequency of the focus (right hand side). Other parameters were Di/τi = 0.2, N = 100, F0 = 2.17, M0 = 3.87, τe =
0.005, τi = 0.02, S0 = 1.7 . and the integration time step was 0.5ms utilising the Euler-Maruyama method.

The results of Proposition 2 allow us to recast Eqs. (4) as

τedx1 =
(
−x1 +λ

F
1 Ge (x1−Z(t)+T1(x1,y1), t)

−λ
M
1 Gi (y1−W (t)+T2(x1,y1), t)+ Ie

)
dt +dRe(t)

τidy1 =
(
−y1 +λ

M
1 Ge(x1−Z(t)+T1(x1,y1), t)

−λ
F
1 Gi (y1−W (t)+T2(x1,y1), t)+ Ii

)
dt +dRi(t)

(6)

with

Ge(x1, t) =Ḡe(x1)+∆Ge(x1) ·Xe(t)

Gi(y1, t) =Ḡi(y1)+∆Gi(y1) ·Xi(t) ,
(7)

for temporal fluctuations Xe,i(t)∼N (0,1) and where

Ḡe(x1) =
∫

∞

−∞

S1 (x1 +w) pe(w)dw

Ḡi(y1) =
∫

∞

−∞

S2 (y1 +w) pi(w)dw

∆Ge(x1) =

√
S2

0Ḡe(x1)− Ḡ2
e(x1)

N

∆Gi(y1) =

√
Ḡi(y1)− Ḡ2

i (y1)

N
.

Combining previous results, the network exhibits finite-size

fluctuations

dRe = ξedt , ξe ∼N (0,De/N)

dRi = ξidt , ξi ∼N (0,Di/N)

Z(t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dRe(t ′)

W (t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dRi(t ′) ,

where random state-dependent corrections of the nonlinear in-
teractions occur through the terms ∆Ge,i, which now possess
random state-dependent thresholds

T1(x1,y1) =UF Ge(x1)−UMGi(y1)

T2(x1,y1) =UMGe(x1)−UF Gi(y1) ,

with UF ∼ N (0,F2
0 (1 − c)/cN3), UM ∼ N (0,M2

0(1 −
c)/cN3). For large networks, F2

0 (1 − c)/cN3 �
De,i/N, M2

0(1 − c)/cN3 � De,i/N and thus the state-
dependent thresholds are negligible compared to the
finite-size fluctuations. If N → ∞, T1,2 → 0, i.e. these terms
are finite-size threshold corrections and vanish for infinite
networks.

Since w(t) obeys an Ornstein-Uhlenbeck process, its sta-
tionary probability density function may be written as

pe,i(w) =
1√

2πDe,i/τe,i
e−w2/2(De,i/τe,i)
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and consequently, according to Proposition 2,

Ḡe(x) =
S0

2

(
1+ erf

(
x√

2(De/τe)

))

Ḡi(x) =
1
2

(
1+ erf

(
x√

2(Di/τi)

))
.

(8)

III. SIMULATIONS

In the following, we consider large but finite-size networks
obeying Eqs. (6) with T1,2 ≈ 0. These latter terms result from
the random connectivity structure, but are negligible for large
networks as shown above. Then

dx1 =

(
−x1

τe
+

λ F
1

τe
Ge (x1−Z(t), t)− λ M

1
τe

Gi (y1−W (t), t)

+
Je

1
τe

)
dt +

1
τe

dRe(t)

dy1 =

(
−y1

τi
+

λ M
1
τi

Ge (x1−Z(t), t)− λ F
1

τi
Gi (y1−W (t), t)

+
Ji

1
τi

)
dt +

1
τi

dRi(t)

(9)

Please recall that Ge,i are state-dependent finite-size fluc-
tuations and Z(t), W (t) fluctuate in time according to an
Ornstein-Uhlenbeck process with network-size dependent
noise strength. The fluctuation strength of Z(t) and W (t) are
proportional to

√
De and

√
Di, respectively, while the non-

linear gain of the transfer functions Ge and Gi (their slope)
decrease nonlinearly with

√
De and

√
Di, respectively. Conse-

quently, stronger additive noise enhances the finite-size fluctu-
ations Z(t),W (t) but diminishes the response sensitivity (the
nonlinear gain) of the system in accordance to previous stud-
ies29,33.

A. Synchronisation modulated by noise

Experimental studies18,36,57 have revealed transient spectral
power of γ−rhythms (frequency range [25Hz;60Hz]) mirror-
ing cognitive task demands. These are unequivocal manifes-
tations of ERD/ERS. Changes in endogeneous noise ampli-
tude can be shown to generate such effects. Indeed, since
microscopic desynchronized (resp. synchronized) activity
yields low (resp. high) amplitudes mean-field activity, ex-
perimentally observed spectral power amplitude reflects the
(changing) degree of synchronisation amongst neural net-
works. Such synchronization, and how it depends on noise
amplitude, can be assessed through mean-field approaches.
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Figure 3. γ-desynchronisation by decreasing excitatory input
noise (A) Top panel: the time-dependent change of the noise vari-
ance De/τe in the simulation. Bottom panel: x1(t) simulated from
Eq. (9) dependent on De/τe and thus on time. It shows a jump from
the lower stationary state branch to the upper branch and back. (B)
The time-dependent change of De/τe moves the system’s stationary
state x̄1 and induces noise-induced jumps between the lower focus
and the upper stable node, cf. (A), bottom panel. The jumps from
the bottom to top branch and back occur at different values of De/τe
reflecting a hysteresis. The period on the top branch reflects a non-
oscillatory, i.e. desynchronised, behavior. (C) Time-frequency plot
of spectral power of x1(t). Other parameters were identical to pa-
rameters used in Fig. 2.

ERD by increasing endogenous noise : passing the Hopf
bifurcation

For N = 100, Fig. 2(A) shows the network activity of V(t)
(upper panel) over time for changing noise variances for the
excitatory population (i.e.,De) and the corresponding time-
frequency plot of the numerical mean V̄ (t) = ∑

N
i=1 Vi(t)/N

(lower panel). Throughout, the inhibitory noise variance (i.e.
Di) is kept constant. For low noise variances, we observe
a mean activity V̄ (t) in the γ−frequency range fluctuating
in amplitude over time. Increasing the noise variance sup-
presses this γ−activity. Returning to the lower noise vari-
ance, γ−activity re-emerges again with fluctuating amplitude.
This behaviour can be understood by a closer look at the
stationary state x̄1 resulting from the fixed point condition
dx1/dt = dy1/dt = 0 in the absence of finite-size noise, i.e.
N→∞. Linearizing Eqs. (9) about the stationary states x̄1, ȳ1
with x1(t) = x̄1 +u(t), y1 = ȳ1 + v(t) we obtain the following
dynamical system

τdz/dt = Lz+ s(t) (10)

with z = (u,v)ᵀ and

τ =

(
τe 0
0 τi

)
, L=

(
λ F

1 G′e−1 −λ M
1 G′i

λ M
1 G′e −λ F

1 G′i−1

)
(11)

s=

(
−λ F

1 G′eZ(t)+λ M
1 G′iW (t)

−λ M
1 G′eZ(t)+λ F

1 G′iW (t) .

)
(12)

Here, G′e,i = dGe,i(x)/dx is evaluated at x= x̄1, ȳ1. The sta-
tionary states’ stability is determined by the maximum eigen-
value real part λm of L. If the eigenvalue λm is complex-
valued with I m(λm) = 2πν , then ν is called eigenfrequency.
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Figure 4. γ−synchronisation by decreasing excitatory input noise
(A) Top panel: the time-dependent relation De/τe in the simulation.
(B) Instantaneous power in the γ−frequency range. A Butterworth
online filter of 4th order was applied to the mean-field activity, the
filter output was squared and averaged in a sliding window of 2s
duration. We observe an increase in power reflecting enhanced syn-
chronisation in the network. Other parameters were identical to pa-
rameters used in Fig. 2.

Figure 2(B,top panel) shows the stationary state x̄1 for differ-
ent excitatory noise levels De.

The influence of noise on oscillatory activity can be under-
stood through the non-linear mechanism of hysteresis. For
low noise, three stationary states exist: the upper branch is a
stable node, the centre branch is a saddle node and the bot-
tom branch is an unstable focus, cf. the corresponding max-
imum eigenvalue real part λm shown in the lower panel. We
observe a Hopf-bifurcation on the lower stationary state. In-
creasing the excitatory noise variance De moves the system
over the Hopf bifurcation point and thus stabilises the focus
and merges the stable node and the saddle node by a saddle-
node bifurcation. Here, the Hop-bifurcation and the saddle-
node bifurcation occur on different stationary state branches
and at different noise levels. Moreover, the eigenfrequency
ν of the oscillation on the lower branch decreases monoton-
ically with increasing noise level. These properties explain
the simulation results presented in Figure 2(A): the γ−activity
observed at low noise levels represents a nonlinear limit cy-
cle above the Hopf-bifurcation point, while the low-amplitude
γ−activity at larger noise levels represents a quasi-cycle about
the stable focus below the Hopf-bifurcation point.

ERD by decreasing endogenous noise: phase transition

The topology of the mean-field differential equation sys-
tem (9) provides a justification to a decrease of γ−activity
triggered by noise modulation, cf. Fig. 3. If the noise level
first decreases at the lower stationary state branch, the system
passes the Hopf bifurcation point yielding increasing oscilla-
tion amplitude. Then a nonlinear jump from the lower to the

po
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po
w

er

0

0,02

10 20 30 40 50

po
w

er

0

0,01

10 20 30 40 50

po
w

er 0,005

frequency [Hz]
10 20 30 40 50

N=50
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Figure 5. Finite-size impact on oscillation frequency. The spectral
power of the quasi-cycle on the lower branch shown in Fig. 2(B)
at De/τe = 0.4. The power distribution has been computed applying
the Bartlett-Welch method for simulated signals V̄ (t) = ∑

N
i=1 Vi(t)/N

(black) as solution of Eq. (1) and x1(t) (red) as solution of Eqs. (9).
Other parameters were identical to parameters used in Fig. 2.

upper stationary state branch yields a non-oscillatory state and
the γ−amplitude vanishes. Increasing the noise level again
induces a second jump from the upper to the lower branch
yielding γ−rhythms again. Hence noise reduction induces
γ−desynchronisation.

ERS by decreasing noise level: passing the Hopf bifurcation

Similar to the γ−desynchronisation described above, syn-
chronisation may also occur while modulating the noise level
in the other direction. Typically, experimental studies investi-
gating synchronisation in evoked potentials apply a frequency
band filter and compute the time-dependent power value in
this frequency band47. To better compare our results to such
an analysis, Fig. 4 presents the time-dependent power in the
γ−frequency band while abruptly decreasing the noise level.
We observe a transient increase and decrease in γ−power for
a noise level decrease and increase, respectively.

B. Finite-size impact

Finally, we consider the impact of finite-size fluctuations
in Eq. (9) on the results above. Figure 5 shows the power
spectrum on the lower stationary state branch at a fixed noise
level at different network sizes N. We observe that small net-
works exhibit a broader spectrum of rhythms about lower fre-
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Figure 6. Illustrative finite-size impact on transfer function and
nonlinear gain. (A) Finite-size correction of the transfer function
∆G from Eq. (13) and its nonlinear gain ∆G′ from Eq. (14). For
illustration reasons it is N = 1. (B) The transfer function and its
nonlinear gain with fluctuations (N = 50, dotted line) and without
fluctuations (∆G, ∆G′ = 0, solid line). Here, σ2 = 0.1.

quencies compared to large networks. Hence the network size
determines the system’s principal frequencies and their distri-
bution.

To explain this, let us take closer look at the finite-size con-
tributions to the nonlinear transfer function Ge,i in Eq. (9).
The transfer functions Ge,i in Eqs. (7), (8) have the form

G(V ) =Ḡ(V )+∆G(V ) ·X

Ḡ(V ) =
1
2

(
1+ erf

(
V√
2σ

))
∆G(V ) =

√
Ḡ(V )− Ḡ2(V )

N

(13)

with the random variable X ∼N (0,1) and real parameter σ >
0. Since the system’s frequency distribution depends on the
nonlinear gain G′e,i, cf. Eqs. (10)-(12), finite-size effects may
translate to their modulation and we find

G′(V ) = Ḡ′(V )

1+
1−2Ḡ(V )

2
√

Ḡ(V )− Ḡ2(V )N︸ ︷︷ ︸
=∆G′(V )

·X

 . (14)

by taking the derivative of G(V ) in Eq. (13). Figure 6(A)
presents the finite-size correction to the transfer function ∆G
from Eq. (13) and its derivative ∆G′ from Eq. (14). The abso-
lute value of the nonlinear gain finite-size correction is max-
imum about V = ±0.5, which coincides with the approxi-
mate lower stationary state location. This indicates that the
finite network size affects primarily the state evolving in the
γ−frequency range. Figure 6(B) illustrates the impact of fluc-
tuations on the transfer function and its nonlinear gain and we
observe larger fluctuations about V = ±0.5 in accordance to
(A).

IV. DISCUSSION

Endogeneous noise drives the neural network under study
and affects its stability and oscillation rhythms.

The stochastic network dynamics

We find that the network activity is the sum of a mean-field
activity, background Ornstein-Uhlenbeck noise processes and
finite-size fluctuations, cf. Eq. (B5). In general, the mean-
field dynamics depends on both the background noise pro-
cess and the finite-size fluctuations. For very large networks,
finite-size fluctuations are negligible and the mean-field ac-
tivity obeys a deterministic dynamics, which still depends
implicitly of the endogenous noise variance driving the net-
work and hence the background noise process. An analytical
study of this deterministic model reveals the networks station-
ary states, their linear stability and the systems characteristic
frequencies. This mathematical insight permits to derive con-
ditions under which the network exhibits coherent and non-
coherent behavior subjected to the endogenous noise level and
thus exhibits synchronisation and desynchronisation, respec-
tively (Figs. 2-4). Conversely, smaller networks induce finite-
size fluctuations which both couple into- and add up to the
mean-field activity. Our studies show that they impact the sys-
tems frequency range (Fig. 5) resulting from finite-size effects
on the systems nonlinear transfer functions.

ERS and ERD as noise-driven phenomena

Modulating the endogenous noise level permits to tune the
system’s oscillatory activity and enhance or diminish the mag-
nitude of γ−activity activity and thus induce ERS and ERD,
respectively. ERD may be evoked by excitatory noise en-
hancement by passing a Hopf-bifurcation or it may result from
an excitatory noise level decrease evoking a phase transition
from an oscillatory to an non-oscillatory state. Conversely,
ERS can be explained by reducing the excitatory noise level
while passing a Hopf-bifurcation.
Experimental studies on motor behavior2,7 indicate that ERD
and ERS reflects the activity between and during motor action,
respectively. In terms of our model, this indicates alternating
noise levels during motor behavior in accordance with previ-
ous studies on the role of endogenous fluctuations6,12. More-
over, previous other work has provided evidence that ERD
may result from reduced network inhibition59. This work
suggests to investigate in our model whether ERD may be
induced by tuning the maximum of transfer function S2 in
Eq. (1). Since this additional study would exceed the major
aim of the current study, we refer the reader to forthcoming
work.

Limitations and outlook

The network model assumes simple McCullough-Pitts neu-
rons, i.e. threshold units, whereas biological neurons exhibit
a much more complex dynamics. Future work should extend
the presented network setup to such biologically more real-
istic models. However, we expect a similar network behav-
ior since the resulting mean-field models will include similar
sigmoidal-shape transfer functions.
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Moreover, the oversimplifying assumption of an Erdös-Renyi
topology can be relaxed easily and extended to Gaussian ran-
dom networks. Both network types assume a homogeneous
network with a narrow uni-modal degree distribution. Propo-
sition 2 is important in the mean-field derivation and applies
only if this homogeneity assumption holds and the nonlinear
interaction and network decouple . Extensions to more bio-
logically realistic topologies, such as scale-free23,41 or small-
world networks4 will be more challenging due to the resulting
coupling of network and transfer function. For corresponding
more detailed discussions, we refer the reader to forthcom-
ing work. Similarly, more realistic network models exhibit a
spatial embedding yielding space-time dynamics observed in
neural tissue9,24.
The present work assumes additive noise input, which is un-
correlated in space and time. More realistic input may exhibit
correlations, which may influence the network response dif-
ferently10,64. Moreover, the present work does not investigate
how finite-size fluctuations interact to shape spectral power.
Previous studies indicate an important role of such fluctua-
tions in neural processing48.
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Appendix A: Eigenvalue spectrum of random Bernouilli
matrices

A N ×N random Bernoulli matrix K with entries Ki j =
X/cN, where the Bernoulli-distributed random numbers X
have mean c and variance c(1− c), has the mean value µ =
1/N and variance σ2

K = (1−c)/cN2. Then the edge spectrum
has the mean λ1 = 1, which is also the maximum eigenvalue,
and the variance σ2

1 = 2(1−c)/cN2. Clearly, λ1 = 1, σ2
1 → 0

for infinite-size networks. Moreover, the bulk spectrum has
zero mean and the bulk spectrum’s maximum eigenvalue is
λk>1,max = 2

√
(1− c)/cN. For infinite size networks, this

maximum eigenvalue vanishes. Figure 7 shows the eigenval-
ues of such a matrix K pointing out both spectra.

Appendix B: Propositions and their proofs

Proposition 1. The spectral properties of random matrices
are considered in two parts.
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Figure 7. Edge and bulk spectrum of a random Bernoulli matrix.
N = 100, c = 0.9

1. For a random Bernoulli-matrix K∈RN×N as defined in
section A with probability c and cN→∞, the eigenvalue
problem

Kφk = λkφk , k = 1, . . . ,N

with complex eigenvalues λk ∈ C and right hand-side
eigenvectors φk ∈CN is solved by λ1 = Ko and φ1 = e1.
In addition, |λk>1| → 0 for N→ ∞.

2. For the bi-orthonormal basis {ψk}, ψk ∈ CN with

ψ
†
k φl = δkl , (B1)

the corresponding eigenvalue problem reads

ψ
†
k K = λkψ

†
k , k = 1, . . . ,N .

with ψ1 = e/N. The symbol † indicates the transposi-
tion and complex-conjugate.

Proof. 1. According to11,13,17,43, the spectrum of a random
matrix includes a bulk spectrum and an edge spectrum.
Typically the edge spectrum is localised far from the
bulk spectrum, distributed around its mean value, and
exists only if the expectation value of the random ma-
trix does not vanish, e.g. see Fig. 2 in35 and Fig. 7.
If the random matrix K has Bernoulli-distributed en-
tries Ki j = K0/cN · X with Bernoulli-distributed ran-
dom numbers X with mean c and variance c(1− c),
then the mean value of K is µ = K0/N and its variance
σ2

K = K2
0 c(1− c)/c2N2 = K2

0 (1− c)/cN2. We define
that the first eigenvalues λk of the edge spectrum with
the first modes. Since there is a single eigenvalue in the
edge spectrum, its mean is

λ1 = Nµ = K0 (B2)

and variance σ2
1 . For symmetric Bernoulli matrices,

σ2
1 = 2σ2

K . The edge spectrums eigenvectors have ran-
dom entries with identity mean, i.e. φ1 ≈ e. Since

∑
j=1

Ki j(φ1) j = λ1(φ1)i ∀i = 1, . . . ,N
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and σ2
K , σ2

1 → 0 for N → ∞, it follows that (φ1)i → 1.
This last statement is based on the corresponding re-
sults for symmetric Bernoulli matrices for very large
networks with cN→ ∞13 only, but is confirmed by nu-
merical verification.

The mean eigenvalue of the bulk spectrum is E[λk] = 0
with maximum value43,62

λk>1,max = 2σK
√

N (B3)

= 2K0

√
1− c
cN

(B4)

and the entries of their eigenvectors are random11,17.
We observe that |λk>1,max| → 0 for N→ ∞.

2. For the orthonormal basis {ψ}, we assume

ψ
†
k K = λ

′
kψ

†
k

and we obtain

Kφ k = λkφk

ψ
†
k Kφk = λkψ

†
k φk

ψ
†
k Kφk = λk

λ
′
kψ

†
k φk = λk

λ
′
k = λk .

Since φ1 = e, we obtain ψ1 = e/N by relation (B1).

Proposition 2. The relation of Eqs. (4) and Eqs. (5) is de-
scribed in the first part, after which the nonlinear interaction
is detailed in the second part.

1. The mode expansion (2) can be re-written as

V = (x1−Z(t)+UF S1[x1]−UMS2[y1])e+we(t) (B5)

with

we(t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dYe(t ′)

Z(t) =
1
τ

∫ t

−∞

e−(t−t ′)/τ dRe(t ′) .

and the finite size random corrections UF ∼
N (0,σ2

F/N), UM ∼ N (0,σ2
M/N). The finite

size-fluctuations Re(t) are Wiener processes with
dRe ∼ N (0,De/N)dt, the finite size-fluctuations Z(t)
obeys an Ornstein-Uhlenbeck process, or in physical
terms, red-coloured noise.

2. Further assume the function vector S[u] =
(S1(u1), . . . ,S1(uN))

ᵀ ∈ RN like in Eq. (1) and
u = xe + w ∈ RN with x ∈ R and random vector
w ∈RN , wi ∼N (0,De/τe). Then

eᵀ

N
S[u] = S̄(x)+

√
S2

0S̄(x)− S̄2(x)
N

χ(t) (B6)

with random variable χ(t)∼N (0,1) and

S̄(x) =
∫

∞

−∞

S1(x+w)pe(w)dw

=
S0

2

(
1+ erf

(
x√

2(De/τe)

))
.

Proof. 1. We consider

τedxk(t) = (−xk(t)+ψ
e†
k Qk)dt +dη

e
k (t) (B7)

for k = 2, . . . ,N motivated by Eq. (5) with

Qk(t) = λ
F
k S1[V(t)]−λ

M
k S2[W(t)]+ eIe .

The solution of (B7) is

xk(t) =
∫ t

−∞

e−(t−t ′)/τedη
e
k (t
′)+

∫ t

−∞

e−(t−t ′)/τeψe†
k Qk(t ′)dt ′

and Eq. (2) reads then

V = x1φ
e
1 +

N

∑
k=2
φe

k

∫ t

−∞

e−(t−t ′)/τeψe,†
k dYe(t ′)

+
N

∑
k=2

∫ t

−∞

e−(t−t ′)/τeψe†
k Qk(t ′)dt ′ . (B8)

This equation is implicit in V. This is a manifestation
of the closure problem, well-known in mean-field the-
ory. The problem is solvable uniquely in specific cases
under certain assumptions. Here, we assume that V(t)
evolves very slowly over time, i.e. slower than the time
scale τe and thus Q(t) ≈ const. This implies that Q(t)
does not fluctuate randomly. Consequently,

Qk = λ
F
k S1[V̄]−λ

M
k S2[W̄]+ eIe

and V≈ V̄, W≈ W̄ is constant in time. Then the mode
projection amplitudes xk(t) obey Ornstein-Uhlenbeck
processes

xk(t) =
∫ t

−∞

e−(t−t ′)/τedη
e
k (t
′)+ψe†

k Qk
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and Eq. (B8) reads

V = x1φ
e
1 +

N

∑
k=2
φe

k

∫ t

−∞

e−(t−t ′)/τeψe,†
k dYe(t ′)+ψ

e†
k Qk

= x1φ
e
1 +

∫ t

−∞

e−(t−t ′)/τe

(
N

∑
k=2
φe

kψ
e,†
k

)
dYe(t ′)+

N

∑
k=2
φe

kψ
e†
k Qk

= x1φ
e
1 +

∫ t

−∞

e−(t−t ′)/τe
(
I−φe

1ψ
e,†
1

)
dYe(t ′)+

N

∑
k=2
φe

kψ
e†
k Qk

= x1φ
e
1 +

∫ t

−∞

e−(t−t ′)/τe dYe(t ′)︸ ︷︷ ︸
we(t)

−φe
1

∫ t

−∞

e−(t−t ′)/τedRe(t ′)︸ ︷︷ ︸
Z(t)

+
N

∑
k=2
φe

kψ
e†
k Qk

with dRe(t) = eᵀdYe(t)/N. By the definition of Qk, we
find in addition

N

∑
k=2
φe

kψ
e†
k Qk =

(
N

∑
k=2
φe

kψ
e†
k λ

F
k

)
S1[V̄]

−

(
N

∑
k=2
φe

kψ
e†
k λ

M
k

)
S2[W̄]

+

(
N

∑
k=2
φe

kψ
e†
k

)
eIe

=
(

F−λ
F
1 φ

e
1ψ

e†
1

)
︸ ︷︷ ︸

F′

S1[V̄]

−
(

M−λ
M
1 φ

e
1ψ

e†
1

)
︸ ︷︷ ︸

M′

S2[W̄]

+
(

I−φe
1ψ

e†
1

)
e︸ ︷︷ ︸

=0

Ie.

Here, we have used the identities

F =
N

∑
k=1

λ
F
k φ

e
kψ

e†
k , M =

N

∑
k=1

λ
M
k φ

e
kψ

e†
k

and the elements of the new matrices F′, M′ have ele-
ments F ′i j = F0(X/cN−1/N), M′i j = M0(X/cN−1/N)
with the Bernoulli random number X . Consequently
F′, M′ have zero mean with variances identical to ma-
trices F, M.

In sum,

V = (x1−Z(t))φe
1 +we(t)

+F′S1[V̄]−M′S2[W̄]. (B9)

Since we have assumed that V̄ evolves slowly in time
and does not fluctuate randomly, we may choose V̄ =
x1φ

e
1 = x1e. The same line of argumentation holds

for vector W yielding W̄ = y1e with y1 ∈ R. Then
S1[V̄] = eS1[x1], S2[W̄] = eS2[y1]. In addition (F′e)i =
UF , (M′e)i = UM ∀i = 1, . . . ,N with the normal dis-
tributed random variable UF ∼ N (0,σ2

F/N), UM ∼
N (0,σ2

M/N) and we gain the final result

V = (x1−Z(t))e
+we(t)+UF eS1[x1]−UMeS2[y1] . (B10)

2. The terms Z(t), UF , Um emerge due to the network’s
finite size and vanish for N→ ∞. In this case, V = u =
xe+w and

eᵀ

N
S[u] =

1
N

N

∑
n=1

S(un)

=
1
N

N

∑
n=1

S(x1 +wn)

= S̄(x)+ξ (t)

with the random number ξ (t)∼N (0,Var(S)/N). The
last expression reflects the fundamental rule about the
uncertainty of a sample mean. The theoretical mean
value for an infinitely large sample is

S̄(x) = lim
N→∞

1
N

N

∑
n=1

S(x+wn)

=
∫

∞

−∞

S(x+w)p(w)dw

with the probability density function p(w) of the ran-
dom numbers wn. Then

Var(S(x)) = lim
N→∞

1
N

N

∑
n=1

(S(x+wn)− S̄(u))2

= lim
N→∞

(
1
N

N

∑
n=1

S2(x+wn)− S̄2(u)

)
=
∫

∞

−∞

S2(x+w)pe(w)dw− S̄2(x) .

Since S(x) = S0Θ(x) is a Heaviside function, one can
write S2(x) = S2

0S(x) and we finally gain

Var(S(x)) = S2
0S̄(x)− S̄2(x)

and

eᵀ

N
S[u] = S̄(x)+

√
S2

0S̄(x)− S̄2(x)
N

X

with the random number X ∼N (0,1). Specifically

S̄(x) =
S0

2

(
1+ erf

(
x√

2(De/τe)

))
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with wi ∼N (0,De/τe).
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