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The Regret of Exploration and the Control of Bad Episodes in Reinforcement
Learning

Victor Boone * 1 Bruno Gaujal * 1

Abstract
The first contribution of this paper is the intro-
duction of a new performance measure of a RL
algorithm that is more discriminating than the re-
gret, that we call the regret of exploration that
measures the asymptotic cost of exploration. The
second contribution is a new performance test
(PT) to end episodes in RL optimistic algorithms.
This test is based on the performance of the cur-
rent policy with respect to the best policy over the
current confidence set. This is in contrast with all
existing RL algorithms whose episode lengths are
only based on the number of visits to the states.
This modification does not harm the regret and
brings an additional property. We show that while
all current episodic RL algorithms have a linear
regret of exploration, our method has a O(log T )
regret of exploration for non-degenerate determin-
istic MDPs.

1. Introduction and Motivation
In infinite horizon undiscounted reinforcement learning
(RL), an algorithm dynamically learns a Markov Decision
Process (MDP) by picking actions. Its performance is mea-
sured by the regret that aggregates the rewards and compare
this accumulated score to the best achievable score of an
algorithm that knows the MDP in hindsight. An algorithm
is no-regret if its regret is sublinear, i.e., its average perfor-
mance is asymptotically optimal.

Many RL algorithms are model-based, meaning that they
maintain a confidence region for the underlying unknown
MDP modeling the reward mechanism. These model-based
algorithms use episodes over which the policy is fixed. At
the end of each episode, the observations made during the
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episode are used to update the confidence region. A new
policy is computed from the updated estimate and is used
for the next episode.

This paper focuses on model-based algorithms following
the principle of optimism in the face of uncertainty, that pick
the policy achieving maximal gain in the confidence region.
Model based optimistic algorithms originate with UCRL
(Auer & Ortner, 2006), which is itself an adaptation to RL
of the celebrated UCB algorithm (Auer et al., 2002) for
multi-armed bandits. Episodes, understand time-windows
where the algorithm sticks to a single policy,1 were added
to the UCB template for the following reason: If the lengths
of episodes are uniformly bounded (e.g., by 1 just like in
UCB), then there exist MDPs over which the regret will
grow linearly (see Example 1 in (Ortner, 2010a)). There-
fore, every model-based RL algorithm uses episodes with
lengths increasing with time. The popular UCRL2 (Auer
et al., 2009) and its variants (Fruit et al., 2020; Tossou et al.,
2019b; Bourel et al., 2020; Filippi et al., 2010) use the dou-
bling trick: An episode terminates when the visit count of a
transition doubles. Some other papers do not use the dou-
bling trick. For example (Tossou et al., 2019a) uses what
is called the extended doubling trick (the sum of the visits
to all the states doubles at each episode). In the Bayesian
context (Ouyang et al., 2017) uses episodes whose length
grows by one at each step. However, up to our knowledge,
in all cases, the lengths of all the episodes grow to infinity –
with a few exceptions, e.g. the recent IMED-RL (Pesquerel
& Maillard, 2022), but this one is not episodic nor opti-
mistic, and limited to the ergodic setting. This grow also
concerns bad episodes (i.e., where a sub-optimal policy is
used), hence all current episodic algorithms behave arbitrar-
ily bad, for arbitrarily long episodes. To illustrate this, let us
consider the following simple example, given in Figure 1.

1 a2, r = 0.9a1, r = 1

Figure 1: (Two-arm bandit) A MDP with one state and two
actions, rewards of the two actions are both Gaussian distributed
with unit variance and respective means r(a1) = 1 and r(a2) = 0.9.

1Our use of the term “episode” is the same as in (Auer et al.,
2009) and is not to be confused with the broader use of (Sutton &
Barto, 2018), that call “episode” the inner part of generic loops.
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Figure 2: Regret of a run of UCRL2 over the MDP given in
Figure 1. The bad episodes (in light red) correspond to time
intervals where the current action is At = a2 and good episodes to
ones where At = a1.

A run of UCRL2 on this MDP is shown in Figure 2. The
regret only grows during bad episodes, where the current
action At is the bad a2, yielding the expected reward 0.9. On
the other hand, during good episodes, the played action is
a1 with expected reward 1 and the regret does not grow. By
definition, the duration of the k-th bad episode is 2k here,
so UCRL2 will stick to the bad action for arbitrarily long
periods of time.

However letting all episodes grow to infinity may not be
necessary especially because the compromise between ex-
ploration and exploitation that is advocated as being the
key to efficient learning is not present here: The length of
the episodes is solely based on an exploration criterion (the
number of visits) and does not take the performance of the
current policy into account. Following this observation, we
raise the following points:

1. How to measure the cost of these bad episodes more
discriminatingly than with the overall regret?

2. Under the metric designed by the previous point, how
to design an algorithm with efficiently managed bad
episodes without harming the regret guarantees?

We provide an answer to both questions. Our first contri-
bution is to design a new metric, that we call the regret of
exploration, that measures the phenomenon reported above
and hence is of higher order than the traditional regret (Sec-
tion 3). Then, we provide a new model-based optimistic
algorithm, called UCRL-PT, whose regret of exploration
grows sublinearly in deterministic MDPs (Section 4). The
way UCRL-PT manages episodes can be adapted to most
episodic algorithms cited above, leading to an improvement

of their regret of exploration without experimental degrada-
tion of their regret performance.

2. Episodic Reinforcement Learning
This section introduces standard material from MDP theory
and reinforcement learning.

2.1. Markov Decision Processes

In this paper, we consider tabular MDPs M := 〈S,A, P, q〉
consisting in a finite state space S, a finite action spaceA,
transition kernels P(·|s, a) where P(s′|s, a) is the probability
to switch to state s from s′ by picking action a, and reward
distributions q(x, a) whose means are denoted r(x, a). The
state-action space is the product Z := S × A. The MDP
is deterministic if for all x, a, y, P(y|x, a) ∈ {0, 1}. A policy
is a stationary deterministic map π : S → A. Under the
execution of a policy (or an algorithm), we write Zt :=
(Xt, At) the random state-action pair at time t, and Rt the
obtained reward. In particular, Xt+1 ∼ P(·|Xt, At) and Rt ∼

q(Xt, At). In undiscounted reinforcement learning, one is
interested to maximize the average aggregate rewards in
expectation, i.e., E[ 1

T
∑T

t=1 Rt] when T grows large. Under a
fixed policy, this quantity is called the gain,

gx(π,M) := lim
T→∞
EM,π

x

[
1
T

∑T

t=1
Rt

]
(1)

where EM,π
x [·] is the expectation on M under π starting from

the initial state x ∈ S. We will also use the notation PM,π
x (·)

for the associated probability distribution. We write Pπ the
transition matrix under π and rπ the reward vector rπ(x) :=
r(x, π(x)).

Communicating MDPs. In the rest of the paper, we will
make the standard communicating MDP assumption, that
guarantees that, for all x, y ∈ S, there is a policy π and
t > 0 such that (Pπ)t(x, y) > 0. Under this assumption, the
optimal gain

g∗x(M) = max
π
gx(π,M) (2)

is independent of the initial state x (Puterman, 1994), and is
simply denoted g∗(M) or g∗.

Bias and diameter. To every policy is associated a bias
vector hπ(x,M) given by

hπ(x,M) := lim
T→∞
EM,π

x

[∑T

t=1
(Rt − g

∗)
]

(3)

or the Cesàro-limit when the above doesn’t converge. The
bias and the gain of a policy are well-known to be linked
via the matrix identity (Pπ − I)hπ = rπ − g(π). Also, among
policies achieving optimal gain, there is one that achieves
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maximal bias from all state x, that is said bias optimal. Its
bias vector is denoted h∗(x,M).

The optimal bias is known to be connected to the diameter
of the MDP, which is the maximal expected amount of time
to transit from a state to another. Specifically,

D(M) := max
x,y

min
π
EM,π

x [τy] (4)

where τy := inf {t ≥ 1 : Xt = y} is the reaching time to y.
The diameter is finite if the MDP is communicating. Then
it is well-known that h∗(x,M) ≤ D(M)sp(r) where sp(r) :=
maxz r(z) −minz r(z) is the span of the mean reward vector
r ∈ RZ (Bartlett & Tewari, 2009, Theorem 4).

2.2. Reinforcement Learning

We consider an online simulation model for the true MDP:
At time t, a sample of q(Xt, At) and the next state Xt+1 are
observed when the current state is Xt and action At is chosen
by the learner. A reinforcement learning algorithm is a (ran-
dom) sequence of policies {πt} where each πt only depends
on the previous observations Xt, (Xi, Ai,Ri)i<t and controls
the stochastic process by picking the next action. That is,
At := πt(Xt) at time t.

Regret of a RL algorithm. The standard way to measure
the online performances of a learner L is the regret, (some-
times called the pseudo-regret) here defined as in (Auer
et al., 2009) with

Reg(T ) := Tg∗ −
∑T

t=1
r(Zt). (5)

Episodic algorithms. In the following, we focus on on-
line learning algorithms with episodes. Although the re-
gret (5) is not episodic, all model-based RL algorithms are
episodic – there is usually a cost of switching policies and
an algorithm may only pick optimal policies πt ∈ Π∗ yet en-
dure linear regret, see (Ortner, 2010b). So algorithms pick a
policy, stick to it until a stopping condition is met then only
they may change it. The collection of time instants [1,T ]
is thus split into episodes {[tk, tk+1 − 1] : k} over which the
policy is constant. Specifically, the policy πt used at time t
doesn’t change over [tk, tk+1 − 1] and is denoted πk.

2.3. Model-Based Optimistic Algorithms

As their name indicates, model-based algorithms maintain a
model of their environment M. Usually, from their observa-
tions Xt, (Xi, Ai,Ri)i<t, the algorithm builds a confidence set
M̃t of the plausible models from which it takes its decisions.
This confidence set is built using concentration inequalities
(such as UCRL2 or UCRL3) or using KL-divergence (such
as KL-UCRL).

Optimism. The optimism-in-the-face-of-uncertainty
(OFU) principle states that you shall pick the policy achiev-
ing maximal gain in M̃t. Denote g̃t(π) := supM̃∈M̃t

g(π, M̃)
and g̃∗t := maxπ g̃t(π). By optimism, the policy achieving g̃∗t
is a good pick at time t.

To streamline our discussion, we present below the pseudo-
code of a generic optimist episodic RL algorithm. All al-
gorithms mentioned above are based on this scheme. This
generic algorithm uses the doubling trick to manage its
episodes and Extended Value Iteration (EVI) to compute g̃∗t
together with the optimistically optimal policy.

Algorithm 1 Generic Episodic Learning Algorithm.
1: t ← 1;
2: for k = 1, 2, . . . do
3: tk ← t;
4: πk ← argmaxπ g̃t(π) ;
5: repeat
6: Execute action At = πk(Xt) ;
7: Observe Rt and next state Xt+1;
8: t ← t + 1;
9: until (Doubling Trick) Nt(Zt) ≥ (max{1, 2Ntk (Zt)})

10: end for

In practice, the operation “πk ← argmaxπ g̃t(π)” is done
using Extended Value Iteration (EVI), see (Auer et al., 2009).
When the confidence set M̃t is well chosen any algorithm
based on the generic algorithm 1 has a sub-linear regret. In
the original paper (Auer et al., 2009), the first algorithm
using this approach, namely UCRL2, uses a confidence set
built on Hoeffding concentration inequalities and it is shown
that with probability of at least 1 − δ, whatever the starting
state X1 and the time T ≥ 1, the regret of UCRL2 is bounded
by

Reg(T ) = Õ
(
DS
√

AT
)

where Õ(·) is a O(·) hiding polylog(T ) factors. Its subse-
quent variants improve on this bound and their respective
regret upper bounds have been pushed closer and closer to
the known lower bound Ω(

√
DS AT ), see (Wei et al., 2020)

for a recent overview.

3. Regret of Exploration
It is quite obvious, at least experimentally (Figure 2), that
algorithms relying on the doubling trick will use suboptimal
policies for arbitrarily long time-periods infinitely often.
From the viewpoint of the regret alone, this doesn’t mater.
Indeed, the regret aggregates all the rewards and measures
how well, the algorithm behaves using a Cezaro average.

But this time average is sometimes not good enough. In real
life, rewards don’t simply aggregate from time 0. Consider
the very first problem for which multi-armed bandits have
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been invented: providing medicine to ill patients (Thomp-
son, 1933). The regret measures how well, the medicine
provided to patients is useful to the average patient. One
that sees Healthcare as an online service cannot be satisfied
of aggregate rewards alone: You can’t justify giving ineffi-
cient treatments to people because you’ve provided the right
drug for however long past period. Of course, because the
inefficiency of a treatment cannot be objected from finitely
many observations, one has to check infinitely often that the
seemingly bad option is truly bad. The point is that it should
be done without harming today’s healthcare quality.

Another motivation for introducing a new metric is to assess
the behavior of a learning algorithm once the MDP is already
well estimated. Indeed, the transient phase, where some
actions have not yet been properly sampled, can be seen as a
necessary untidy burn-in phase where the performance of a
learning algorithm is not pertinent. However, once all states
and actions have been well estimated a “good” learning
algorithm should be able to cut exploration periods to a
minimum.

This is precisely what is measured by a new performance
function that we introduce, namely the regret of exploration.
It comes in addition to the regret and completes it. It is
especially sound when one cannot tolerate an algorithm that
behaves poorly for long periods of times.

Other works going beyond regret. The present work
isn’t the first to claim that “regret is not enough” in RL.
The work of (Dann et al., 2018) introduces the uniform
PAC learning setting that overcomes some blind spots of
no-regret guarantees; Yet the suggested learning setting is
done in finite horizon and is incompatible with sublinear
expected regret guarantees (see (Dann et al., 2018, Theo-
rem 1)), which is the setting our paper is built upon.

3.1. Definition of the Regret of Exploration

Consider an episodic learning algorithm L with sublinear
regret in expectation. One consequence of the celebrated
Theorem of (Lai & Robbins, 1985) is L will sample transi-
tions from suboptimal policies infinitely often. Therefore,
infinitely many times, L will finish an episode where the
optimal policy π∗ is used, and switch to a sub-optimal pol-
icy π < Π∗ for the next episode. The episode where π∗ is
used can be seen as a period where exploitation is maximal
because the algorithm gains as much reward as possible.
However, the very purpose of the next episode is to explore
the environment. During this episode, L improves its confi-
dence on suboptimal actions’ rewards and transitions at the
expense of getting suboptimal rewards.

The performance measure that we introduce, the regret of
exploration, measures the cost of such exploration episodes.
We first introduce the sliding regret that measures the regret

starting from an arbitrary time t (and not at time 1, as the
classical regret).

SReg(t, t + T ) = Tg∗ −
∑t+T−1

u=t
r(Zu). (6)

Definition 1 (Regret of exploration). Denote {tk : k ≥ 1}
the (random) sequence of episode starting times. Let
Kexp :=

{
k : πk−1 ∈ Π∗ and πk < Π∗

}
be the sub-set of ex-

ploration episodes and let
{
tk(n) : n ≥ 1

}
be the sub-sequence

of the starting times of exploration episodes, i.e., tk(n) is the
starting time of the n-th exploration episode. The regret of
exploration at horizon T is given by the asymptotic quantity

RegExp(T ) := lim sup
n→∞

E
[
SReg(tk(n); tk(n) + T )

]
(7)

To emphasize on the dependence on the learning algo-
rithm L and/or the MDP M, we will sometimes write
RegExp(L; T ) or RegExp(L,M; T ).

In the rest of this paper, we show that the regret of explo-
ration of current RL algorithms is linear in T , showcasing
their asymptotic instability, and we design a new algorithm
(call UCRL-PT) with a logarithmic regret of exploration.
Remark 1. A sub-linear regret of exploration is stronger
than short bad episodes, because an episodic algorithm may
have short bad episodes yet may also have several of them
in short succession, resulting in many bad choices of actions
for a long time period. An algorithm with no regret of
exploration is also immune to that kind of bad behavior.

3.2. Regret of Exploration of Classical Algorithms

The behavior of UCRL2 displayed in Figure 2 suggests that
the doubling trick used to set the length of the episodes will
lead to a linear regret of exploration.

Actually, a much more general statement can be shown for
all consistent learning algorithms (an algorithm L is con-
sistent according to (Burnetas & Katehakis, 1997) if its ex-
pected regret is sub-linear in a strong sense: E[Reg(L; T )] =

o(T η) for all η < 1).

Theorem 1. Consider a consistent episodic reinforcement
learning algorithmL with episode starting times {tk : k ≥ 1}
and assume that the event {tk+1 − tk → ∞} is almost-sure.
For all ergodic MDP M with at least one suboptimal state-
action,

RegExp(L,M; T ) = Ω(T )

when T → ∞.

Although a few subtleties are on the way, this result isn’t
that surprising: A consistent algorithm will use suboptimal
policies infinitely often, so if its episodes morally grow in
size, the regret of exploration will be linear. A complete
proof is provided in the Appendix.
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This result is applicable to most algorithms of the literature.
In particular, UCRL2, UCRL2B, KL-UCRL and UCRL3
have linear regret of exploration. 2

4. UCRL-PT: UCRL with Performance Test
Theorem 1 assesses that all known model-based episodic al-
gorithms are unstable in the asymptotic regime. The lengths
of their suboptimal episodes are out-of-control. The cul-
prit is the management of the episodes whose lengths are
only based on visit counts; These algorithms are too lazy
in the revision of their exploration policy. In practice (see
Figure 2), UCRL-like algorithms have bad episodes that are
way longer that they need to be. The time needed to update
the confidence on a policy should be proportional to how
bad the policy actually is: If the exploration policy is bad, it
should be possible to figure it out fast.

4.1. A New Update Rule Based on the Policy’s
Performance

An important concept of the analysis of UCRL-PT – which
is new regarding the analysis of RL algorithms, is the notion
of the optimistic model relative to a policy π.
Definition 2. In the spirit of the (OFU) principle, the op-
timistic value of a policy π (with respect to a confidence
region M̃t) is

g̃t(π) := sup
{
max

x
gx(π, M̃) : M̃ ∈ M̃t

}
(8)

The model’s optimistic value is g̃∗t := maxπ g̃t(π). Given a
policy π, the optimistic model under π at time t is

M̃π
t = (r̃πt , P̃

π
t ) := argmax

{
max

x
gx(π, M̃) : M̃ ∈ M̃t

}
(9)

The optimistic model differs from a policy to another, and
in particular, g̃t(πk) and g̃∗t refer to two different MDPs that
have absolutely no reason to resemble one another. While
P̃π

t depends on π, notice that the optimistic reward r̃πt doesn’t
depend on π, because rewards are always maximized under
the (OFU) principle, so one can just write r̃t.

The performance test. This suggests a new episode man-
agement rule that goes like this: If the current policy’s opti-
mistic value is too small with respect to the current model’s
optimistic value, change the policy. Specifically, at time t,
end episode k if

g̃t(πk) +

√
α log(t)

t
≤ g̃∗t , (PT)

2To be fair, the mentionned UCRL2B, KL-UCRL and UCRL3
are designed to have sublinear regret in strong probability hence
they work with a fixed confidence threshold δ. For Theorem 1 to
be applicable, these algorithms must be adapted to have guarantees
on their expected regret. This is usually done by setting δ to the
time-dependent δ(t) := 1

t .

This is completed with the doubling trick (DT) that guaran-
tees that optimism (widths of confidence intervals) is never
paid twice. The algorithm is given below, see Algorithm 2.
The confidence bounds are generic.

Algorithm 2 UCRL-PT: Upper Confidence Reinforcement
Learning with Performance Tests

1: Environment: Unknown MDP M = (S,A, P, q).
2: Input: Parameter α > 0.
3: t ← 1;
4: for all episode k = 1, 2, . . . do
5: tk ← t;
6: Compute πk ← argmaxπ g̃t(π) using EVI;
7: repeat
8: Execute action At := π(Xt);
9: Observe Rt and next state Xt+1;

10: t ← t + 1;
11: until g̃t(π) ≤ g̃∗t −

√
α log(t)/t or (Doubling Trick

(DT));
12: end for

4.2. Number of Episodes

Actually, the main reason why bounded episodes in a learn-
ing algorithm are bad for learning is that if the number of
policy changes is linear in T , then the regret will also be
linear in T on some MDPs. Therefore, one of the main
benefit of the doubling trick in classical episodic learning
is to guarantee that the number of episodes is not too large.
More precisely, it implies that the number of episodes grows
as log T . However, there is a big gap between a linear num-
ber of episodes and a logarithmic one. If we can design a
learning algorithm whose number of episodes grows as

√
T ,

then the hope to keep a regret that grows as
√

T remains
intact. This is precisely what we show for UCRL-PT.

Since the main difference between classical episodic algo-
rithms and UCRL-PT is the length of the episodes, the key
new ingredient in the analysis of the regret of UCRL-PT is
to bound the total number of episodes, i.e., the size K of the
(random) set K := {k : tk ≤ T } for some fixed T ≥ 1.

Hoeffding confidence set In the rest of this section and
to get precise statements, we consider the classical case
where the confidence set is built using Hoeffding inequali-
ties. However, keep in mind that the PT trick can be used
for any kind of confidence set. Here, confidence bounds on
rewards and transition probabilities ξr, ξp, are defined using
Hoeffding-type concentration inequalities: for i ∈ {r, p},

ξi(s, t) :=

√
κi

1 log(κi
2t)

max(1, s)
(10)

In the above, κi
1 and κi

2 are well chosen parameters to be
specified later. Nt(z) :=

∑t−1
i=1 1 {Zi = z} is the standard num-
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ber of visits to the state-action pair z = (x, a) at time t.

As usual the number of visits to the state-action pair z =

(x, a) at time t is Nt(z) :=
∑t−1

i=1 1 {Zi = z} and the confidence
bounds on the rewards and the transition probabilities ξr,
ξp, are adapted to Hoeffding-type concentration inequalities:
for i ∈ {r, p}, The associated time-dependent confidence set
at time t is

M̃t :=

(r̃, P̃) :
∀z ∈ Z, |r̃(z) − r̂t(z)| ≤ ξr(Nt(z), t)

and
∀z ∈ Z,

∥∥∥P̃(z) − P̂t(z)
∥∥∥

1 ≤ ξ
p(Nt(z), t)


This instance of UCRL-PT will be refered to as UCRL2-PT.

The good event. The good event is a refinement of the as-
sertion “M ∈ M̃t” which basically states that the confidence
region is valid. The use of a high probability good event is a
standard tool in the analysis of reinforcement learning algo-
rithms. Here, our good event is stating that for all t ∈ [1,T ],
t′ ∈ [t,T ] and all z ∈ Z,∥∥∥P̂t:t′ (z) − P(z)

∥∥∥
1 ≤

√
4S log(S At′4/δ) (11)

where P̂t:t′(z) is the empirical distribution of the transition
z over [t, t′], with a similar condition on rewards. Ac-
cordingly, if the event in (11) is Et,t′,z(T ), then E(T ) :=⋂T

t=1
⋂T

t′=t
⋂

z Et,t′,z(T ). It can be shown (see Lemma 1) that
E(T ) holds with probability at least 1 − 2δ.

Confidence constants. The good event also tells how to
pick the confidence constants κ1, κ2 in (10). Here, for a
confidence level δ > 0, we pick

κ1 = 16S and κ2 = S A/δ (12)

Theorem 2. For all T ≥ 1, on the good event E(T ), the
number K of episodes of UCRL-PT is upper-bounded by

K ≤
29 · DS 3/2A sp(r)

√
α

√
T log(S AT ) + Õ

(
T 1/3

)
. (13)

Sketch of the proof of Theorem 2. The doubling trick ac-
counts only for logarithmically many episodes which is
negligible in front of the number of other episodes. We thus
ignore episodes interrupted by (DT). The fact that episode
k ends at time tk+1 implies that

g̃tk+1 (πk) +

√
α log(tk+1)

tk+1
≤ g̃tk+1 (πk+1) (14)

Because πk is optimistically optimal at time tk, it means that
over [tk, tk+1], either g̃t(πk) or g̃t(πk+1) has varied by about√
α log(tk+1)/tk+1. But here is the thing: the gain cannot vary

too fast. Specifically, we show that if π = πk or πk+1, then∥∥∥g̃tk+1 (π) − g̃tk (π)
∥∥∥ ≤ D

(∥∥∥P̂tk+1 − P̂tk

∥∥∥
1 +

∥∥∥ξtk+1 − ξtk

∥∥∥
∞

)

Therefore, from (14), we deduce that, over [tk, tk+1], there
must be a variation of (a) empirical kernels P̂t or (b) opti-
mistic bonuses ξt of order at least D−1

√
α log(tk+1)/tk+1. On

the good event, these variations can be related to variations
of time (i.e., tk+1 − tk) and visit counts (i.e., Ntk+1 (z)−Ntk (z)).
We then derive a collection of inequalities that guarantees
that, when there is a change of episode, visit counts or
time increase enough relatively to α log(tk+1)/tk+1, hence
relatively to the a priori fixed α log(T )/T . The inequality
that later accounts for the dominant part in the number of
episodes is the following: For some z ∈ Z,

Ntk+1 (z) ≥ Ntk (z)
(
1 +

α log(T ) · Ntk (z)
210D2R2

maxS T log(4S AT 3/δ)

)
(15)

By quantifying the growth of integer-valued sequences {uk}

(here uk := Ntk (z)) satisfying an inequality such as (15), we
deduce an upper bound of K in the form of (13). �

4.3. Regret Guarantees of UCRL2-PT

Once the number of episodes of UCRL2-PT is bounded,
finding a bound on the regret follows well-known tracks.
Here is an overall view of our approach used to bound the
regret of UCRL2-PT.

Main line of the regret analysis. To simplify the analysis,
we assume in the rest that rewards are bounded (i.e., that
q(z) has compact support) by some Rmax ≥ 0.3

Here are the main lines of the regret decomposition (full
details are in appendix A). First decompose Reg(T ) as:

K∑
k=1


tk+1−1∑

t=tk

(
g∗M − g̃

∗
tk

)︸               ︷︷               ︸
1k

+

tk+1−1∑
t=tk

(
g̃∗tk − g̃

πk

tk

)︸               ︷︷               ︸
2k

+

tk+1−1∑
t=tk

(
g̃π

k

tk − r(Zt)
)︸                  ︷︷                  ︸

3k

 .

Under the good event, E(T ) := {∀t ≤ T,M ∈ M̃t}, the first
term 1k is negative and the second term 2k is just 0 by
choice of πk. The last term 3k accounts for more work.
Given πk, we rely on the quantities introduced in Subsection
4.1 as well as the well-known gain-bias identity:

g̃t(πk) − r̃π
k

t = (P̃πk

t − I)h̃π
k

t ,

where r̃π
k

t is a short-hand for the S-dimensional vector given
by r̃π

k

t (x) := r̃t(x, πk(x)). Therefore, introducing the interme-

3Many authors further assume that Rmax = 1, but we keep Rmax
in this work.
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diate term h̃π
k

tk (Xt+1), we get

K∑
k=1

3k =

K∑
k=1

tk+1−1∑
t=tk

((
P̃πk

tk − Pπk

t

)
h̃π

k

tk

)
(Xt)

(∑
k 4k

)
+

K∑
k=1

tk+1−1∑
t=tk

((
Pπk

tk h̃π
k

tk

)
(Xt) − h̃π

k

tk (Xt+1)
) (∑

k 5k

)
+

K∑
k=1

tk+1−1∑
t=tk

(
h̃π

k

tk (Xt+1) − h̃π
k

tk (Xt)
) (∑

k 6k

)
Terms 4k and 5k are estimated using the method of (Auer
et al., 2009), refer to Appendix A for a complete proof.
To give a few directions, term 4k is bounded using Weiss-
man’s concentration inequality (settling the coefficients κ1
and κ2 used in the bonus) and by bounding the span of h̃π

k

tk
w.r.t. to the diameter; and term 5k is bounded using Azuma-
Hoeffding’s inequality for martingales difference sequences
(see Lemma 15). This leads to the upper bound:

K∑
k=1

tk+1−1∑
t=tk

(
4k + 5k

)
≤ 2D sp(r)

√
2S Aκ1T log(κ2T )

+ D sp(r)
√

2T log(1/δ)

with, remember, κ1 of order S . Finally, the last term 6k is
telescopic, and bounded using with the span of the bias:

K∑
k=1

6k ≤

K∑
k=1

sp(h̃π
k

tk ) ≤ KD sp(r).

In total this gives the following upper-bound on the regret.
Theorem 3. With probability at least 1 − δ it holds that for
any initial state and any T > 1, the regret of UCRL2-PT is
bounded by

Reg(T ) = Õ
(
RmaxDS

√
AT log

(
1
δ

)
+ RmaxKD

)
.

The detailed proof of the theorem is given in Appendix A.

How to tune α. The dependence of the regret in α is hid-
den in the number of episodes, K. For any α > S AD2 the
second term in the bound is dominated by the first one, and
the regret becomes

Reg(T ) = Õ
(
RmaxDS

√
AT log

(
1
δ

))
. (16)

Notice that the bound (16) on the regret of UCRL2-PT is
the same as for UCRL2. Actually this should not come
as a surprise because when α goes to infinity, UCRL-PT
with Hoeffding confidence sets and UCRL2 are the same
algorithm.

If D is not known, a possible choice is α = A2S 3. In this
case,

Reg(T ) = Õ
(
RmaxD2

√
T log

(
1
δ

))
. (17)

Expected Regret. Theorem 3 gives an upper bound on
the regret with high probability 1 − δ. This can be used to
get a similar bound in O(

√
T ) for the expected regret by

using the usual trick: choose δ = 1/T and discard the first√
T terms in the regret similarly to (Auer et al., 2009).

4.4. Regret of Exploration of UCRL2-PT on DMDP

Here we prove that UCRL2-PT has a small regret of explo-
ration when the MDP is deterministic (DMDP), meaning
that all transitions are deterministic. In this setting, we can
assume without loss of generality that kernels P(·|z) are
known in advance and that only rewards have to be learned.
The optimal policies of a DMDP are hence characterized
by the mean reward vector r ∈ RZ. We further assume that
rewards are Bernoulli, although compact support is enough.

Non-degeneracy assumption. We further assume that
the MDP is non-degenerate. This is a condition on the
uniqueness of the optimal policy. More precisely a DMDP
is non-degenerate if there is a unique bias optimal policy
π∗ that has a unique terminal cycle (that is, a unique recur-
rent class). In practice, if the mean rewards are chosen at
random (according any absolutely continuous measure w.r.t.
the Lebesgue measure), the induced MDP is non-degenerate
with probability one, see (Boone & Gaujal, 2023).

The lazy version of UCRL2-PT. The algorithm needs
to be slightly adapted into a lazy version (Algorithm 3) in
order to guarantee some stability properties that help with
the analysis. In the lazy version, the policy doesn’t change
if the current transition Zt has not been visited at least twice
in the current episode. This patch doesn’t harm the regret
guarantees of Theorem 3: First, it decreases the number of
episodes K and in fact, the current proof of the bound on K
(see Theorem 2) fits without modifications. Then, the regret
analysis works as is.

Algorithm 3 UCRL2-PT, lazy version
1: Input: Confidence δ > 0 and α > 0;
2: for all episodes k = 1, 2, . . . do
3: tk ← t;
4: πk ← argmaxπ g̃t(π);
5: repeat
6: Execute action At = πk(Xt) ;
7: Observe Rt and next state Xt+1. ;
8: t ← t + 1;

9: until Nt(Zt)−Ntk (Zt) > 1 and [g̃t(πk)+

√
α log(t)

t ≤ g̃∗t
or (DT)]

10: end for

Before stating the theorem on the regret of exploration, let
us compare the behavior of UCRL2-PT and UCRL2 over
the bandit example given in Figure 1 with two Gaussian

7
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arms, the good a1 and the bad a2 with respective means
1 and 0.9. Figure 3 shows the regret of both algorithms
and one can notice that the bad episodes are shorter for
UCRL2-PT, suggesting a better regret of exploration. A

0 2000 4000 6000 8000 10000
Time T
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20

40

60

80

100

120

R
eg

re
tT

g∗
−

∑
T t=

1r
(A

t)

UCRL2
UCRL-PT

Figure 3: UCRL2 against UCRL2-PT on the example of Figure 1.
The seed responsible for the generation of rewards is the same in
both algorithms. On can observe that the bad episodes of UCRL2-
PT are shorter.

more detailed view of the behavior of UCRL2-PT is dis-
played in Figure 4. The current policy πk corresponds to
which arm is drawn over [tk, tk+1]. We know that the algo-
rithm changes of episode when g̃t(πk) +

√
α log(t)/t ≤ g̃∗t ,

so the behavior of the algorithm is driven by the optimistic
gap ∆̃t(a1; a2) := g̃t(a1) − g̃t(a2). This quantity is plotted on
a run of UCRL2-PT in Figure 4.

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

−0.04

−0.02

0.00

0.02

0.04

optimistic gaps ∆̃t(a1;a2)

Figure 4: Optimistic Bellman gaps ∆̃t(a1; a2) := g̃t(a1) − g̃t(a2)
over time. We plot the convex hull of ±

√
α log(t)/t (orange region).

Change of episodes are indicated by red points. Bad episodes are
highlighted in red on the time-axis.

On a time-window [t, t + T ], the regret RegExp(t, t + T )

is proportional to the amount of time spent drawing arm
a2, highlighted in red on the time-axis. A bad episode
happen when ∆̃t(a1; a2) goes below −

√
α log(t)/t, then is in-

terrupted as soon as it goes above
√
α log(t)/t again. When

a bad episode occurs, arm a2 is triggered, the empirical
estimate of its value is updated over time, and its bonus
decreases. The update of its empirical estimate is the noise
that we observe on Figure 4 and is clearly non-negligible
with respect to the upward drift induced by a decrease of
the optimistic bonus of a2. Still, that drift forces the bad
episode to end rather quickly.

We then switch to a good episode where the noise amplitude
is much smaller. This is because the optimal a1 is visited
more often than a2 (the regret is small), hence its empirical
value changes slower. There is also a drift (there downward)
due to the evolution of bonuses. Yet the drift is weaker, be-
cause the visit counts of a1 is much higher, so the associated
bonus will decrease slower than the one of a2 did, and the
evolution of the bonus of a2 is only due to a

√
log t over the

good episode, which is almost constant over time.

Therefore, good episodes last, bad episodes don’t; The re-
gret of exploration is small. The precise – and much more
general – statement is given in the following theorem.

Theorem 4. Consider the lazy version of UCRL2-PT. Let
α, δ > 0 the parameters of UCRL2-PT with κ1 := 16S
and κ2 := S A/δ. For any non-degenerate MDP M with
Bernoulli rewards, there exists a constant C(M) > 0 such
that

RegExp(UCRL2-PT,M; T ) ≤ C(M)
(
1 + log(T )

)
. (18)

The analysis is model dependent and relies on how the
confidence region (hence the optimistic values of policies)
are subject to change within small time ranges initialized at
the beginning of an exploration episode, see Appendix B.

5. Experimental Validations
To conclude the paper, we study the behavior of (PT)-based
algorithms in several MDPs. We consider two types of
environments: the well-known River-Swim (see Figure 5)
and randomly generated ergodic MDPs.

5.1. Running the Performance Test (PT) on a Laptop

Let us start with a discussion on the implementation of (PT).
In practice, the (PT) variants of classical RL algorithms are
much heavier to run. This is due to the fact that at each
timestep, one must run EVI twice to compute both g̃∗t and
g̃t(πk). This additional computation can make (PT) impossi-
ble to rely on when the numbers of states and actions grow
large. Thankfully, (PT)-based algorithms can be substan-
tially accelerated with the combination of two methods.

8



The Regret of Exploration in RL

1 2 3 . . . S

0.4 0.35 0.35 0.35
0.05 0.05 0.05 0.05

0.6 0.6 0.6 0.95

1 1 1 1
1

Figure 5: The River-Swim environment with S states. There
are two actions, A =

{
left, right

}
whose associated transition are

respectively drawned with dashed and solid lines. The only non-
zero reward is the the state-action pair (S , right) with r(S , right) =
1, hence the optimal policy always picks the action “right”.

UCRL2
KL-UCRL
UCRL2B

Original

Pure (PT)

(PT) + M

(PT) + S

(PT) + M + S

200k
157k
167k

1.0k
0.2k
0.5k

5.2k
2.7k
2.9k

74k
36k
59k

82k
62k
77k

Table 1: Iterations per second of UCRL2, KL-UCRL and
UCRL2B; the originals and the (PT) corrections with various
acceleration options. The environment is a 5-state RiverSwim.
These values have been obtained by running each algorithm for
100k iterations and take the average per-step time.

(1) Memorisation (M): From t to t + 1, the confidence
region is barely changed. Therefore, by initializing
the EVI at time t + 1 with the result of EVI at time t,
one should expect EVI to converge much faster. This
doesn’t modify the algorithm’s behavior.

(2) Sparse (PT) (S): Even if EVI converges almost in-
stantly, running EVI at each time-step significantly
slows down the algorithm. To address this, instead
of always checking (PT), only test it when t − tk is a
power of 2. Formally, (PT) is replaced by (PT*):

log2(t − tk) ∈ N and g̃t(πk) +

√
α log(t)

t
≤ g̃∗t , (PT*)

Although this modification slightly alter the behavior
of the algorithm, its analysis is similar to (PT)’s.

As shown in Table 1, the combination of these two modifi-
cations makes the runtimes of (PT) variants acceptable in
comparison to the originals.

5.2. The Performance Trick on the Regret Benchmark

The first set of experiments displayed in Figure 6 shows that
introducing the performance test in the three learning algo-
rithms (UCRL2, UCRL2B and KL-UCRL) does not harm
the regret in both the RiverSwim and the random MDP ex-
amples. Actually, the PT-versions seem to perform slightly
better than the originals but there is a lack of satistical evi-
dence to fully support the claim.
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Figure 6: Regret comparison of original and PT-version of the
algorithms. On the left, a 5-state RiverSwim; and on the right, a
5-state random MDP. α is set to 1.

5.3. Sensitivity to α

The hyperparameter α tunes the sensitivity of the perfor-
mance trick. Experiments show that when α is too large,
the term

√
α log(t)/t takes too much time to decay and (PT)

rarely triggers within reasonable time-horizons. When α is
small, most episodes are ended with (PT) and exploration
is efficient. Taking α too small is dangerous however. In the
one hand, the regret scales with α−1/2 according to Theo-
rem 2; On the other hand, when α = 0, the algorithm always
picks the optimistically optimal policy and behaves like
UCB, whose regret will grow linearly on some instances
(Ortner, 2010b). These experiments suggests to pick α as
small as possible within an a priori fixed acceptable range.

0 2500 5000 7500 10000 12500 15000 17500 20000
Time t

0

1000
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3000
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Re
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UCRL2-PT(1.0)
UCRL2-PT(0.05)
UCRL2-PT(0.001)

Figure 7: (Gap) regret of UCRL2-PT with various values of α on a
RiverSwim(3), one run. The gap-regret is given by

∑t
u=1 V∗(Xu) −

Q∗(Zu), where Q∗(x, a) := r(x, a)+ p(x, a)h∗ is the Q-value of (x, a)
and V∗(x) := maxa Q∗(x, a) is the V-value. In expectation, the gap-
regret and the regret differ by at most sp(h∗), but the gap-regret is
much less noisy.
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A. Bound on the Regret of UCRL-PT
We study the regret of UCRL2-PT.

To simplify the presentation, we consider that the rewards are known and only care abound learning transitions. This
assumption is mainly for convenience. The analysis of the regret when rewards are also unknown is similar, and the
additional regret induced in the analysis is at most of the same order as the one induced by transitions alone. In fact, it is
smaller – this meets a traditional belief that “transitions are harder to learn”.

Assumption 1. Along the analysis, we assume that rewards are known.

Long story short: This assumption has no impact on the generality of our regret bound nor of our method.

A.1. General Concepts for the Analysis of UCRL-PT

• Confidence intervals. Following Assumption 1, the confidence intervals on transitions are simplified to

ξt(z) =

√
κ1 log(κ2t)

max {1,Nt(z)}
(A.1)

instead of ξp
t (z) =

√
κ

p
1 log(κp

2 t)/Nt(z). The confidence region is just

M̃t :=
{
P̃ : ∀z ∈ Z,

∥∥∥P̃(z) − P̂t(z)
∥∥∥

1 ≤ ξt(z)
}
.

• Optimistic models. A important concept of the analysis of UCRL-PT – which is new regarding the analysis of RL
algorithms, is the notion of the optimistic model relative to a policy π. Given a policy π, the optimistic model under π
at time t is

M̃π
t = P̃π

t := argmax
{
max

x
gx(π; M̃) : M̃ ∈ M̃t

}
(A.2)

This model differs from a policy to another, and in particular, g̃t(πk) and g̃∗t refer to two different MDPs that have
absolutely no reason to resemble one another. Also, P̃π

t may not evolve “continuously” with respect to time.

• The good event. The good event is a refinement of the assertion “M ∈ M̃t” which basically states that the confidence
region is valid. The use of a high probability good event is a standard tool in the analysis of reinforcement learning
algorithms. Here, our good event is stating that for all t ∈ [1,T ], t′ ∈ [t,T ] and all z ∈ Z,

E(T ) :=
T⋂

t=1

T⋂
t′=t+1

⋂
z∈Z

{∥∥∥P̂t:t′ (z) − P(z)
∥∥∥

1 ≤

√
4S log(S At′4/δ)

}
(A.3)

where P̂t:t′(z) is the empirical distribution of transition z over [t, t′], that is, define first Nt:t′(z) :=
∑t′−1

i=t 1 {Zi = z} then
set P̂t:t′(z) = Nt:t′(z)−1 ∑t′−1

i=t Dirac(Xi+1)1 {Zi = z}. It can be shown (see Lemma 1) that E(T ) holds with probability at
least 1 − 2δ.

Lemma 1 (Good event). Consider the good event E(T ) given as in (A.3). For all T ≥ 1, P(E(T )) ≥ 1 − 2δ.
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Proof. This is a straight forward computation. For all z ∈ Z, introduce {Wk(z)} i.i.d. random variables of distribution P(z).

P
(
E(T ){

)
≤ P

 T⋃
t=1

T⋃
t′=t+1

⋃
z∈Z

{∥∥∥P̂t:t′ (z) − P(z)
∥∥∥

1 ≤

√
4S log(S At′4/δ)

} (A.4)

≤

T∑
t=1

T∑
t′=t+1

∑
z∈Z

P

 t′−t⋃
n=0

{
Nt:t′ (z) = n and

∥∥∥P̂t:t′ (z) − P(z)
∥∥∥

1 ≤

√
4S log(S At′4/δ)

} (A.5)

≤

T∑
t=1

T∑
t′=t+1

∑
z∈Z

P

t′−t−1⋃
n=0

{
‖Wn(z) − nP(z)‖1 ≤

√
4S max {1, n} log(S At′4/δ)

} (A.6)

≤

T∑
t=1

T∑
t′=t+1

∑
z∈Z

t′−t−1∑
n=0

P

{
‖Wn(z) − nP(z)‖1 ≤

√
4S max {1, n} log(S At′4/δ)

}
(A.7)

≤

T∑
t=1

T∑
t′=t+1

∑
z∈Z

t′−t−1∑
n=0

δ

S At′4
(A.8)

≤

T∑
t=1

T∑
t′=1

δ

t′3
1
{
t′ > t

}
=

T∑
t′=1

δ

t′3

T∑
t=1

1
{
t′ > t

}
=

T∑
t′=1

δ

t′2
≤ 2δ. �

A.2. Bound on the Number of Episodes

We consider the vanilla version of the algorithm enriched with explicit episode management, see Algorithm 2. This section
is dedicated to a proof of Theorem 2 that we restate below.

Theorem 2. For all T ≥ 1, on the good event E(T ), the number of episodes of UCRL2-PT is bounded above as

K ≤
29 · DS 3/2ARmax

√
α

√
T log(S AT ) + Õ

(
T 1/3

)
. (A.9)

General proof strategy. The doubling trick accounts only for logarithmically many episodes which is negligible in front
of the number of other episodes. Concerning other episodes, the fact that episode k ends at time tk+1 implies that

g̃tk+1 (πk) +

√
α log(tk+1)

tk+1
≤ g̃tk+1 (πk+1) (A.10)

Because πk is optimistically optimal at time tk, it means that over [tk, tk+1], either g̃t(πk) or g̃t(πk+1) has varied by about√
α log(tk+1)/tk+1. But here is the thing: the gain cannot vary too fast. Specifically, we show that (STEP 1) if π = πk or πk+1,

then ∥∥∥g̃tk+1 (π) − g̃tk (π)
∥∥∥ ≤ D

(∥∥∥P̂tk+1 − P̂tk

∥∥∥
1 +

∥∥∥ξtk+1 − ξtk

∥∥∥
∞

)
Therefore, from (A.10), we deduce that, over [tk, tk+1], there must be a variation of (STEP 2) empirical kernels P̂t or (STEP 3)
optimistic bonuses ξt of order at least D−1

√
α log(tk+1)/tk+1. On the good event, these variations can be related to variations

of time (i.e., tk+1 − tk) and visit counts (i.e., Ntk+1 (z) − Ntk (z)). We then derive (STEP 4) a collection of inequalities that
guarantees that, when there is a change of episode, visit counts or time increase enough relatively to α log(tk+1)/tk+1, hence
relatively to the a priori fixed α log(T )/T . The inequality that later accounts for the dominant part in the number of episodes
is the following: For some z ∈ Z,

Ntk+1 (z) ≥ Ntk (z)
(
1 +

α log(T ) · Ntk (z)
210D2R2

maxS T log(4S AT 3/δ)

)
(A.11)

Finally (STEP 5), by quantifying the growth of integer-valued sequences {uk} (here uk := Ntk (z)) satisfying an inequality
such as (A.11), we deduce an upper bound of K in the form of (13).
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I STEP 1: Fundamental equation of episode renewal (A.27) The goal is to show that if there is a change of episode,
then necessarily, transition kernels or confidence bound must have moved by some tractable quantity. Introduce the set of
standard episodes K0

K0 :=
{
k ∈ K : ∀z ∈ Z,Ntk+1 (z) < 2Ntk (z)

}
. (A.12)

Therefore, an episode k is non-standard if either (a) there is z ∈ Z visited on [tk, tk+1 − 1] such that Ntk (z) = 0 or (b) there
is z ∈ Z such that Ntk (z) ≥ 1 and Ntk+1 (z) ≥ 2Ntk (z). Accordingly, non-standard episodes are exactly those interrupted by
the doubling trick (DT) rule. Intuitively, because on non-standard episodes, one transition at least doubles its visit counts,
K \ K0 is of cardinality at most logarithmic. It will be negligible in front of bounds on the cardinality of K0.

In practice, we will show the following:
Lemma 2. If k ∈ K0 then on the good event E(T ),

1
2

√
α log(T )

T
≤ 2D sp(r)

(
sup

z

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.13)

Hence, we relate a change of episode to a variation of either (a) an empirical transition kernel P̂t(z); or (b) a transition bonus
ξt(z). In both cases, this will translate into an increase of visit count (i.e., Ntk+1 (z) − Ntk (z) large) or in time (i.e., tk+1 − tk
large), where the so-called increase is relative to the time barrier T , see STEP 4.

Proof of Lemma 2. By definition of k ∈ K0, there is a change of episode when

g̃tk+1 (πk) +

√
α log(tk+1)

tk+1
≤ g̃∗tk+1

= g̃tk+1 (πk+1) (A.14)

As we know that g̃tk (π
k) = g̃∗tk , we can write the above as follows:

g̃∗tk (π
k) +

[
g̃tk+1 (πk) − g̃tk (π

k)
]

+

√
α log(tk+1)

tk+1
≤ g̃tk (π

k+1) +
[
g̃tk+1 (πk+1) − g̃tk (π

k+1)
]

(A.15)

or, equivalently,

[
Dhg̃t(πk)

]
(tk) −

[
Dhg̃t(πk+1)

]
(tk) ≤ g̃tk (π

k+1) − g̃tk (π
k) −

√
α log(tk+1)

tk+1
(A.16)

≤ −

√
α log(tk+1)

tk+1
≤ −

√
α log(T )

T
(A.17)

where (A.17) is because by definition of πk, g̃tk (π
k) = g̃∗tk so g̃tk (π

k+1)− g̃tk (π
k) ≤ 0. Therefore, a change of episode necessarily

implies one of the two cases below: [
Dhg̃t(πk)

]
(tk) ≤ −

1
2

√
α log(T )

T
(Type I episodes)

[
Dhg̃t(πk+1)

]
(tk) ≥

1
2

√
α log(T )

T
(Type II episodes)

that we respectively refer to type I and type II episodes. In the following, recall that P̃π
t the optimistic transition model of the

policy π at time t, i.e., the transition matrix of the MDP M̃π
t ∈ M̃t achieving g̃t(π).

In general P̃πk

tk − P̃πk

tk+1
is large and the optimistic model of a given policy may be hard to track over time. But, this not

an issue. Introduce the Hausdorff distance on subsets ofM, dH (U,V) := max{supP1
infP2 ‖P1 − P2‖1 , supv infu ‖u − v‖1}.

Recall that M̃π
t :=

{
P̃π : ∀x ∈ S,

∥∥∥P̃π(x) − P̂π
t (x)

∥∥∥
1 ≤ ξ

π
t (x)

}
. One checks that

dH
(
M̃πk

tk , M̃
πk

tk+1

)
≤

∥∥∥∥P̂πk

tk − P̂πk

tk+1

∥∥∥∥
1

+
∥∥∥∥ξπk

tk − ξ
πk

tk+1

∥∥∥∥
∞

= sup
z∈π

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z∈π

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞
. (A.18)
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Write ProjU(·) a projection on U ⊆ M for one norm, i.e., ProjU(P1) is any P2 ∈ U minimizing the distance to P1.
In particular, for all P1 ∈ V, we have ‖P1 − ProjU(P1)‖1 ≤ dH (U,V). Now applying (A.18) to (Type I episodes) and
(Type II episodes). For (Type I episodes), we have

1
2

√
α log(T )

T
≤ g̃tk (π

k) − g̃tk+1 (πk) = g
(
πk; P̃πk

tk

)
− g

(
πk; P̃πk

tk+1

)
(A.19)

≤ g
(
πk; P̃πk

tk

)
− g

(
πk; Proj

M̃πk
tk+1

(
P̃πk

tk

))
(A.20)

≤ 2 sp
(
h
(
πk; P̃πk

tk

)) (
sup
z∈πk

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z∈πk

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.21)

≤ 2D sp(r)
(
sup

z

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.22)

Above, (A.20) follows from g(πk; P̃πk

tk+1
) ≥ g(πk; Proj

M̃πk
tk+1

(P̃πk

tk )) which is from the definition of P̃πk

tk+1
; (A.21) is an application

of Lemma 12 that bounds the variations of the gain with respect to the kernel variations; and (A.22) is by property of EVI
on the good event. With a similar computation, for (Type II episodes), we have

1
2

√
α log(T )

T
≤ g̃tk+1 (πk+1) − g̃tk (π

k+1) = g
(
πk+1; P̃πk+1

tk+1

)
− g

(
πk+1; P̃πk+1

tk

)
(A.23)

≤ g
(
πk+1; P̃πk+1

tk+1

)
− g

(
πk+1; Proj

M̃πk+1
tk+1

(
P̃πk+1

tk

))
(A.24)

≤ 2 sp
(
h
(
πk+1; P̃πk+1

tk+1

)) (
sup

z∈πk+1

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1

+ sup
z∈πk+1

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.25)

≤ 2D sp(r)
(
sup

z

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.26)

Accordingly, in both (Type I episodes) and (Type II episodes), on the good event, we have

1
2

√
α log(T )

T
≤ 2D sp(r)

(
sup

z

∥∥∥P̂tk (z) − P̂tk+1 (z)
∥∥∥

1 + sup
z

∥∥∥ξtk (z) − ξtk+1 (z)
∥∥∥
∞

)
(A.27)
�

I STEP 2: Upper bounding the variations of P̂t(z). We rely on Weissman’s inequality (Weissman et al., 2003), see
Lemma 14.

We establish the following result.
Lemma 3. On the good event E(T ), for all z ∈ T, we have∥∥∥P̂tk+1 (z) − P̂tk (z)

∥∥∥
1 ≤ 4

√
S log(4S AT 3/δ)

√
Ntk+1 (z) − Ntk (z)

Ntk (z)
(A.28)

Proof. Pick z ∈ Z. For short, denote n = Ntk (z) and s = Ntk+1 (z) − Ntk (z). Because k < KDT, we know that s ≤ n. Denote
Wt(z) := Nt(z)p̂t(z) the aggregate empirical distribution of the transition z. Then a straight forward computations shows that

P̂tk+1 (z) − P̂tk (z) =
1

n + s

(
Wtk (z) +

∑tk+1−1

t=tk
Dirac(Xt+1)1 {Zt = z}

)
−

1
n

Wtk (z) (A.29)

=
1

n + s

(
−

s
n

Wtk (z) +
∑tk+1−1

t=tk
Dirac(Xt+1)1 {Zt = z}

)
(A.30)

Now, on the good event E(T ), ∥∥∥Wtk (z) − Ntk (z)P(z)
∥∥∥

1 ≤

√
4nS log(4S AT 3/δ), and (A.31)∥∥∥∑tk+1−1

t=tk Dirac(Xt+1)1 {Zt = z} − sP(z)
∥∥∥

1 ≤

√
4sS log(4S AT 3/δ). (A.32)
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Injecting (A.31) and (A.32) in (A.30), we get that on the good event,∥∥∥P̂tk+1 (z) − P̂tk (z)
∥∥∥

1 ≤
1

n + s

(
s
n

√
4nS log(4S AT 3/δ) +

√
2sS log(4S AT 3/δ)

)
(A.33)

≤

√
4S log(4S AT 3/δ)

√
s
(
1 +
√

s/n
)

n + s
(A.34)

≤ 4
√

S log(4S AT 3/δ)
√

s
n

(A.35)

where (A.36) is obtained by using s ≤ n. Overall, on E(T ) and for all z ∈ Z,∥∥∥P̂tk+1 (z) − P̂tk (z)
∥∥∥

1 ≤ 4
√

S log(4S AT 3/δ)

√
Ntk+1 (z) − Ntk (z)

Ntk (z)
(A.36)

�

I STEP 3: Upper bounding the variations of ξt(z).
Lemma 4 (Step 3). For all z ∈ Z,∣∣∣ξtk+1 (z) − ξtk (z)

∣∣∣ ≤ √
κ1 log(κ2T )

(
Ntk+1 (z) − Ntk (z)

)
max

{
1,Ntk (z)3/2} +

(tk+1 − tk)
√
κ1

2tk
(A.37)

Proof. Fix z ∈ Z. Recall that ξt(z) =
√
κ1 log(κ2t)/Nt(z). We have

ξtk+1 (z) − ξtk (z) =
√
κ1 log(κ2tk+1)

 1√
Ntk+1 (z)

−
1√

Ntk (z)

 (term 1 )

+

√
κ1

Ntk (z)

( √
log(κ2tk+1 −

√
log(κ2tk)

)
(term 2 )

Because
∣∣∣√1/(n + s) −

√
1/n

∣∣∣ ≤ s/n3/2, term 1 is bounded as∣∣∣∣∣∣∣ √κ1 log(κ2tk+1)

 1√
Ntk+1 (z)

−
1√

Ntk (z)


∣∣∣∣∣∣∣ ≤

√
κ1 log(κ2T )

(
Ntk+1 (z) − Ntk (z)

)
Ntk (z)3/2 (A.38)

For term 2 , let φ(t) :=
√

log(κ2t). Its derivative is φ′(t) = 1
2t log−1/2(κ2t) which is decreasing in t. Hence φ(t + h) ≤

φ(t) + hφ′(t) = φ(t) + h
2t log−1/2(κ2t). Then we get∣∣∣∣∣∣
√

κ1

Ntk (z)

( √
log(κ2tk+1 −

√
log(κ2tk)

)∣∣∣∣∣∣ ≤ (tk+1 − tk)
√
κ1

2tk
√

Ntk (z) log(κ2tk)
≤

(tk+1 − tk)
√
κ1

2tk
(A.39)

Putting everything together,∣∣∣ξtk+1 (z) − ξtk (z)
∣∣∣ ≤ √

κ1 log(κ2T )
(
Ntk+1 (z) − Ntk (z)

)
Ntk (z)3/2 +

(tk+1 − tk)
√
κ1

2tk
(A.40)

�

I STEP 4: New epoch means increase of visit counts. By using the explicit variations of empirical kernels (Lemma 3)
and of bonuses (Lemma 4) in (A.13) (see Lemma 2), we see that if k ∈ K0, then on the good event E(T ), there must be
z ∈ Z such that one of the following holds

1
24D sp(r)

√
α log(T )

T
≤ 4

√
S log(4S AT 3/δ)

√
Ntk+1 (z) − Ntk (z)
max

{
1,Ntk (z)

} , or (type A)

1
24D sp(r)

√
α log(T )

T
≤

√
κ1 log(κ2T )

Ntk+1 (z) − Ntk (z)
max

{
1,Ntk (z)3/2} , or (type B)

1
24D sp(r)

√
α log(T )

T
≤

(tk+1 − tk)
√
κ1

2tk
. (type C)
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There are at most S A episodes such that the z achieving one of the conditions above has never been visited yet, i.e., such that
Ntk (z) = 0. Such episodes belong to K \ K0, so can be ignored by assumption. Therefore, we can change max

{
1,Ntk (z)λ

}
to

the simpler Ntk (z)λ. For episodes of (type A), solving in Ntk (z) yields

Ntk+1 (z) ≥ max
{

Ntk (z)
(
1 +

α log(T ) · Ntk (z)
210D2 sp(r)2S T log(4S AT 3/δ)

)
, 1

}
(characterization of type A)

with Ntk (z) ≥ 1. Similarly, for episodes of (type B), we have

Ntk+1 (z) ≥ max

Ntk (z)

1 +

√
α log(T ) · Ntk (z)

28D2 sp(r)2Tκ1 log(κ2T )

 , 1
 (characterization of type B)

with also Ntk (z) ≥ 1. Finally, for episodes of (type C), we get

tk+1 ≥ tk

1 +

√
α log T

23D sp(r)
√

Tκ1

 . (characterization of type C)

I STEP 5: Finally counting the number of episodes. The episodes are partitioned into standard episodes K0 and
non-standard episodes K0 \ K . The elements of K0 of (type A), (type B) and (type C) are respectively denoted K0,A,K0,B
and K0,C. There respective cardinalities are KA, KB and KC. We show that on the good event E(T ), the total number of
episodes is bounded above as

K ≤
(

128DS 3/2Asp(r)
√
α

+ 24D sp(r)
√
κ1

α

)
√

T log
(
4S AT 3/δ

)
+ O

(
T 1/3 log(T )

)
(A.41)

K is bounded by |K \ K0| + KA + KB + KC. The computation are detailed below.

Upper bound of K \ K0. The number of non-standard episodes is small. If an episode is non-standard, either (a) there
is z ∈ Z visited on [tk, tk+1 − 1] such that Ntk (z) = 0 or (b) there is z ∈ Z such that Ntk (z) ≥ 1 and Ntk+1 (z) ≥ 2Ntk (z).
There is some z that accounts for n ≥ 1

S A |K \ K0| episodes of K \ K0. Let k1, k2, . . . kn the associated episodes. As
Ntki+1

(z) ≥ Ntki +1(z) ≥ max{1, 2Ntki
(z)} we deduce that Ntkn=1 ≥ 2n−1. Since T ≥ Ntkn +1(z), we obtain

|K \ K0| ≤ S A(1 + log2(T )) = O(S A log(T )). (A.42)

Upper bound of KA. For episodes of (type A), there is some z ∈ Z that accounts for n ≥ 1
S A KA elements of K0,A. Let

k1, k2, . . . , kn the respective episodes. We have by (characterization of type A)

∀i < n, Ntki+1
(z) ≥ Ntki+1 (z) ≥ Ntki

(z)
(
1 +

α log(T ) · Ntki
(z)

210D2 sp(r)2S T log(4S AT 3/δ)

)
(A.43)

with Ntk2
(z) ≥ 1. Setting ui := Ntki+1

(z), we can apply Lemma 13 with λ picked as
α log(T )2−10D−2sp(r)−2S −1 log−1(4S AT 3/δ) and ω = 1 to get, since un−1 = Ntkn

(z) ≤ T , that

n − 1 ≤ 3 · 25D sp(r)
√

S Tα−1 log(4S AT 3/δ) log(T ) (A.44)

Using that n ≥ 1
S A KA and solving in KA, we obtain

KA ≤ S A + 27 ·
DS 3/2A sp(r)

√
α

√
T log(4S AT 3/δ) log(T ) (A.45)

Upper bound of KB. The number of episodes of (type B) is bounded similarly. There is some z ∈ Z that accounts for
n ≥ 1

S A KB elements of K0,B. Let k1, k2, . . . , kn the respective episodes. We have by (characterization of type B)

∀i < n, Ntki+1
(z) ≥ Ntki+1 (z) ≥ Ntki

(z)

1 +

√
α log(T ) · Ntki

(z)

28D2 sp(r)2Tκ1 log(κ2T )

 , (A.46)
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with Ntk2
(z) ≥ 1. Setting ui := Ntki+1

(z), we can apply Lemma 13 with λ picked as α log(T )2−8D−2sp(r)−2κ−1
1 log−1(κ2T ) and

ω = 1
2 to get, since un−1 = Ntkn

(z) ≤ T , that

n − 1 ≤ 3 · 24/3D2/3 sp(r)2/3
(
Tκ1α

−1 log(κ2T )
)1/3

log2/3(T ) (A.47)

Using that n ≥ 1
S A KB and solving in KB, we obtain

KB ≤ S A + 23 ·
D2/3κ1/3S A sp(r)

α1/3 T 1/3 log1/3(κ2T ) log2/3(T ) = O
(
T 1/3 log(T )

)
(A.48)

Upper bound of KC. Denote n = KC and introduce k1, k2, . . . , kn the elements of K0,C. By (characterization of type C),
we have

tki+1 ≥ tki+1 ≥ tki

1 +

√
α log T

23D sp(r)
√

Tκ1

 . (A.49)

By induction on i, we show

tki ≥

1 +

√
α log T

23D sp(r)
√

Tκ1

i−1

(A.50)

Since tkn ≤ T , we deduce that

(n − 1) log

1 +

√
α log T

23D sp(r)
√

Tκ1

 ≤ log(T ). (A.51)

Unfold n = KC and solve in KC. Also rely on log(1 + x) ≥ 1
2 x which holds for x ≤ 1. We finally obtain, for T ≥ α log T

26D2sp(r)κ1
,

KC ≤ 1 + 24D sp(r)
√
κ1

α

√
T log(T ) (A.52)

A.3. Analysis of the Regret of UCRL-PT

The decomposition of the regret is standard (see (Auer et al., 2009)). The end points of episode k are denoted [tk, tk+1 − 1].
Let K the (random) number of episodes up to T , i.e., the maximal k such that tk ≤ T and tK+1 is truncated to T . The regret is
first decomposed into episodes:

Reg(T ) =

K∑
k=1

tk+1−1∑
t=tk

[
g∗ − r(Zt)

]
. (A.53)

Then expanded as:

Reg(T ) =

K∑
k=1


tk+1−1∑

t=tk

(
g∗M − g̃

∗
tk

)︸               ︷︷               ︸
1k

+

tk+1−1∑
t=tk

(
g̃∗tk − g̃

πk

tk

)︸               ︷︷               ︸
2k

+

tk+1−1∑
t=tk

(
g̃π

k

tk − r(Zt)
)︸                  ︷︷                  ︸

3k

 (A.54)

Upper bounding term 1k . On the good event E(T ), M ∈ M̃tk . It follows that g∗(M) ≤ supM̃∈M̃t
g∗(M̃) = g̃∗tk . Therefore,

on E(T ),
K∑

k=1

tk+1−1∑
t=tk

(
g∗(M) − g̃∗tk

)
≤ 0. (A.55)

Upper bounding term 2k . Simply by definition of πk, g̃∗tk = g̃tk (π
k) and 2k = 0.
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A.4. Main Component of the Regret

The term 3k is also rather standard. Recall that if π is a policy, gπ its gain vector, rπ its reward vector, hπ its bias vector and
Pπ its transition matrix, with have the vectorial identity

gπ − rπ = (Pπ − I)hπ (A.56)

where I is the identity matrix. Let M̃π
t the optimistic model (at time t) associated to π ∈ Π and denote P̃π

t the associated
transition matrix. Applying (A.56) to πk under M̃πk

tk , we have

‘
K∑

k=1

tk+1−1∑
t=tk

(
g̃tk (π

k) − r(Zt)
)

=

K∑
k=1

 tk+1−1∑
t=tk

((
P̃πk

tk − Pπk )
h̃π

k

tk

)
(Xt)︸                           ︷︷                           ︸

4k

(A.57)

+

tk+1−1∑
t=tk

((
Pπk

h̃π
k

tk

)
(Xt) − h̃π

k

tk (Xt+1)
)

︸                                  ︷︷                                  ︸
5k

(A.58)

+

tk+1−1∑
t=tk

(
h̃π

k

tk (Xt+1) − h̃π
k

tk (Xt)
)

︸                           ︷︷                           ︸
6k

 (A.59)

In (A.57), the term 4k is bounded on the good event by the width of the confidence intervals, the term 5k is a well-known
martingale difference sequence and the telescopic 6k is proportional to the number of episodes. An important point to note
here is a remarkable property of EVI, stating that on the good event E(T ), sp(h̃π

k

tk ) ≤ sp(r)D, see (Auer et al., 2009, Section
4.3.1).

Bound of the term 4k . Check that for all x ∈ S, on the good event,((
P̃πk

tk − Pπk )
h̃π

k

tk

)
(x) ≤

∥∥∥∥P̃πk

tk (x) − Pπk
(x)

∥∥∥∥
1

sp(h̃π
k

tk )

≤ ξtk (x, πk(x))D sp(r)

where the first inequality is Hölder’s and the second is by properties of the good event. Instantiating to x = Xt and summing,
we get, on the good event

K∑
k=1

tk+1−1∑
t=tk

((
P̃πk

tk − Pπk )
h̃π

k

tk

)
(Xt) ≤ D sp(r)

K∑
k=1

tk+1−1∑
t=tk

√
κ1 log(κ2tk)

max
{
1,Ntk (Zt)

} (A.60)

= D sp(r)
K∑

k=1

∑
z

tk+1−1∑
t=tk

√
κ1 log(κ2T )

max
{
1,Ntk (z)

}1 {Zt = z} (A.61)

≤ D sp(r)
√

2κ1 log(κ2T )
K∑

k=1

∑
z

tk+1−1∑
t=tk

√
1 {Zt = z}

max {1,Nt(Zt)}
(A.62)

≤ D sp(r)
√

2κ1 log(κ2T )
∑

z

NT (z)∑
n=0

√
1

max {1, n}
(A.63)

where (A.60) is because we are on the good event E(T ), (A.62) follows from the doubling trick and (A.63) is just rewriting.
Now, for U ≥ 1, a straight-forward series-integral comparison establishes

∑U
u=1
√

1/u ≤ 2
√

U − 1, so for U ≥ 0,∑U
u=1
√

1/u ≤ 2
√

U. Hence, for U ≥ 0,
U∑

u=0

√
1

max {1, u}
≤ 2
√

U + 1.
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Using that in (A.63), we get that, on the good event,
K∑

k=1

tk+1−1∑
t=tk

((
P̃πk

tk − Pπk )
h̃π

k

tk

)
(Xt) ≤ D sp(r)

√
2κ1 log(κ2T )

S A + 2
∑

z

√
NT (z)

 (A.64)

≤ DS A sp(r)
√

2κ1 log(κ2T )

+ 2D sp(r)
√

2S Aκ1T log(κ2T ). (A.65)

Here, (A.65) follows from
∑

z
√

NT (z) ≤
√

S AT which is a consequence of Cauchy-Schwartz’s inequality.

Bound of the term 5k . First, observe that on the good event E(T ),(
g̃∗tk − g̃tk (π

k)
)

=
(
g̃∗tk − g̃tk (π

k)
)

1 {E(tk)} (A.66)

We obtain a standard martingale difference sequence (MDS). Denote {Ft} the filtration induced by the history of play. Then,
for t ≥ tk, the Markov property of system guarantees that

E
[
h̃π

k

tk (Xt+1)1 {E(tk)}
∣∣∣∣ Ft

]
= E

∑
y

1 {E(tk)} h̃π
k

tk (y)1 {Xt+1 = y}
∣∣∣∣ Ft

 (A.67)

= 1 {E(tk)}
∑
y

h̃π
k

tk (y)E
[
1 {Xt+1 = y} | Ft

]
(A.68)

= 1 {E(tk)}
∑
y

Pπk
(y|Xt)h̃π

k

tk (y) = 1 {E(tk)}
(
Pπk

h̃π
k

tk

)
(Xt). (A.69)

Above, (A.68) is obtained by Ftk -measurability of 1 {E(tk)} and h̃π
k

tk . Now, the MDS has terms almost surely bounded by

sp
(
1 {E(tk)} h̃π

k

tk

)
≤ D sp(r). (A.70)

By Azuma-Hoeffding’s inequality Lemma 15, we have
K∑

k=1

tk+1−1∑
t=tk

1 {E(tk)}
((

Pπk
h̃π

k

tk

)
(Xt) − h̃π

k

tk (Xt+1)
)
≤ D sp(r)

√
2T log(1/δ′) (A.71)

with probability 1 − δ′. Therefore, for all δ′ > 0, there is an event Eδ′ of probability at least 1 − δ′ such that, on E(T ) ∩ Eδ′ ,
we have

K′∑
k=1

t′k+1−1∑
t=t′k

((
Pπk

h̃π
k

tk

)
(Xt) − h̃π

k

tk (Xt+1)
)
≤ D sp(r)

√
2T log(1/δ′) (A.72)

Bound of the term 6k . We have, on the good event,

K∑
k=1

tk+1−1∑
t=tk

(
h̃π

k

tk (Xt+1) − h̃π
k

tk (Xt)
)

=

K∑
k=1

(
h̃π

k

tk (Xtk+1 ) − h̃π
k

tk (Xtk )
)

(A.73)

≤

K∑
k=1

sp
(
h̃π

k

tk

)
(A.74)

≤ KD sp(r) (A.75)

where (A.75) is because on the good event E(T ), sp(h̃π
k

t′k
) ≤ D sp(r). We finally ready to put everything together. Under the

good event, keeping only the terms in
√

T ,

Reg(T ) ≤ 2D sp(r)
√

2S Aκ1T log(κ2T ) + D sp(r)
√

2T log(1/δ′) + K′D sp(r) + o(
√

T ).

This finishes the proof of Theorem 3.
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B. The Regret of Exploration
B.1. The Regret of Exploration of Classical Algorithms: Proof of Theorem 1

Proof. Let M be any ergodic MDP with at least one sub-optimal state-action pair. A sub-optimal state-action x, a is such
that Q∗(x, a) < g∗. Because the algorithm L is consistent, it must use all sub-optimal state-actions infinitely often (see
for example (Burnetas & Katehakis, 1997) that shows that each sub-optimal state-action is visited at least K log(T ) times
in expectation, where K > 0). Since M is ergodic, if a sub-optimal state-action is used at time t, then the current policy
πt is also sub-optimal. Therefore, L samples from sub-optimal policies for infinitely many episodes, so the number of
exploration episodes is infinite. Let ∆g(M) := min {g∗(M) − g(π; M) : π ∈ Π s.t. g(π; M) < g∗(M)} the gain-gap of M and
let H := maxπ sp(h(π; M)) the worst bias span.

Recall that k(n) denotes the n-th exploration episode. Fix T ≥ 1 a horizon. We know by assumption on L that
P
{
tk(n)+1 − tk(n) → ∞

}
= 1, so there is a finite n(T ) such that

P
{
∀m ≥ n, tk(m)+1 − tk(m) ≥ T

}
≥ 1 −

1
1 + T

.

For short, denote E(m) the event above. Since tk(m) is a stopping time w.r.t. the natural filtration, we have

E
[
SReg(tk(m); tk(m) + T )

]
≥ E

[∑tk(m)+T−1

t=tk(m)

(
g∗(M) − g(πt; M) − sp(h(πt; M)1 {πt , πt−1})

)]
≥ ∆g · E

[
min

{
T, tk(m)+1 − tk(m)

}]
− H · E

[
1 + max

{
0, tk(m) + T − tk(m)+1

}]
.

By choice of n(T ), it is direct to check that we obtain that for all m ≥ n(T ),

E
[
SReg(tk(m); tk(m) + T )

]
≥

T 2

1 + T
∆g − 2H.

So, taking the limsup in m, we get RegExp(L,M; T ) ≥ T 2

1+T ∆g − 2H = Ω(T ). �

B.2. The Regret of Exploration of UCRL2-PT: a Proof

Convention on the use of constants. In the following, unless it is specifically precised that a constant is numerical, all
constants Csomething may depend on the DMDP; that is, on S , A, g∗(M), h∗(M) etc.

Along the proof, if the proof of a lemma doesn’t immediately follow its statement, it is proved separately further down.

The proof begins with the introduction of a good event which is different to the one used in the regret analysis. Because the
regret of exploration is a statement on the regret truncated to random time-windows [tk(n), tk(n) + T ], we need time-uniform
confidence intervals. Although, when one requires regret guarantees in expectation, confidence bounds must be of the form√

log(t)/Nt(z), the regret of exploration RegExp(T ) accounts for time-windows of lengths T , hence we only need the good
event to hold with probability 1 − 1

T . This means that we will be able to say that, with high probability, the confidence
intervals that the algorithm relies on are much larger the practical deviations between empirical and true mean rewards.4 We
rely on log(log(t)/δ) confidence intervals, see (Kaufmann & Koolen, 2021) for e.g. Let c, d > 0 given by Lemma 16. That
is, for all δ > 0 and all z ∈ Z, we have

P
{
∃t ≥ 1 : Nt(z) (r̂t(z) − rt(z))2 > c

(
log(d + log(t)) + log(1/δ)

)}
≤ δ.

Consider the family of good events:

E(T ) :=
{
∀z,∀t ≥ 1 : Nt(z) (r̂t(z) − rt(z))2 > c

(
log(d + log(t)) + log(S AT )

)
.
}

(B.1)

Then it appears clearly that P(E(T )) ≥ 1 − 1
T . On the good event, we can control the visit counts: transitions z ∈ supp(µπ∗)

are sampled linearly often while, for z < supp(µπ∗ ), Nt(z) = Θ(log(t)).

4Remember that to have regret guarantees in expectation, we set the confidence threshold of the algorithm as the time-dependent
δ(t) = 1

t . So, morally, the confidence intervals of the algorithm are designed to hold with probability 1 − 1
t → 1, while the required 1 − 1

T
is constant.
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Lemma 5 (Visit counts). There is a time-threshold tvisits : T 7→ tvisits(T ) and constants C∗visits,C
−
visits,C

+
visits > 0 such that,

provided that t ≥ tvisits(T ), on the good event E(T ),

(1) Nt(z) ≥ C∗visitst for z ∈ supp(µπ∗ );
(2) Nt(z) ≥ C−visits log(t) for z < supp(µπ∗ ); and
(3) Nt(z) ≤ C+

visits log(t) for z < supp(µπ∗ ).

Lemma 5 is proved later in this paper. According to Lemma 5, all transitions are visited logarithmically often, hence
optimistic quantity change at most at rate O( 1

log(t) ). Following this observation, we show that at the beginning of an
exploration episode k(n), the optimistic value of the optimal policy π∗ is close to g̃∗tk(n)

up to a factor of 1
log t on the good event.

That is, no policy have an optimistic value which is significantly larger than the optimistic value of π∗.
Lemma 6 (Good initialization of exploration episodes). There is a time-threshold tinit : T 7→ tinit(T ) such that for all T ≥ 1,
for all exploration episode k(n) ≥ tinit(T ) (i.e., πk−1 = π∗ and πk , π∗) and on the good event E(T ),

g̃tk(n) (π
∗) +

Cinit

log(tk(n))
≥ g̃∗tk(n)

.

Proof. We know that for some t ≥ tk(n) − S , g̃t(π∗) +
√
α log(t)/t ≥ g̃∗t , hence we only have to control by how much the

optimistic value g̃t(π∗) is subjected to change over S steps. We can further assume that transitions are visited at most once
over [t, tk]. Given that tk(n) ≥ tvisits(T ) + S (e.g., k(n) ≥ tvisits(T ) + S ) and on the good event E(T ), we have:

Nt(z) ≥ C−visits log(t)

for all z. We deduce that for all z, ∣∣∣r̂t(z) − r̂tk (z)
∣∣∣ ≤ 2(Ntk (z) − Nt(z))Rmax

Nt(z)
≤

2Rmax

C−visits log(t)
,

Similarly, the change in optimistic value
∣∣∣ξt(z) − ξtk (z)

∣∣∣ can be shown to be at most C
log(t) for some constant C > 0. Accordingly,

there exists a constant Cinit > 0 such that on the good event E(T ), we have

∀π,
∣∣∣g̃t(π) − g̃tk (π)

∣∣∣ ≤ Cinit

3 log(t)
.

If in addition, we have
√
α log(t)/t ≤ Cinit

3 log(t) , we conclude that g̃t(π∗) +
Cinit
log(t) ≤ g̃

∗
t by triangular inequality. This holds for t

large w.r.t. T on the good event E(T ). �

To some extent, Lemma 6 states that exploration episodes are “well-initialized”. By definition of the (PT)-rule, UCRL2-PT
only picks policies that are nearly-optimistically optimal. Therefore, if the difference of optimistic values ∆̃t(π∗; π) :=
g̃t(π∗) − g̃(π) increases quickly enough when sampling from the suboptimal policy π, one should expect UCRL2-PT to
switch back quickly to π∗ hence have small regret of exploration. This is the main line of the proof: On the time-window
[tk(n), tk(n) + T ], there is a threshold on the visits of transitions z < supp(µπ∗ ) beyond which a policy π such that z ∈ supp(µπ)
won’t be used by UCRL2-PT. This is formally described by Lemma 8, whose proof relies on the technical Lemma 7.

Below,Dh is the h-step difference operator on functions N→ R, i.e., for f : N→ R,Dh f is the function given by

(Dh f )(t) := f (t + h) − f (t). (B.2)

Lemma 7. There exist constants Cnoise,Cdrift,Cπ∗ > 0 and a non-decreasing function t0 : T 7→ t0(T ) such that, on E(T ), for
all T ≥ 1 and all t ≥ t0(T ), we have

∀π , π∗,∀h ≤ T, Dh

[
∆̃t(π∗; π)

]
(t) ≥ + Cdrift

∑
z∈supp(µπ )

z<supp(µπ∗ )

Nt+h(z) − Nt(z)
Nt(z)

−Cnoise

∑
z∈supp(µπ )

z<supp(µπ∗ )

√
(Nt+h(z) − Nt(z)) log(T )

Nt(z)

−Cπ∗ ·
h
√

t
,

provided that ∀z,∀h ≤ T,
∣∣∣∑h

i=0(Rt+i − r(z))1 {Zt+i = z}
∣∣∣ ≤ √

1
2 (Nt+h(z) − Nt(z)) log(S AT 3).
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Refer to the dedicated section for a proof of Lemma 7. In the lower bound of Dh[∆̃t(π∗; π)](t), the dominant terms are
a drift term and a noise term. The drift term is obtained by the decrease of the confidence bonus ξt(z) associated to
z ∈ supp(µπ) \ supp(µπ∗) that has to compensate for a noise term that originates from the rewards gathered within the time
range [t, t + h]. Interestingly, for small time range h, the drift term may be small in front of its noisy counterpart. When
Nt+h(z) − Nt(z) grows large however, the noise eventually becomes small in front of the drift and ∆t(π∗; π) overall increases
over time. This is be observed experimentally, see Figure 4.

From this lower bound, we can derive the following more practical result.

Lemma 8. There is a time-threshold texp : T 7→ texp(T ) and a constant Cexp > 0 satisfying the following property: For all
T ≥ 1 and all n ≥ texp(T ), there exists En(T ) a probability 1 − 2

T event on which, for all h ∈ [0,T ], if πtk(n)+h , π
∗,

∃z ∈ supp(µπ) \ supp(µπ∗ ), Ntk(n)+h(z) − Ntk(n) (z) ≤ Cexp(1 + log(T )).

Proof. To start off, remark that Lemma 7 ask for the condition on collected rewards:

∀z,∀h ≤ T,
∣∣∣∣∣∑h

i=0
(Rtk(n)+i − r(z))1

{
Ztk(n)+i = z

}∣∣∣∣∣ ≤
√

1
2

(Nt+h(z) − Nt(z)) log(S AT 3). (B.3)

If tk(n) where to be changed to a constant t, the above would hold with probability 1 − 1
T following a standard union bound

on z, on h ≤ T , and on the possible values for Nt+h(z) − Nt(z), then applying Azuma-Hoeffding’s inequality. But because tk(n)
is a stopping time and (B.3) only depends on what happens after tk(n), the Markov property guarantees that (B.3) holds with
probability 1 − 1

T , even though tk(n) is random.

Now, we set
En(T ) := E(T ) ∩ (B.3) (B.4)

which is of probability at least 1 − 2
T .

We are searching for a sufficient condition under which (∗)Dh[∆̃t(π∗; π)](t) ≥ 2Cinit
log(t) for a given π , π∗. Fix T ≥ 1 and restrict

the attention to the good event En(T ). Pick t ≥ t0(T ) and denote Xπ := supp(µπ) \ supp(µπ∗) for short. By Lemma 7, to
achieve (∗), it is enough to have

Cdrift

∑
z∈Xπ

Nt+h(z) − Nt(z)
Nt(z)

≥ Cnoise

∑
z∈Xπ

√
(Nt+h(z) − Nt(z)) log(T )

Nt(z)
+

2Cinit

log(t)
+

Cπ∗h
√

t
(B.5)

By taking t large in front of h ≤ T , we have Cπ∗h/
√

t ≤ Cinit/ log(t), hence we can simplify the condition to the sufficient
one:

Cdrift

∑
z∈Xπ

Nt+h(z) − Nt(z)
Nt(z)

≥ Cnoise

∑
z∈Xπ

√
(Nt+h(z) − Nt(z)) log(T )

Nt(z)
+

3Cinit

log(t)
(B.6)

Now, we replace the visit counts by the estimates given by Lemma 5. We derive the sufficient condition:

Cdrift

∑
z∈Xπ

Nt+h(z) − Nt(z)
C+

visits log(t)
≥ Cnoise

∑
z∈Xπ

√
(Nt+h(z) − Nt(z)) log(T )

C−visits log(t)
+

3Cinit

log(t)
(B.7)

By Cauchy-Schwartz’s inequality, we have

∑
z∈Xπ

√
Nt+h(z) − Nt(z) ≤

√
S

∑
z∈Xπ

(Nt+h(z) − Nt(z)), (B.8)

Therefore, rearranging terms, a sufficient condition to (∗) is

∑
z∈Xπ

(Nt+h(z) − Nt(z)) ≥
CnoiseC+

visits

√
S log(T )

CdriftC−visits

√∑
z∈Xπ

(Nt+h(z) − Nt(z)) +
3CinitC+

visits

Cdrift
(B.9)
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Again, it is enough for
∑

z∈Xπ (Nt+h(z) − Nt(z)) to be greater than twice of each of the right-hand terms. Simple algebra leads
to the sufficient condition: ∑

z∈Xπ

(Nt+h(z) − Nt(z)) ≥
(

2CnoiseC+
visits

CdriftC−visits

)2

S log(T ) +

(
6CinitC+

visits

Cdrift

)2

. (B.10)

Taking the worst of the two constants above, we get a condition of the form:∑
z∈Xπ

(Nt+h(z) − Nt(z)) ≥ C′exp
(
1 + log(T )

)
. (B.11)

To conclude the proof, we couple this sufficient condition with the good-initialization property of Lemma 6. Choose t = tk(n)
the start-time of an exploration episode with n large enough. On the good event E(T ), we know that ∆̃tk(n) (π

∗; π) ≥ − Cinit
log(tk(n))

.
So if addition (B.11) holds, then

∆̃tk(n)+h(π∗; π) ≥
Cinit

log(tk(n))
(B.12)

which is larger than
√
α log(tk(n))/tk(n) if tk(n) is large enough. Therefore, we deduce that on the good event En(T ), for

h ∈ [0,T ] with tk(n) large enough, if πtk(n)+h , π∗ then, there must be a h − S ≤ h′ ≤ h such that ∆̃tk(n)+h′(π∗; π) ≤√
α log(tk(n))/tk(n) < Cinit/ log(tk(n)), hence (B.11) cannot hold, i.e.,∑

z∈Xπ

(
Ntk(n)+h(z) − Ntk(n) (z)

)
≤ S + C′exp(1 + log(T )). (B.13)

Setting Cexp = S + C′exp, we get that, there must exists z ∈ supp(µπ) such that

Nt+h(z) − Nt(z) ≤ Cexp(1 + log(T )). (B.14)

This proves the claim. �

This lemma states that, starting from an exploration episode k(n), iterating from a suboptimal policy necessarily implies
that one of its recurrent transition has been limitedly sampled since tk(n). This result is key to bound the number of times
suboptimal policies can be sampled from in the time-window [tk(n), tk(n) + T ]. The issue is that iterating a policy doesn’t
implies that we immediately sample from the sub-sampled transition z in the above lemma. To address that, we link the
number of times a transition belongs to the optimal cycle of the exploration policy to its actual visit count:

Lemma 9 (Strong Laziness). Let z a transition and denote mh(z) the number of times over [tk(n), tk(n) + h] when z is a
recurrent transition of the exploration policy, i.e., mh(z) is the cardinal of

{
i ∈ [tk(n), tk(n) + h] : z ∈ supp(µπi )

}
. Then

Ntk(n)+h(z) − Ntk(n) (z) ≥
mh(z)

2S
− 1. (B.15)

We can finally establish the result on the regret of exploration, starting by bounding the number of times the exploration
policy can be suboptimal over [tk(n), tk(n) + T ]. Applying Lemma 8 and Lemma 10 in tandem, we see that for h ∈ [0,T ], if
πtk(n)+h , π

∗, then there is some z ∈ supp(µπ) such that

mh(z) ≤ 2S (1 + Cexp log(T )). (B.16)

Now, introduce the variant quantity:

ϕ(h) :=
∑

z<supp(µπ∗ )

∣∣∣1 + mh(z) − 2S (2 + S + C log(T )
∣∣∣
+
. (B.17)

On the good event En(T ), (1) ϕ > 0 on [0,T ], and (2) if πt+h , π
∗, ϕ(h + 1) ≤ ϕ(h) − 1. We deduce that the number of times

UCRL2-PT can sample from a suboptimal policy in [0,T ] is bounded above by ϕ(0). Specifically,∣∣∣∣{h ∈ [0,T ] : πtk(n)+h , π
∗
}∣∣∣∣ ≤ 2S 2A(1 + Cexp log(T )). = O(log(T )). (B.18)
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To link the visit counts to the expected regret, we rely on the notion of gap-regret. Introducing the Bellman-gaps
∆∗(x, a) := h∗(x) + g∗(x) − r(x, a) − 〈p(x, a), h∗〉, the gap-regret from t = a to b is given by

GapReg(a; b) :=
b−1∑
i=a

∆∗(Zi) =
∑
z∈Z

(Nb(z) − Na(z)) ∆∗(z). (B.19)

The name is given by the fact that ∆∗(x, a) can be interpreted as by how much picking action a from state x is suboptimal.
We can actually show that for all stopping time τ and T ≥ 1, we have E[Reg(τ; τ + T )] ≤ sp(h∗) + E[GapReg(τ; τ + T )].
Now, on En(T ),

GapReg
(
tk(n); tk(n) + T

)
≤

∑
z<supp(µπ∗ )

(
Ntk(n)+T (z) − Ntk(n) (z)

)
∆∗(z) (B.20)

≤

∣∣∣∣{h ∈ [0,T ] : πtk(n)+h , π
∗
}∣∣∣∣ ·max

z
∆∗(z) (B.21)

≤ 2S 2A(1 + Cexp log(T )) ·max
z

∆∗(z). (B.22)

Moreover, because the MDP is deterministic with at most S states, we have ∆∗(z) ≤ S for all z, that can be used to bound
maxz ∆∗(z) in the above. Also, it implies that GapReg(tk(n); tk(n) + T ) ≤ S T a.s.. Overall E[GapReg(tk(n); tk(n) + T )] ≤
S + 2S 3A(1 + Cexp log(T )). So, because tk(n) is a stopping time,

E
[
Reg(tk(n); tk(n) + T )

]
≤ S + E

[
GapReg(tk(n); tk(n) + T )

]
(B.23)

= O(log(T )). (B.24)

This holds for all n large enough w.r.t. T . Hence RegExp(T ) = O(log(T )).
Remark 2. The proof actually provides a high probability upper bound of the regret on [tk(n), tk(n) + T ] when n grows large.

B.3. Laziness and Proof of Lemma 9

Lemma 10 (Weak Laziness). Let π a policy. If π is iterated m times over a time-window [t, t + h] (i.e., {i ∈ [t, t + h], πi = π}
is of cardinality m), then

z ∈ supp(µπ), Nt+h(z) − Nt(z) ≥
m
2S
− 1. (B.25)

Proof. Let K(π) the episodes over [t, t + h − 1] where the current policy is π. In abuse of notations, denote tk, tk+1 − 1 the
respective beginning and ending time-instants of episode k truncated to [t, t + h]. Let z ∈ supp(µπ). We have:

Nt+h(z) − Nt(z) =
∑t+h−1

i=t
1 {Zi = z} (B.26)

≥
∑

k∈K(π)

∑tk+1−1

i=tk
1 {Zi = z} (B.27)

≥
∑

k∈K(π)

1
2

max
z′∈supp(µπ)

∑tk+1−1

t=tk
1
{
Zi = z′

}
− 1 (B.28)

≥
∑

k∈K(π)

tk+1 − tk
S

− 1 (B.29)

=
m
2S
− 1 (B.30)

where the second inequality relies on the laziness rule. This proves the result. �

Lemma 9 (Strong Laziness) Let z a transition and denote mh(z) the number of times over [tk(n), tk(n) + h] when z is a
recurrent transition of the exploration policy, i.e., mh(z) is the cardinal of

{
i ∈ [tk(n), tk(n) + h] : z ∈ supp(µπi )

}
. Then

Ntk(n)+h(z) − Ntk(n) (z) ≥
mh(z)

2S
− 1. (B.31)
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Proof. The proof is mostly the same as the one of Lemma 10. For short, denote t = tk(n). Let K(z) the episodes over
[t, t + h − 1] where z ∈ supp(µπ` ). In abuse of notations, denote t`, t`+1 − 1 the respective beginning and ending time-instants
of episode ` truncated to [t, t + h]. Let z ∈ supp(µπ). We have:

Nt+h(z) − Nt(z) =
∑t+h−1

i=t
1 {Zi = z} (B.32)

≥
∑

`∈K(z)

∑t`+1−1

i=t`
1 {Zi = z} (B.33)

≥
∑

`∈K(z)

1
2

max
z′∈supp(µπ` )

∑t`+1−1

t=t`
1
{
Zi = z′

}
− 1 (B.34)

≥
∑

`∈K(z)

t`+1 − t`
S

− 1 (B.35)

=
mh(z)

2S
− 1 (B.36)

where the second inequality relies on the laziness rule. �

B.4. Proof of Lemma 5

We establish the following claim:

Lemma 5 There is a time-threshold tvisits : T 7→ tvisits(T ) such that, provided that t ≥ tvisits(T ), on the good event E(T ),

(1) Nt(z) ≥ C∗visitst for z ∈ supp(µπ∗ );
(2) Nt(z) ≥ C−visits log(t) for z < supp(µπ∗ ); and
(3) Nt(z) ≤ C+

visits log(t) for z < supp(µπ∗ ).

These are not established in order; We start with (3), then use it to prove (1) and finally establish (2). Remark first that E(T )
provides deviations of r̂t(z) of order

√
log(log(t))/Nt(z) that are asymptotically smaller than the optimism ξt(z) given by√

κ1 log(κ2t)/Nt(z). Therefore, there is a time-threshold topt : T 7→ Topt(T ) such that, on E(T ),

∀t ≥ topt(T ),∀π, g̃t(π) ≥ g(π). (B.37)

In other word, beyond topt(T ), optimistic values are indeed optimistic.

Now, fix T ≥ 1.

Proof of (3) Step 1: If πt , π
∗, then Nt(z) ≤ C+

visits log(t).

We show first that there are constants C1,C2 such that, on the good event E(T ), if πt is suboptimal policy π, then there
is z ∈ supp(µπ) such that Nt(z) ≤ C1 + C2 log(t). So, let π a suboptimal policy and assume that πt = π for some
t ≥ topt(T ) + S . Then, there is t′ = t − h with h ≤ S , (PT) holds, i.e., we have g̃t′(π) ≥ g̃t′(π∗) −

√
α log(t′)/t′. So

g̃t′ (π) − g(π) ≥ g̃t′ (π∗) − g(π) −
√
α log(t′)/t′. But on the good event E(T ), g̃t′ (π∗) ≥ gπ∗ and g̃t′ (π) ≥ gπ, see (B.37). From it

follows that, on E(T ),

g̃t′ (π) − g(π) ≥ ∆(π∗; π) −

√
α log t′

t′
. (B.38)

For t large enough (for example t ≥ 16α2

∆(π∗;π)4 + S ), holds that
√
α log(t′)/t′ ≤ 1

2 ∆(π∗; π) for all suboptimal π. Also, using that
r̃t′ ≤ r + 2ξt′ on the E(T ), the above equation takes the alternative form:

1
2

∆(π∗; π). ≤ 〈µπ, r̃t′ − r〉 ≤ 〈µπ, r + 2ξt′ − r〉 = 2 〈µπ, ξt′〉 (B.39)

The size of the support of µπ is at most S . So there is z ∈ supp(µπ) such that 1
4S ∆(π∗; π) ≤ µπ(z)ξt′ (z) ≤ ξt′ (z). Unfolding the

expression of ξt′ , we get √
κ1 log(κ2t′)

Nt′ (z)
≥

∆(π∗; π)
4S
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Rearranging terms yields that, on the good event, for t ≥ 16α2

∆(π∗;π)4 + S ,

Nt′ (z) ≤
16S 2κ1

∆(π∗; π)2 · log(κ2t′) ≤
16S 2κ1

∆2
min

· log(κ2t′)

The derivative of t 7→ log(κ2t) vanishes and t − S ≤ t′ ≤ t, so up to choosing t large enough, we can change the bound to
C1 + 16S 2κ1∆−2

min log(κ2t).

We have established the following: There exists C1,C2 > 0 such that, provided that t is large enough (w.r.t. T ), if πt , π
∗,

then there is z ∈ supp(µπt ) such that, on E(T ),

Nt(z) ≤ C1 + C2 log(t). (B.40)

Up to increasing C1, we can assume that this holds for all t.

Proof of (3) Step 2: If z < π∗, then Nt(z) ≤ C+
visits log(t).

Continuing with the proof, introduce the quantity:

ψt(i) :=
∑

z∈Z

∣∣∣[1 + C1 + C2 log(t)
]
− Ni(z)

∣∣∣
+

(B.41)

We see that if πi , π
∗ for i ≤ t, then ψt(i) > 0. Denote Λ−(t) := {i ≤ t : πi , π

∗} the (ordered) collection of timesteps where
the current policy is suboptimal. The key observation is that every 2S consecutive elements of Λ−(t), we complete a turn of
a suboptimal policy, hence ψt(·) decreases by at least one. Therefore, |Λ−(t)| ≤ 2S · S A · (1 + C1 + C2 log(t)) on the good
event E(T ). Hence, for all z < π∗, on E(T ),

Nt(z) ≤ |Λ−(t)| ≤ 2S 2A(1 + C1) + 2S 2AC2 log(t). (B.42)

Proof of (3) Step 3: If z < supp(µπ∗ ), then Nt(z) ≤ C+
visits log(t).

We want to extend this to a bound on Nt(z) for z ∈ π∗ \ supp(µπ∗) as well. By definition of the rule of a change of episode,
the optimal policy changes from an episode to another Because every consecutive optimal episodes must be intertwined
with at least one suboptimal episode, the total number of episodes K is bounded by 2 |Λ−(t)|. Now, fix z ∈ π∗ \ supp µπ∗ . Fix
t ≥ T (α) and denote K the set of episodes in [1, t]. Let K+ :=

{
k ∈ K : πk = π∗

}
and K−(z) :=

{
k ∈ K : z ∈ πk , π∗

}
. For all

k ∈ K−(z), there is some zk ∈ supp πk such that Ntk+1 (zk) − Ntk (zk) ≥ 1 + Ntk+1 (z) − Ntk (z). Now,

Nt(z) =
∑

k∈K+

∑tk+1−1

i=tk
1 {Zi = z} +

∑
k∈K−(z)

∑tk+1−1

i=tk
1 {Zi = z} (B.43)

≤
∑

k∈K+

1 +
∑

k∈K−(z)

(
1 +

∑tk+1−1

i=tk
1 {Zi = zk}

)
(B.44)

≤ |K| +
∑

k∈K−(z)

∑
z′<π∗

∑tk+1−1

i=tk
1
{
Zi = z′

}
(B.45)

≤ |K| +
∑
z′<π∗

Nt(z′) (B.46)

that we bound accordingly by
Nt(z) ≤ 3 |Λ−(z)| ≤ 6S 2A(1 + C1) + 6S 2AC2 log(t) (B.47)

where C2 = 16∆−2
minS 2κ1. By choosing t large enough, the bound is converted to Nt(z) ≤ 12S 2AC2 log(t).

Proof of (1)

In the previous (3), we have shown that Λ−(t) := {i ≤ t : πi , π
∗} is of cardinality at most 2S 2A(1 + C1 + C2 log(t)) on the

good event E(T ). By choosing t large enough, we deduce that Λ−(t) is of cardinality at most 4S 2AC2 log(t) ≤ 1
2 t on E(T ).

Therefore, π∗ is iterated at least 1
2 t times over [1, t]. By Lemma 10,

∀z ∈ supp(µπ∗ ), Nt(z) ≥ 1
4S t. (B.48)
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Proof of (2)

Assume that we are on the good event E(T ) with t large. Following what have been said in the proof of (1), π∗ is used at least
1
2 t times over [1, t]. So, there exists t′ ≥ 1

2 t such that πt′ = π∗. By definition, (PT) holds for some t′ − h with h ≤ S , i.e.,

g̃∗t′−h − g̃t′−h(π∗) ≤

√
α log(t′ − h)

t′ − h
. (B.49)

Up to choosing t large enough, we can assume that t′′ := t′ − h ≥ 1
3 t. We can t′′ large as well, since t is. So, for all

z ∈ supp(µπ∗), Nt′′(z) ≥ 1
12S t. So at time t′′, the optimistic value of π∗ (which is also close to g̃∗t ) is close to the true value

g(π∗). More precisely,

g̃∗t′′ ≤ g̃t′′ (π∗) +

√
α log(t′′)

t′′ = 〈µπ∗ , r̂t′′ + ξt′′〉 +

√
α log(t′′)

t′′ (B.50)

≤ 〈µπ∗ , r〉 + 2 〈µπ∗ , ξt′′〉 +

√
α log(t′′)

t′′ (B.51)

≤ g(π∗) + 2
∑

z∈supp(µπ∗ )
µπ∗ (z)

√
κ1 log(κ2t′′)

Nt′′ (z)
+

√
α log(t′′)

t′′ (B.52)

≤ g(π∗) + 6
√

S
t′′ κ1 log(κ2t′′) +

√
α log(t′′)

t′′ (B.53)

so g̃∗t′′ ≤ g(π∗) + 1 when t′′ (so t) is large enough. Now, we use the fact that ξt(z) is way larger that it needs to be on E(T ).
Let z < supp(µπ∗ ). There exists π such that z ∈ supp(µπ) by communicativity of the DMDP. Moreover, on E(T ),

g̃t′′ (π) = 〈µπ, r̃t′′〉 (B.54)

≥ g(π) +
∑

z′
µπ(z′)

∣∣∣r̂t′′ (z′) − r(z′)
∣∣∣ +

∑
z′
µπ(z′)ξt′′ (z′) (B.55)

≥ g(π) −
∑

z′
µπ(z′)

√
c log(S AT (d + log(t′′)))

Nt′′ (z′)
+

∑
z′
µπ(z′)

√
κ1 log(κ2t′′)

Nt′′ (z′)
(B.56)

≥ g(π) +
1
2

∑
z′
µπ(z′)

√
κ1 log(κ2t′′)

Nt′′ (z′)
(B.57)

where the last inequality is holds when log(κ2t′′) is large in front of log(S AT (d + log(t′′))). Together, we get

µπ(z)

√
κ1 log(κ2t′′)

Nt′′ (z)
≤ 2 + 2∆(π). (B.58)

Solve in Nt′′ (z), we end up with

Nt(z) ≥ Nt′′ (z) ≥
κ1 log(κ2t′′)

4µπ(z)2(1 + ∆(π))2 ≥ C +
κ1 log(κ2t)

8S 2(1 + ∆(π))2

for some constant C, independent of t. Therefore, on the good event, visit counts are Ω(log(t)), finally proving the claim.

B.5. Proof of Lemma 7

This section is dedicated to the proof of:

Lemma 7 There exist constants Cnoise,Cdrift,Cπ∗ > 0 and a non-decreasing function t0 : T 7→ t0(T ) such that, on E(T ), for
all T ≥ 1 and all t ≥ t0(T ), we have

∀π , π∗,∀h ≤ T, Dh

[
∆̃t(π∗; π)

]
(t) ≥ + Cdrift

∑
z∈supp(µπ )

z<supp(µπ∗ )

Nt+h(z) − Nt(z)
Nt(z)

−Cnoise

∑
z∈supp(µπ )

z<supp(µπ∗ )

√
(Nt+h(z) − Nt(z)) log(T )

Nt(z)

−Cπ∗ ·
h
√

t
,

28



The Regret of Exploration in RL

provided that ∀z,∀h ≤ T,
∣∣∣∑h

i=0(Rt+i − r(z))1 {Zt+i = z}
∣∣∣ ≤ √

1
2 (Nt+h(z) − Nt(z)) log(S AT 3).

This result is based on an explicit lower bound on the optimistic gap deviations.

Lemma 11 (Optimistic Gap Deviations). For all policy π, the h-step deviations of the optimistic gap ∆̃t(π∗; π) := g̃t(π∗)−g̃t(π),
that is, [Dh∆̃t(π∗; π)](t), is lower bounded by:

+
∑

z∈supp µπ∗
(µπ∗ (z) − µπ(z))

∑h
i=1(Rt+i − r(z))1 {Zt+i = z}

Nt+h(z)
I Stochastic Revision

on Optimal Cycle

−
∑

z∈supp µπ∗
|µπ∗ (z) − µπ(z)|

(Nt+h(z) − Nt(z)) |r̂t(z) − r(z)|
Nt(z)

II Initial Error Drift
on Optimal Cycle

−
∑

z∈supp µπ∗
|µπ∗ (z) − µπ(z)|

(Nt+h(z) − Nt(z))
√
κ1 log(κ2(t + h))

2Nt(z)3/2 III Optimism Drift
on Optimal Cycle

+
∑

z<supp µπ∗
µπ(z)

∑h
i=1(r(z) − Rt+i)1 {Zt+i = z}

Nt+h(z)
IV Stochastic Revision

on Subtopt. Transitions

+
∑

z<supp µπ∗
µπ(z)

(Nt+h(z) − Nt(z)) |r̂t(z) − r(z)|
Nt(z)

V Initial Error Drift
on Subtopt. Transitions

+
∑

z∈supp µπ∗
µπ(z)

(Nt+h(z) − Nt(z))
√
κ1 log(κ2(t + h))

2Nt(z)3/2 VI Optimism Drift
on Subtopt. Transitions

−
∑

z
µπ(z)

√
κ1

Nt(z)
·

h

2t
√

log(κ2t)
VII Logarithmic Drift

Proof of Lemma 11. Recall that g̃t(π) = 〈µ(π), r̂t + ξt〉, hence we have

∆̃t(π∗; π) = ∆(π∗; π) +
[
ĝt(π∗) − g(π∗)

]︸             ︷︷             ︸
1

+
[
g(π) − ĝt(π)

]︸          ︷︷          ︸
2

+ 〈µ(π∗), ξt〉︸     ︷︷     ︸
3

+ 〈µ(π),−ξt〉︸      ︷︷      ︸
4

(B.59)

It is easy to see thatDh is a linear operator on N→ R, i.e., commute with addition and scalar multiplication. Therefore,

[Dh∆̃t(π∗; π)](t) =
[
Dh 1

]
(t) +

[
Dh 2

]
(t) +

[
Dh 3

]
(t) +

[
Dh 4

]
(t). (B.60)

Rewriting 1 . First, remark that if {Ui} are random variables with sums S n := U1 + · · ·+Un and empirical means Ûn := 1
n S n,

then we have the identity Ûn+m − Ûn = 1
n+m

(∑m
i=1 Un+i − mÛn

)
. We will rely on this to rewrite r̂t+h(z) − r̂t(z).

By linearity ofDh,[
Dh 1

]
(t) :=

[
Dh(ĝt(π∗) − g(π∗))

]
(t)

= 〈µ(π∗), [Dh(r̂t − r)](t)〉

=
∑

z

µπ∗ (z)[Dh(r̂t(z) − r(z))](t)

=
∑

z

µπ∗ (z)
∑h

i=1(Rt+i − r(z))1 {Zt+i = z}
Nt+h(z)

−
(Nt+h(z) − Nt(z))(r̂t(z) − r(z))

Nt+h(z)


≥

∑
z

µπ∗ (z)
∑h

i=1(Rt+i − r(z))1 {Zt+i = z}
Nt+h(z)

−
(Nt+h(z) − Nt(z)) |r̂t(z) − r(z)|

Nt(z)

 .

Rewriting 2 . Here, also notice that if {Ui} are random variables with sums S n := U1 + · · · + Un and empirical means
Ûn := 1

n S n, then we have the other identity Ûn+m− Ûn = 1
n

(∑m
i=1 Un+i − mÛn+m

)
. We will rely on this to rewrite r̂t+h(z)− r̂t(z).
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With the same calculations,[
Dh 2

]
(t) :=

[
Dh(g(π) − ĝt(π))

]
(t)

≥
∑

z

µπ(z)
∑h

i=1(r(z) − Rt+i)1 {Zt+i = z}
Nt+h(z)

−
(Nt+h(z) − Nt(z)) |r(z) − r̂t(z)|

Nt+h(z)

 .

Rewriting 3 . Recall that ξt(z) :=
√
κ1 log(κ2t)/Nt(z). Therefore,

[
Dh 3

]
(t) = 〈µ(π∗), ξt+h − ξt〉 =

∑
z
µπ∗ (z)


√
κ1 log(κ2(t + h))

Nt+h(z)
−

√
κ1 log(κ2t)

Nt(z)


=

∑
z
µπ∗ (z)

(√
κ1 log(κ2(t + h))

(
1

√
Nt+h(z)

−
1

√
Nt(z)

)
+

√
κ1

Nt(z)

( √
log(κ2(t + h)) −

√
log(κ2t)

) )
≥

∑
z
µπ∗ (z)

√
κ1 log(κ2(t + h))

(
1

√
Nt+h(z)

−
1

√
Nt(z)

)
≥ −

∑
z
µπ∗ (z)

√
κ1 log(κ2(t + h)) ·

Nt+h(z) − Nt(z)
2Nt(z)3/2

where for the last inequality, we’ve used that [Dht−1/2](n) ≥ − 1
2 hn−3/2.

Rewriting 4 . Similarly,

[
Dh 4

]
(t) = 〈µ(π∗), ξt − ξt+h〉 =

∑
z
µπ(z)


√
κ1 log(κ2t)

Nt(z)
−

√
κ1 log(κ2(t + h))

Nt+h(z)


=

∑
z
µπ(z)

(√
κ1 log(κ2(t + h))

(
1

√
Nt(z)

−
1

√
Nt+h(z)

)
+

√
κ1

Nt(z)

( √
log(κ2t) −

√
log(κ2(t + h))

) )
≥

∑
z
µπ(z)

√κ1 log(κ2(t + h)) ·
Nt+h(z) − Nt(z)

2Nt+h(z)3/2 −

√
κ1

Nt(z)
·

h

2t
√

log(κ2t)


To end the proof of Lemma 11, group terms within two groups: when z ∈ supp(µπ∗ ) and when z ∈ supp(µπ) \ supp(µπ∗ ). �

Proof of Lemma 7. Fix T ≥ 1. Let t large enough, and introduce

Et :=

∀z,∀h ≤ T :
∣∣∣∣∣∑h

i=0
(Rt+i − r(z))1 {Zt+i = z}

∣∣∣∣∣ ≤
√

1
2

(Nt+h(z) − Nt(z)) log(S AT 3)

 (B.61)

Focusing on what happens on E(T ), we see that if t ≥ tvisits(T ), then for all z ∈ supp(µπ∗), Nt(z) ≥ C∗visitst, see Lemma 5.

Hence, we immediately see that terms I II III and VII are of order

O

 √
h log(T )

t
+

h
t

 = O
(

h
√

t

)
on Et ∩ E(T ) when t is large w.r.t. T . This accounts for the term Cπ∗

h
√

t
in the final bound.

We are left with the stochastic revision, the initial error drift and the optimism drift on suboptimal transitions.

30



The Regret of Exploration in RL

On Et, the stochastic revision term is upper bounded as

IV ≥ −
∑

z<supp(µπ∗ )
µπ(z)

∣∣∣∣∣∣
∑h

i=1 (r(z) − Rt+i) 1 {Zt+i = z}
Nt+h(z)

∣∣∣∣∣∣ (B.62)

≥ −
∑

z<supp(µπ∗ )
µπ(z)

√
1
2 (Nt+h(z) − Nt(z)) log(S AT 3)

Nt(z)
(B.63)

≥ −C′noise

∑
z∈supp(µπ )

z<supp(µπ∗ )

√
(Nt+h(z) − Nt(z)) log(T )

Nt(z)
(B.64)

for some constant Cnoise > 0.

Then there is the optimism drift term, that we lower bound using the visit count lemma Lemma 5 to upper bound Nt(z) when
z < supp(µπ∗ ). Specifically, on E(T ), we have

V ≥
∑

z<supp(µπ∗ )
µπ(z)

(Nt+h(z) − Nt(z))
√
κ1 log(κ2(t + h))

2Nt(z)3/2 (B.65)

≥
∑

z<supp(µπ∗ )
µπ(z)

(Nt+h(z) − Nt(z))
√
κ1 log(κ2(t + h))

2Nt(z)
√

C+
visits log(t)

(B.66)

≥ C′drift

∑
z∈supp(µπ )

z<supp(µπ∗ )

Nt+h(z) − Nt(z)
Nt(z)

(B.67)

for some constant C′drift > 0. And finally there is the initial error drift term, that we show to be negligible on the good event
E(T ). That is:

V ≥ −
∑

z<supp(µπ∗ )
µπ(z)

(Nt+h(z) − Nt(z)) |r̂t(z) − r(z)|
Nt(z)

(B.68)

≥ −
∑

z<supp(µπ∗ )
µπ(z)

(Nt+h(z) − Nt(z))
√

c log(T (d + log(t)))

Nt(z)
√

Nt(z)
(B.69)

≥ −
∑

z<supp(µπ∗ )
µπ(z)

(Nt+h(z) − Nt(z))
√

c log(T (d + log(t)))

Nt(z)
√

C+
visits log(t)

(B.70)

≥ −
1
2

C′drift

∑
z∈supp(µπ )

z<supp(µπ∗ )

Nt+h(z) − Nt(z)
Nt(z)

. (B.71)

The last inequality follows from the fact that c log(T (d + log(t))) is negligible in front of C+
visits log(t) when t is large enough.

Setting Cdrift := C′drift/2, we obtain the claim. �

C. Auxiliary Results
C.1. Controling Gain Variations

Lemma 12. Let P1, P2 two transition kernels over S, let r1, r2 ∈ R
S two reward vectors. Denote gi := lim 1

T
∑T−1

t=0 Pt
iri the

associated gain, and hi := lim
∑T−1

t=0 Pt
i(ri − gi) the associated bias. If g1 is a constant vector, then for all x ∈ S,

|g1(x) − g2(x)| ≤ ‖r1 − r2‖∞ + 2 sp(h1) ‖P1 − P2‖1 . (C.1)

Proof. Denote ex the vector of RS such that ex(y) = 1 {x = y}. Unfolding the definition of the gain, we have

g1(x) − g2(x) = lim
T→∞

ex ·
1
T

T−1∑
t=0

(
Pt

1 − Pt
2

)
rπ

 + lim
T→∞

ex ·
1
T

T−1∑
t=0

Pt
2 (r1 − r2)

 . (C.2)

Following Hölder’s inequality, the right-hand term is bounded as∣∣∣∣∣∣∣ lim
T→∞

ex ·
1
T

T−1∑
t=0

Pt
2 (r1 − r2)


∣∣∣∣∣∣∣ ≤

∥∥∥∥∥∥∥ex · lim
T→∞

1
T

T−1∑
t=0

Pt
2

∥∥∥∥∥∥∥
1

‖r1 − r2‖∞ ≤ ‖r1 − r2‖∞ . (C.3)
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We are left with the left term lim[ex ·
1
T
∑T−1

t=0 (Pt
1 − Pt

2)r1]. Introduce b ∈ RS the bonus value defined as follows:

b(x) := 2 sp(h2) ‖P1(·|x) − P2(·|x)‖1 . (C.4)

Let us show by induction on T that for all T ≥ 0,

T−1∑
t=0

Pt
1r1 ≤

T−1∑
t=0

Pt
2(r1 + b) (C.5)

] where the inequality is meant componentwise. This is obvious for T = 0. For the induction case, one have

T∑
t=0

Pt
1r1 −

T∑
t=0

Pt
2(r1 + b) = −b + P1

T−1∑
t=0

Pt
1r1 − P2

T−1∑
t=0

Pt
2(r1 + b) (C.6)

= −b + P2

T−1∑
t=0

Pt
1r1 −

T−1∑
t=0

Pt
2(r1 + b)

 + (P1 − P2)
T−1∑
t=0

Pt
1r1 (C.7)

≤ −b + (P1 − P2)
T−1∑
t=0

Pt
1r1 (C.8)

where the last inequality follows by induction. Let J1(T ) the vector which x-th coordinate is J1(x,T ) := ex ·
∑T−1

t=0 Pt
1r1.

Because P1(·|x) and P2(·|x) are probability vectors, for all scalar λ ∈ R and writing e the vector whose components are all 1s,
we have

(P1(·|x) − P2(·|x)) (J1(T ) + λe) = (P1(·|x) − P2(·|x)) J1(T ). (C.9)

Thus, choosing λ := −miny∈S J1(y,T ), we get∣∣∣∣∣∣∣ex · (P1 − P2)
T−1∑
t=0

Pt
1r1

∣∣∣∣∣∣∣ = |(P1(·|x) − P2(·|x)) (J1(T ) + λe)| (C.10)

≤ ‖P1(·|x) − P2(·|x)‖1 · ‖J1(T ) + λe‖∞ (C.11)
= ‖P1(·|x) − P2(·|x)‖1 · sp(J1(T )). (C.12)

We then link the span of the cumulative score J1(T ) to the span of the bias. By Bellman’s identity, for all state x,
r1(x) = g1(x) + h1(x) − P1(·|x)h1. By induction, one checks that

T−1∑
t=0

Pt
1r1 = Tgπ + (I − PT

1 )hπ. (C.13)

As g1(x) = g1(y) this yields J1(x,T )−J1(y,T ) = (PT
1 (·|y)−PT

1 (·|x))h1 +h1(x)−h1(y). Therefore, J1(x,T )−J1(y,T ) ≤ 2 sp(h1),
i.e., sp(J1(T )) ≤ 2 sp(h1) and

ex · (P1 − P2)
T−1∑
t=0

Pt
1r1 ≤ 2 ‖P1(·|x) − P2(·|x)‖1 sp(h1) =: b(x).

This concludes the induction. So, for all T ≥ 1,

ex ·
1
T

T−1∑
t=0

Pt
1r1 ≤ ex ·

1
T

T−1∑
t=0

Pt
2r1 + 2 sp(hπ) max

y∈S
‖P1(·|y) − P2(·|y)‖1 . (C.14)

Going in the limit when T goes to infinity in (C.14), together with (C.2) and (C.3), we obtain

g1(x) − g2(x) ≤ ‖r1 − r2‖∞ + 2 sp(hπ) ‖P1 − P2‖1 . (C.15)

The other direction is proved similarly by using reward penalties −b(x) instead. �
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C.2. Numerical Lemma for the Upper Bound of Episodes

Lemma 13 is crucial in the proof of the upper bound of the number of episodes, see Theorem 2.
Lemma 13. Let T ≥ 3 and fix λ ≤ T. Let ω ∈ (0, 1] and (xn | n ≥ 1) an integer-valued sequence with x1 := 1 such that

xn+1 ≥

(
1 +

(
λxn

T

)ω)
xn.

If n is such that xn ≤ T, then n ≤ 3
(

T
λ

) ω
ω+1 log(T ).

We further conjecture that the log(T ) is not necessary, i.e., that if xn ≤ T then n = O((T/λ)ω/(ω+1)).

Proof. Define the integer valued sequence xn+1 = d(1 + (λxn/T )ω)xne initialized to x1 = 1 and analyze the increments of (xn).
Observe that xn+1 > xn, so xn+1 ≥ xn + 1 and the sequence diverges to infinity. Setting β := 1

ω+1 ∈ (0, 1), for k ≥ 1, we get

xn+1 = xn + k ⇐⇒ xn ∈

((
T
λ

)1−β
(k − 1)β,

(
T
λ

)1−β
kβ

]
=: Ik.

The length of Ik is decreasing with k and in particular Leb(Ik) ≤ Leb(I1) = ( T
λ

)1−β. Accordingly, the integer-valued sequence
(yn) with y1 = 1 defined by its increments

yn+1 = yn + k ⇐⇒ yn ∈

((
T
λ

)1−β
(k − 1),

(
T
λ

)1−β
k
]

(C.16)

satisfies: ∀n ≥ 1, yn ≤ xn. Moreover,

∀n ≥ 1, yn+1 = yn +

⌈
yn

(
λ
T

)1−β
⌉

(C.17)

≥ yn

(
1 +

(
λ
T

)1−β
)

(C.18)

≥ . . . (C.19)

≥

(
1 +

(
λ
T

)1−β
)n
. (C.20)

Let n ≥ 1 such that xn ≤ T . Then yn ≤ T , hence (1 + (λ/T )1−β)n−1 ≤ T . Thus

(n − 1) log
(
1 +

(
λ
T

)1−β
)
≤ log(T ). (C.21)

Since λ ≤ T , we have (λ/T )1−β ∈ (0, 1] so log(1 + (λ/T )1−β) ≥ 1
2 (λ/T )1−β. We obtain:

n ≤ 1 + 2
(

T
λ

)1−β
log(T ) ≤ 3

(
T
λ

)1−β
log(T ) (C.22)

and as 1 − β = ω
ω+1 , this proves the claim. �

C.3. Standard Concentration Inequalities

Lemma 14 (Weissman’s inequality). Let p(·) a probability distribution on S and let {Yi} i.i.d. random variables with
Yi ∼ p(·). Denote p̂n(·) := 1

n
∑n

i=1 Dirac(Yi) the empirical distribution. For all δ > 0 and n > 0, we have

P

‖p̂n(·) − p(·)‖1 ≥ 2

√
S log(1/δ)

n

 ≤ δ. (C.23)

Lemma 15 (Azuma-Hoeffding inequality). Let {Un} be a martingale with |Ui| ≤ c almost surely. Then, given a confidence
level δ > 0, we have

P
{∣∣∣∣∑n

i=1
Ui

∣∣∣∣ ≥ c
√

2n log
(

1
δ

)}
≤ δ. (C.24)

Lemma 16 ((Kaufmann & Koolen, 2021)). Assume that q(z) is a Bernoulli distribution. There exist constants c, d > 0 such
that for all δ > 0,

P
{
∃t ≥ 1 : Nt(z) (r̂t(z) − rt(z))2 > c

(
log(d + log(t)) + log(1/δ)

)}
≤ δ.
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