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Abstract

A one-dimensional model for simulating localized corrosion is developed, incorporating a time-
dependent diffusion-migration transport and a moving interface. The model is applied to iron with
the Butler-Volmer formula as the dissolution law, and both crevice and pit configurations are sim-
ulated. The mathematical procedure for solving this strongly coupled differential equations system
and the numerical development for simulations are detailed. A finite-difference ALE scheme is used
for the numerical computation of the solutions of this free boundary problem. The results show that
the dissolution rate increases with chloride concentration and metal potential, and migration plays,
most of the time, a significant role in species transport for both crevice and pit configurations.
The evolution of the repassivation potential with pit depth is computed and is in good agreement
with experimental results. The time-dependent model under consideration provides more accurate
quantitative results for concentration profile and crevice depth than stationary models.

Keywords: Stefan problem, free boundary problem, localized corrosion, diffusion-migration
transport, finite-difference ALE scheme.

1. Introduction

One of the major causes of structural material failure in aggressive aqueous solutions containing
chlorides is localized corrosion, such as crevice or pitting corrosion. The crevice corrosion occurs
within narrow gaps or crevices of metallic components that already exist before the corrosion starts.
On the other hand, the pitting corrosion is initiated typically by an imperfection on an initially
flat metallic surface. Therefore, in this type of corrosion, the size of the pit is initially very small,
though it may eventually grow much larger under certain circumstances. In either case, such
corrosion processes can result in localized failure in a very short period of time. Many localized
corrosion models, mainly for crevice corrosion, have been proposed in literature to study and
predict the time evolution of localized corrosion propagation. In the literature, there are two typical
approaches for building mathematical models for corrosion: empirical modeling and mechanistic
based modeling, the latter being based on the fundamental laws of mass transport, chemistry
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and electrochemistry processes. Both approaches have their advantages and disadvantages, but the
mechanistic based models, which we discuss in the present article, are considered to be more flexible
[1]. Localized corrosion involves the dissolution of metal, mass transport by diffusion and migration,
and reactions in solution. From a mathematical point of view, this problem can be identified as
a Stefan problem involving a convection-reaction-diffusion system. The mechanistic based models
proposed in literature differ from each other in the considered mass transport equation (diffusion
with or without migration, with or without reactions between species), the coupling or not of the
mass transport equation with a moving boundary, and the equation used for the electric potential
field (Poisson equation or electroneutrality condition). These differences have a strong impact on
the mathematical expression of the resulting coupled differential equations. Moreover, different
boundary conditions and initial conditions have been used, mainly in 1 or 2 space dimensions.
Finally, several computational methodologies have been proposed to solve the coupled differential
equations and to follow the movement of the free boundary, when considered. The displacement
of the moving interface may be tackled by ALE methods with moving mesh techniques (see [2]
for a moving vertical crevice wall model and also [3] for a crevice geometry with axial symmetry).
A phase-field approach may also be considered as in [4], leading to a different Partial Differential
Equation System from sharp interface models. In some studies, the moving interface is maintained
fixed ([5],[6],[7]) or reduced models are considered [8]. We also mention [9] (see also [10]) where a
rigorous derivation of a simple model of pit propagation from the mass conservation and Fick’s law
is presented with a 2D finite volume method of resolution.

In many studies, finite element commercial softwares such as COMSOL are used. Even if all
the results obtained by these models are quite convincing, they are, for most of them, difficult to
reproduce, without using these softwares, since the mathematical solution for the coupled differen-
tial equations and the computational methodology with the numerical scheme are not completely
described. A detailed description of the mathematical equations used for simulating crevice cor-
rosion and of the assumptions often made in many papers to simplify their resolution have been
recently given by Moraes et al. [11]. Nevertheless, this paper gives few details on the mathematical
and numerical procedures used to solve the coupled differential equation system.

The main objective of this paper is to write and justify as clearly as possible the mathematical
description of a localized corrosion problem and to explain in detail, step-by-step, how the coupled
differential equation system is solved by a well suited numerical scheme. Our objective is to provide
corrosion specialists with a well-detailed and justified mathematical description, followed by a
robust computational methodology, so that corrosion specialists can develop their own numerical
model without using any commercial software.

The localized corrosion problem described in this paper is the dissolution of pure iron in aque-
ous solutions containing NaCl, which is the simplest physical system for this corrosion type. A
time-dependent localized corrosion model, taking into account mass transport by diffusion and
migration, and dissolution of iron according to the Butler-Volmer law, is proposed, and its mathe-
matical structure and the method for solving the problem numerically are described in detail (see
appendices). The consideration of the Butler-Volmer law allows to simulate dissolution at any
metal potentials and not only far from equilibrium as it is the case when Tafel’s law is used.

First, the physical model governing pit propagation is described in detail. Then, the coupled
differential equations derived from such a model are given, and a mathematical method for solving
the equations is proposed. Finally, a numerical scheme is described as accurately as possible to
help the understanding of non-specialists.

The numerical scheme has been implemented in an open-source software (Python). Several
numerical simulations are presented as a function of localized configuration, crevice, or pit. First,
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the simulated results for crevice configuration are compared to results from the Sharland model
[6, 7], and the influence of physical parameters such as the applied electrical potential on iron and
the chloride concentration in the solution on the corrosion rate is analyzed. Then, the propor-
tion of diffusion and migration in the transport of the species in crevice and pit configurations is
calculated as a function of chloride concentration and metal potential. Finally, the evolution of
the repassivation potential with pit depth is calculated from the model. The results are in good
agreement with the experimental observations.

2. Diffusion-migration model with moving interface

As we mentioned earlier, there are typically two types of localized corrosions: crevice corrosion
and pitting corrosion. Crevice corrosion occurs in a narrow gap or crevice in a metallic body that
traps corrosive agents. Therefore, the initial size of the crevice is relatively large. In contrast,
pitting corrosion usually occurs on a flat surface of the metallic body when there is some sort of
imperfection on the surface. Therefore, the initial size of the pit for the pitting corrosion is tiny in
general. When pitting corrosion starts, there often appears a porous metallic cap, or a lacy cover,
that covers the mouth of the pit, and a salt film with high concentration of chloride ions at the
bottom of the pit. The presence of a metallic cover accelerates corrosion inside the pit. When the
metallic cover disappears, the speed of the corrosion slows down sharply, but by that time the pit
may have grown to a good size. In this paper, in addition to crevice corrosion, we deal with the
pitting corrosion after the metallic cover has disappeared. We are interested in investigating the
conditions that allow the pit to grow without the presence of the metallic cover. The effect of a
salt film at the bottom will be taken into account. These two types of localized corrosions can be
treated by the same mathematical model, though one has to choose different parameter values for
each type of the corrosion; see subsections 4.3 and 4.4.

2.1. Derivation of the equations

We consider a simple situation where corrosion only occurs at the bottom of the pit/crevice
and the pit/crevice has a thin cylindrical shape (see Figure 2.1). We assume that the pit/crevice
is so thin that the aqueous solution is well mixed by diffusion in the direction orthogonal to the
axis of the cylinder. Note that a one-dimensional pit should be represented as an interval with a
moving boundary [0, xd(t)] but in order to show the physical context, we represent it as a rectangle
in Figure 2.1. In such a situation, it is reasonable to assume that the concentration of the ions and
the potential φ depend on a one space variable x, so that the system reduces to a one-dimensional
problem.
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Figure 2.1: A one dimensional corrosion pit.

It is composed of the following domains :

1. Solid metal with temporally and spatially constant metal atom concentration.

2. Pit solution with temporally and spatially varying ion concentrations.

3. Bulk solution outside of the pit/crevice, characterized by the vanishing iron ion concentration
CFe2+ = 0.

The depth of the pit/crevice is given by xd(t) which indicates the position of the moving boundary
at time t > 0 and the entrance of the pit/crevice corresponds to the position x = 0.

We suppose that the pit/crevice solution contains M species of ions, whose concentrations are
denoted by Cj = Cj(x, t) (j = 1, . . . ,M) at the position x and time t. The concentrations Cj and
the electrostatic potential φ = φ(x, t) satisfy the following Poisson-Nernst-Planck system [1] :

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
, t > 0, 0 < x < xd(t), j = 1, . . . ,M, (2.1a)

− ∂

∂x

(
ε
∂φ

∂x

)
=

M∑
j=1

zjFCj , t > 0, 0 < x < xd(t), (2.1b)

where Dj , zj denote respectively, the diffusion coefficient and the valence of the ion species j, F
the Faraday constant, R the ideal gas constant, T the temperature and ε the dielectric constant
[12, p.96].

On one hand, the time dependent form of the Nernst–Planck equation (2.1a) is a conservation of
mass equation used to describe the motion of charged chemical species in the aqueous pit/crevice
solution [0, xd(t)

)
. It extends the diffusion Fick’s law to the case where the diffusing particles

are also moved by electrostatic forces. These electrostatic forces are caused by the electric field

E = −∂φ
∂x

. On the other hand, the Poisson equation (2.1b) describes the electrical potential field
E which results from the charge distribution in the pit solution.

As the dielectric constant ε is extremely small in general, the left-hand side of (2.1b) is negligible
under the typical scaling of the phenomena that we discuss. Therefore the Poisson equation (2.1b)
can be replaced by the local electroneutrality condition which is given by

M∑
j=1

zj Cj = 0. (2.2)
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In what follows we shall always assume that the solution is completely electrically neutral in the
entire pit/crevice solution.

Next we multiply the equations in (2.1a) by zjF and sum them up for j = 1, . . . ,M . With
equation (2.2), this leads to

z1F
∂Cj

∂t
+ · · ·+ zMF

∂CM

∂t
= F

∂

∂t
(z1C1 + · · ·+ zMCM ) = 0.

Consequently, we obtain from equation (2.1a),

M∑
j=1

∂

∂x

(
Dj

(
zjF

∂Cj

∂x
+
z2jF

2

RT
Cj
∂φ

∂x

))
= 0.

This equation can be rewritten as

∂

∂x

(
σ
∂φ

∂x

)
+

M∑
j=1

∂

∂x

(
zjFDj

∂Cj

∂x

)
= 0, t > 0, 0 < x < xd(t) where σ :=

M∑
j=1

z2jF
2

RT
Dj Cj , (2.3)

and σ is the electrical conductivity of the ionic solution.

Thus, in order to keep the electroneutrality of the solution, φ has to satisfy (2.3). In the

special case where Cj are spatially uniform (i.e.
∂Cj

∂x
= 0, j = 1, . . . ,M), equation (2.3) reduces

to Laplace’s equation
∂2φ

∂x2
= 0, hence φ is harmonic. However, φ is not harmonic except in such

special cases, and thus in general, the Laplace equation cannot be used (see [13] for a general
discussion on this topic).

2.2. Initial and boundary conditions

Henceforth, the equation system (2.1)–(2.2) is considered. Needless to say, (2.1)–(2.2) cannot
be solved without specifying the boundary conditions as well as the initial condition at t = 0. Since
the domain [0, xd(t)

)
, which represents the pit/crevice, evolves along with {Cj} and φ, this is a

free boundary problem. In other words, the unknowns are not just {Cj} and φ, but also [0, xd(t)
)
.

Therefore, it is important to specify appropriate boundary conditions that govern the evolution of
the domain [0, xd(t)

)
.

First, we specify the initial shape of the domain. The initial conditions are given in the form :{
xd(0) = x0

d ,

Cj(x, 0) = C 0
j (x) in [0, x0d

)
(j = 1, . . . ,M),

(2.4)

where x0
d is the initial shape of the pit/crevice as shown in Figure 2.1, and C 0

j (x) (j = 1, . . . ,M)
are functions satisfying

C0
j ≥ 0 (j = 1, . . . ,M), z1C

0
1 + · · ·+ zMC

0
M = 0. (2.5)

We do not specify the initial value of φ since φ is obtained by solving a boundary value problem as
we shall see later. Finding appropriate boundary conditions is difficult, which reflects the complex
mechanism of corrosion. Later, we state precisely the boundary conditions we choose for the
concentrations and the potential at the pit/crevice bottom and the pit/crevice entrance.
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Boundary conditions satisfied by {Cj}j∈(1,··· ,M) at the pit bottom x = xd(t).
During the development of corrosion pit/crevice, an electrochemical reaction occurs at the

pit/crevice bottom. There are two types of electrochemical reaction : oxidation reaction (anodic
reaction) which corresponds to the metal dissolution and reduction reaction (cathodic reaction)
mainly of the chemical species in the environment such as dissolved O2 or H+. For simplicity, in
the present model, we only consider a single electrochemical reaction. More precisely, we neglect
the cathodic reaction at the pit/crevice bottom and only consider the anodic reaction of metal
dissolution. In our case, the metal to be studied is pure iron. So, this anodic reaction is given by:

Fe
ka−−⇀↽−−
kc

Fe2+ + 2 e−.

To derive boundary conditions at the pit/crevice bottom, we need to distinguish Fe2+ and other
ions such as Na+ and Cl−. In what follows, we let j = 1 represent Fe2+, that is,

C1 := CFe2+ , z1 := zFe2+ = +2.

Then the boundary conditions at x = xd(t) are given by
J1 = −fFe2+ +

dxd(t)

dt
C1 on x = xd(t), (2.6a)

Jj =
dxd(t)

dt
Cj on x = xd(t) (j = 2, . . . ,M), (2.6b)

where

Jj = −Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

)
, j = 1, . . . ,M, are the ion fluxes,

dxd(t)

dt
denotes the velocity of the free boundary xd(t) at the pit bottom,

which we call the corrosion rate. It indicates how fast the pit/crevice grows.

The boundary condition (2.6b) is the no-flux boundary condition for the case of a moving
boundary. This condition implies that there is no inflow or outflow of ions through the boundary
except for iron ions Fe2+. On the other hand, the boundary condition (2.6a) implies that there is
an inflow of iron ions from the boundary. This inflow fFe2+ denotes the ferrous ion flux, that is,
the amount of the ferrous ions dissolving from the surface of the iron in the pit/crevice caused by
the anodic reaction as mentioned above (per unit time and unit area) minus the amount of the iron
ions that is reduced in the pit/crevice solution. For fFe2+ , we adopt the following rate expression
giving the usual Butler-Volmer formula (see [13, p.203-212]) for the oxidation of Fe into Fe2+:

fFe2+ (φ,CFe2+) = ka exp
( F

RT
(φm − φ)

)
− kc

CFe2+

Cref
exp

(
− F

RT
(φm − φ)

)
, (2.7)

where ka and kc are positive constants that represent the speed of oxidation of iron and that
of reduction, respectively (mol/m2s). Cref is a reference concentration which is usually set at
Cref = 1 mol/L in ideal system, while φm denotes the electric potential applied on the iron steel
surface (which is assumed to be constant) and φ, the electric potential of the aqueous solution in
contact with the steel surface. In this case, this pit/crevice corrosion phenomenon is considered to
be under potentiostatic conditions.
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Boundary conditions satisfied by φ at the pit/crevice bottom x = xd(t).

We can derive the boundary condition for φ on x = xd(t) from those for {Cj} and the local
electroneutrality condition (2.2). Let us multiply (2.6a), (2.6b) by zjF (j = 1, . . . ,M) and sum
them up, and use (2.2). Then we obtain

σ
∂φ

∂x
+

M∑
j=1

zjFDj
∂Cj

∂x
= z1FfFe2+(φ,C1) on x = xd(t), (2.8)

where σ =
M∑
j=1

z2jF
2

RT
Dj Cj . Here Cj , j = 1, . . . ,M , are regarded as given functions. This is a

nonlinear Robin boundary condition for φ.

Boundary conditions satisfied by {Cj}j∈(1,··· ,M) at the entrance x = 0 of the pit/crevice.

For the boundary conditions on x = 0 (the entrance of the pit/crevice), we suppose that the
solution outside the pit/crevice is well stirred so that the concentration of each ion is always constant
on x = 0. This implies the Dirichlet boundary conditions on x = 0, which are given in the form

Cj = βj at x = 0, t > 0 (j = 1, 2, . . . ,M), (2.9)

where βj (j = 1, . . . ,M) are constants which satisfy the local electroneutrality condition
M∑
j=1

zjβj = 0.

Boundary conditions satisfied by φ at the entrance x = 0 of the pit/crevice.

Unlike the pit/crevice bottom, where we do not specify the boundary condition for φ, we need
to specify the boundary condition for φ at x = 0 in order to determine φ in [0, xd(t)

)
. The value

of the potential at the pit entrance can be complex if there are porous precipitate caps or other
deposits, but in the absence of such caps, it gives a good approximation to set the value as follows
(see [1]):

φ = 0 at x = 0, t > 0. (2.10)

Boundary condition at the moving interface x = xd(t).

The corrosion rate
dxd(t)

dt
, namely the normal velocity of the boundary xd(t) in the outward

direction, is proportional to the flux fFe2+ through the following relationship :

dxd(t)

dt
= x′d(t) = ΩFefFe2+ (m/s), (2.11)

where ΩFe is the molar volume of the solid iron, ΩFe ≈ 7.1 cm3/mol = 7.1 · 10−6 m3/mol.

2.3. The full one-dimensional model with Dirichlet boundary conditions at the entrance of the
pit/crevice.

In view of Subsections 2.1 and 2.2, the dimensional systems satisfied by the potential φ and the
concentrations {Cj}j∈(1,··· ,M) are given by:
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System satisfied by the potential φ

∂

∂x

(
σ
∂φ

∂x

)
+

M∑
j=1

∂

∂x

(
zjFDj

∂Cj

∂x

)
= 0, t > 0, 0 < x < xd(t), (2.12a)

σ
∂φ

∂x
+

M∑
j=1

zjFDj
∂Cj

∂x
= z1FfFe2+(φ,C1) at x = xd(t), (2.12b)

φ(0, t) = 0, t > 0, (2.12c)

where σ is given in (2.3) and fFe2+ is given in (2.7).

System satisfied by the concentrations {Cj}j=1,··· ,M

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
, t > 0, 0 < x < xd(t), j = 1, . . . ,M, (2.13a)

D1

(
∂C1

∂x
+
z1F

RT
C1
∂φ

∂x

)
= −x′d(t)C1 + fFe2+(φ,C1) at x = xd(t), (2.13b)

Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

)
= −x′d(t)Cj at x = xd(t) (j = 2, . . . ,M), (2.13c)

Cj(0, t) = βj , t > 0 (j = 1, 2, . . . ,M), (2.13d)

Cj(x, 0) = C0
j (x), x ∈ [0, x0d) (2.13e)

along with the free boundary condition

x′d(t) = ΩFefFe2+

(
φ
(
xd(t), t

)
, C1

(
xd(t), t

))
at x = xd(t), xd(0) = x0d. (2.14)

To better understand the behavior of the above mathematical system (2.12)–(2.14), it is convenient
to make these equations dimensionless. This latter non-dimensional system is expressed with
different symbols: the Ĉj ’s denote dimensionless concentrations, obtained by normalizing the molar
concentrations with a characteristic reference value C0. The independent variables time and space

are also normalized by appropriate characteristic values τ and L respectively, where τ =
L2

D0
and

D0 denotes a characteristic diffusivity, L being a characteristic length. The dimensionless potential

is normalized by the ratio
RT

F
. Let us introduce the following changes of variables

x = Lx̂, t =
L2

D0
t̂, Cj = C0Ĉj , Dj = D0D̂j , φ =

RT

F
φ̂. (2.15)

The system (2.12)–(2.14) then becomes:

System satisfied by the non-dimensional potential φ̂

∂

∂x̂

(
σ̂
∂φ̂

∂x̂

)
+

M∑
j=1

∂

∂x̂

(
zjD̂j

∂Ĉj

∂x̂

)
= 0, t̂ > 0, 0 < x̂ < x̂d(t̂), (2.16a)

σ̂
∂φ̂

∂x̂
+

M∑
j=1

zjD̂j
∂Ĉj

∂x̂
= z1f̂Fe2+(φ̂, Ĉ1) at x̂ = x̂d(t̂), Ĉ1 = ĈFe2+ , (2.16b)

φ̂(0, t̂) = 0, t̂ > 0, (2.16c)
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where σ̂ :=
M∑
j=1

z2j D̂j Ĉj and the non-dimensional form of fFe2+ denoted by f̂Fe2+ is given by

f̂Fe2+
(
φ̂, Ĉ1

)
= k̂a exp

(
φ̂m − φ̂

)
− k̂c Ĉ1 exp

(
− (φ̂m − φ̂)

)
, (2.17)

where

φ̂m =
F

RT
φm, k̂a =

L

D0C0
ka and k̂c =

L

D0Cref
kc. (2.18)

System satisfied by the non-dimensional concentrations {Ĉj}j=1,··· ,M

∂Ĉj

∂t̂
=

∂

∂x̂

(
D̂j

(
∂Ĉj

∂x̂
+ zj Ĉj

∂φ̂

∂x̂

))
, t̂ > 0, 0 < x̂ < x̂d(t̂), j = 1, . . . ,M, (2.19a)

D̂1

(
∂Ĉ1

∂x̂
+ z1 Ĉ1

∂φ̂

∂x̂

)
= −x̂′d(t̂)Ĉ1 + f̂Fe2+

(
φ̂, Ĉ1

)
at x̂ = x̂d(t̂), (2.19b)

D̂j

(
∂Ĉj

∂x̂
+ zj Ĉj

∂φ̂

∂x̂

)
= −x̂′d(t̂)Ĉj at x̂ = x̂d(t̂) (j = 2, . . . ,M), (2.19c)

Ĉj(0, t̂) = β̂j , t̂ > 0 (j = 1, 2, . . . ,M) where β̂j =
βj
C0
, (2.19d)

Cj(x, 0) = C0
j (x), x ∈ [0, x0d) (2.19e)

along with the non-dimensional free boundary condition

x̂′d(t̂) = Ω̂Fe f̂Fe2+

(
φ̂
(
x̂d(t̂), t̂

)
, Ĉ1

(
x̂d(t̂), t̂

))
at x̂ = x̂d(t̂) where Ω̂Fe = C0 ΩFe, xd(0) = x0d.

(2.20)
Later, the analysis will be done for the non-dimensionalized system (2.16)–(2.19),(2.20), but for
notational simplicity we will drop the symbol ·̂ from variables Ĉj , φ̂, x̂, t̂. Henceforth, the following
non-dimensional system is considered from now on:

∂

∂x

(
σ̂
∂φ

∂x

)
+

M∑
j=1

∂

∂x

(
zjD̂j

∂Cj

∂x

)
= 0, t > 0, 0 < x < xd(t), (2.21a)

σ̂
∂φ

∂x
+

M∑
j=1

zjD̂j
∂Cj

∂x
= z1f̂Fe2+

(
φ,C1

)
at x = xd(t), (2.21b)

φ(0, t) = 0, t > 0, (2.21c)

∂Cj

∂t
=

∂

∂x

(
D̂j

(
∂Cj

∂x
+ zjCj

∂φ

∂x

))
, t > 0, 0 < x < xd(t), (j = 1, · · · ,M) (2.22a)

D̂1
∂C1

∂x
+ z1D̂1C1

∂φ

∂x
= −x′d(t)C1 + f̂Fe2+(φ,C1) at x = xd(t), (2.22b)

D̂j
∂Cj

∂x
+ zjD̂jCj

∂φ

∂x
= −x′d(t)Cj at x = xd(t) (j = 2, · · · ,M), (2.22c)

Cj(0, t) = β̂j , t > 0 (j = 1, · · · ,M), (2.22d)

Cj(x, 0) = C0
j (x), x ∈ [0, x0d), (2.22e)
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along with the free boundary condition

x′d(t) = Ω̂Fe f̂Fe2+

(
φ
(
xd(t), t

)
, C1

(
xd(t), t

))
at x = xd(t), xd(0) = x0d, (2.23)

where

f̂Fe2+ (φ,C1) = k̂a exp
(
φ̂m − φ

)
− k̂c C1 exp

(
− (φ̂m − φ)

)
. (2.24)

3. Numerical approximation of the one-dimensional model

3.1. Introduction

There is a large choice of methods for numerically solving one-dimensional problems which
involve a moving interface [14, 15, 16, 17]. One of the popular techniques used is the Arbitrary
Lagrangian Eulerian (ALE) method (see [18, 19]). To solve the non-dimensionalized system (2.21)–
(2.23), a special choice of an ALE method is applied. In the literature, this method is usually
referred to as the Variable Space Grid (VSG) method [16, 20]. Considering the ALE formulation of
the diffusion-convection system (2.21)–(2.23), the used numerical method is based on a decoupling
of the displacement of the free boundary from the numerical solution of the diffusion-convection
equation. The motion of the free boundary is numerically solved by an explicit Euler scheme
whereas an implicit finite difference scheme is used for the discretization of the ALE formulation
of the diffusion-convection equation. Finally, a Newton method is employed to solve this full
discretized implicit system (see [12] for complete details). The ALE formulation of the diffusion-
convection system (2.21)–(2.23) and the numerical ALE scheme are detailed in Appendix A and
Appendix B respectively.

Recall that the system (2.21) for the potential has been obtained by combining the electroneu-
trality condition (2.2) with the use of the diffusion-convection system (2.22),(2.23) for concentra-
tions (see Section 2.). Thus, the potential system (2.21) can be replaced by the electroneutrality
condition: 

M∑
j=1

zjCj(x, t) = 0, t > 0, 0 6 x 6 xd(t), (3.1a)

φ(0, t) = 0, t > 0. (3.1b)

Hence solving the coupled system (2.21),(2.22),(2.23) is mathematically equivalent to solving
the coupled system (3.1),(2.22),(2.23), but from the numerical point of view, the latter is easier
to handle. Therefore, in what follows, we shall derive the numerical scheme to solve the coupled
system (3.1),(2.22),(2.23) instead of (2.21),(2.22),(2.23). However, the system (2.21) is used at
initial time (t=0) to determine the initial profile of potential. The next subsection explains this
computation.

3.2. Procedure to determine the initial profile of the potential in the pit/crevice

The procedure for solving the system (2.21) to determine the initial profile of the potential φ is
described below. At t = 0, the only unknown in (2.21) is the potential φ since C1, C2, · · · , CM , xd
are given functions at this stage. In fact, for all t > 0, the potential φ can be determined as a
function of C1, C2, · · · , CM and xd. Indeed, integrating (2.21a) by x shows that

σ̂
∂φ

∂x
+

M∑
j=1

zjD̂j
∂Cj

∂x
(3.2)
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is independent of x, hence, by (2.21b), the following equation is obtained

σ̂
∂φ

∂x
+

M∑
j=1

zjD̂j
∂Cj

∂x
= z1f̂Fe2+

(
P (t), C1(xd(t), t)

)
for 0 ≤ x ≤ xd(t), t > 0 (3.3)

where
P (t) := φ

(
xd(t), t

)
. (3.4)

Then (3.3) can be rewritten as

∂φ

∂x
= −

M∑
j=1

zjD̂j
∂Cj

∂x

M∑
j=1

z2j D̂j Cj

+
z1f̂Fe2+

(
P (t), C1(xd(t), t)

)
M∑
j=1

z2j D̂j Cj

. (3.5)

Integrating this equality from x = 0 to x = xd(t) and using (2.21c), give the following equation

P (t) = −A(t) + 2f̂Fe2+
(
P (t), C1(xd(t), t)

)
B(t), (3.6)

where

A(t) =

∫ xd(t)

0

M∑
j=1

zjD̂j
∂Cj

∂x

M∑
j=1

z2j D̂j Cj

dx, B(t) =

∫ xd(t)

0

dx
M∑
j=1

z2j D̂j Cj

(
=

∫ xd(t)

0

dx

σ̂(x, t)

)
. (3.7)

Here A(t), B(t), C1(xd(t), t) are treated as given functions of the known concentrations and the
pit/crevice bottom position.

For fixed t > 0, the potential at the pit/crevice bottom, P (t) = φ(xd(t), t), is determined by
solving the nonlinear equation (3.6). Once the value of P (t) is obtained (from the given functions

{Cj}j∈{1,··· ,M} and xd), the derivative
∂φ

∂x
is determined on the entire interval 0 6 x 6 xd(t) from

(3.5). Thus, the whole initial potential φ0 = φ( · , 0) in [0, x0d] at t = 0 can be computed from the
initial data x0d and C0

j , (j = 1, · · · ,M).

4. Numerical simulations of the unidimensional pit/crevice

4.1. Comparison of the numerical model with a steady-state model from the literature

To examine the validity of the above mathematical model, we compare the numerical simulations
of our model with those of a similar one-dimensional model discussed in the literature. Sharland and
Tasker [21, 7, 6] have developed a predictive mathematical model incorporating the electrochemical,
chemical and ionic migration processes. Their model predicts the steady-state chemistry solution
and the electrode potential within a corroding crevice or pit.

In the case of propagation of a crevice-type corrosion with passive walls, Sharland et al. [7] solved
their model using a number of mathematical approximations based on physical observations. In
their model, they considered that the cavity propagation was slow compared to the ionic transport,
so that the moving boundary effects was ignored. In other words, the geometry of the crevice was
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kept constant, which was a very rough approximation since a real crevice never reaches a steady
state because of its shape evolution [6, 7, 22]. The same simulation was reproduced by Mousson et
al. [22] using a commercial code.

To be as close as possible to these studies, the following chemical reaction is also considered in the
equation system (2.22):

Fe2+ + H2O
kf−−⇀↽−−
kb

Fe (OH)+ + H+. (4.1)

The water autoionization reaction considered in Sharland’s model was neglected here to simplify
the chemical system. The water autoionization reaction produces H+ and OH− species. However,
we conjecture that the fact that it is not considered in our model has negligible effects on the
concentration of the species in the crevice solution. Indeed, the concentration of H+ is mainly con-
trolled by the hydrolysis reaction of iron cations (4.1) which has a higher thermodynamic constant
[6] Moreover, the concentration of OH− species by the water autoionization reaction would mainly
affect the Cl− concentration profile through the electroneutrality condition. However, the OH−

concentration would be extremely low because of the very acidic environment. In consequence, the
predicted Cl− concentration which reaches very high values (> 10 M/L) in our model would only
be very slightly decreased by the consideration of the autoionization reaction. Thus, it appears
acceptable to compare the results of our simplified model with Sharland’s one.

Therefore, we consider a 1D model with five ions including diffusion, migration and reaction
terms. In this case M = 5 and the species taken into account are Fe2+,Na+,Cl−,H+ and Fe(OH)+.

A reaction term coming from the chemical reaction (4.1) must be added in the PDE system (2.21)–
(2.23). In Appendix C, we describe the reaction term and the resulting full diffusion-migration-
reaction system for 5 ions. We also provide the numerical values of the kinetic parameters which
are involved. We refer to [12] for a more detailed description of the model with reaction terms.

Computations are performed with the following choice of the reference parameters:

D0 = 1 · 10−9 m2.s−1, L = 10−3 m, C0 = 10−3 mol/L.

The diffusion coefficients of concerned species are given by (see [23]):

DFe2+ = 7.2 · 10−10 m2.s−1, DCl− = 2 · 10−9 m2.s−1, DNa+ = 1.3 · 10−9 m2.s−1,

DH+ = 9.3 · 10−9 m2.s−1 and DFe(OH)+ = 0.8 · 10−9 m2.s−1.

The initial data used in computation are given by:

x0d = 2 mm, C0
Fe2+

(x) = 9.8 · 10−7 mol/L, C0
H+(x) = C0

Fe(OH)+
(x) = 2.2 · 10−8 mol/L,

C0
Na+

(x) = 10−3 mol/L and C0
Cl−

(x) ≈ 10−3 mol/L, for 0 < x < x0d,

where x0d is the initial depth of the crevice and C0
Cl−

is given to satisfy the local electroneutrality
condition of the solution.

Figure 4.1 shows the solution chemistry obtained by Sharland’s steady-state model where the
moving boundary is ignored and the pit/crevice bottom position is kept fixed and constant. Figure
4.2 shows the concentration profiles of the ions and the crevice depth calculated by our model at
two different times of propagation for the same initial conditions as the ones used in Figure 4.1
from our model.
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Figure 4.1: Concentration profiles along the cavity length for a crevice with passive walls given by Sharland model
[6].

The concentration profiles of ions computed by our diffusion-migration-reaction model [12, p.158]
(Figure 4.2) and those by the Sharland et al. steady-state model (Figure 4.1) show a good qualitative
agreement. On the other hand, they are not exactly the same quantitatively. This quantitive
discrepancy is due to the fact that Sharland et al’s model is time-independent. In consequence,
it cannot simulate the exact quantitative profiles of the ions in the crevice at each time since the
crevice depth evolves with time. Crevice corrosion is always a non steady state process.

(a) (b)

Figure 4.2: Evolution of the solution chemistry in the crevice given by the developed model with moving interface
for the initial data : φm = 0.04 V|NHE, C

0
Fe2+ = 10−6 mol/L, C0

NaCl = 10−3 mol/L and xd(0) = 2 mm.
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4.2. Computation of the minimum value φm for propagation simulation

The electric potential φm applied on the pure iron surface has to be chosen such that the metal
initially dissolves (fFe2+ > 0) and does not re-deposit (reduction phase corresponding to fFe2+ < 0).
The precipitation of salt films, often observed in the bottom of the pit or crevice is not considered
here. The minimum value of φm to be imposed depends on the initial data. Let φmin

m be such a
value. Then, φmin

m satisfies the Nernst equation which is given in its dimensional form by:

εeq
(

:= φmin
m − φ∗

)
= E0

Fe2+/Fe
+

RT

zFe2+F
ln

(
CFe2+

Cref

)
, Cref = 1 mol/L (4.2)

where εeq is the electrode potential of iron in contact with the pit/crevice solution at equilibrium,
E0

Fe2+/Fe
denotes the standard potential for Fe2+ ↔ Fe, which is known to be E0

Fe2+/Fe
= −0.44 V

relative to the standard hydrogen electrode at room temperature. The value φ∗ is usually called
φeq in the literature. It denotes the potential at equilibrium for which the Butler-Volmer flux (2.7)
vanishes. The curve of φmin

m −φ∗ as a function of the initial concentration of the iron cations at the
bottom of the pit/crevice C0

Fe2+
(x0d) is plotted in Figure 4.3 (using equation (4.2)).

Figure 4.3: φmin
m − φ∗ as a function of the initial concentration of iron cations at the pit/crevice bottom, given by

(4.2).

The region above the red curve corresponds to the range of φm where dissolution occurs (φm >
φmin
m −φ∗ and fFe2+ > 0) and the region below corresponds to the reduction field (φm < φmin

m −φ∗).
To be close to equilibrium, the φm value needs to be close to the red curve (φm ≈ φmin

m − φ∗ and
fFe2+ < 0).

4.3. Parametric study: crevice corrosion

We begin with studying crevice corrosion. The pitting corrosion will be discussed in subsection
4.4. The model set up makes it possible to describe the behavior of the system in presence of
different variations of the physico-chemical parameters such as:

• the influence of the initial chloride concentration C0
Cl−

in the pit/crevice solution.
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• the impact of the potential applied to the surface of pure iron φm.

The objective of this subsection is to evaluate the influence of these different parameters on the
system without taking into account any passivation criteria. In other words, we do not consider any
phenomenon of repassivation if the criterion of crevice stability i.e. the propagation of the cervice
(corresponding to a positive velocity displacement of the moving boundary) is not respected. In this
context, independently of the value of the applied metal potential φm, it is assumed that the crevice
will always propagate even for low metallic cation concentration at the bottom of the crevice.

In this subsection, numerical simulations of solutions of system (3.1),(2.22),(2.23) (see Section
3 and Appendix A, Appendix B) for a one-dimensional crevice growth which initially contains 10−6

mol/L of Fe2+, are presented. The computations are done for the following choice of reference
parameters

D0 = 1 · 10−9 m2/s, L = 103 µm = 1 mm, C0 = 10−3 mol/L, (4.3)

and for the following physical and chemical parameters [23]:

DFe2+ = 7.2 · 10−10 m2.s−1, DCl− = 2 · 10−9 m2.s−1, DNa+ = 1.3 · 10−9 m2.s−1, (4.4)

ka = 89.1 mol.m−2.s−1, kc = 1.2 · 10−13 mol.m−2.s−1 (Appendix B of [12, p.195]) (4.5)

with an initial crevice depth x0d := xd(0) = 1 mm.

4.3.1. Influence of the initial chloride concentration C0
Cl−.

In this paragraph, simulations are given for a fixed value of φm = −0.2 V|NHE. Figure 4.4 shows
the crevice propagation kinetics for several initial chloride concentrations between 0.001 mol/L
and 1 mol/L. It shows that the speed of the crevice propagation increases with the initial chloride
concentration. After 500 hours of propagation, the corrosion speed for C0

NaCl = 1 mol/L is roughly
12 times faster than for C0

NaCl = 0.001 mol/L.

Figure 4.4: Influence of the initial concentration of chloride ions on the time evolution of the crevice depth.

Figure 4.5 shows the value of the final crevice depth after 500 hours of propagation for several
initial chloride concentrations between 0.001 mol/L and 1 mol/L (given by the symbol �).

15



0.0 0.2 0.4 0.6 0.8 1.0
Initial concentration of chloride ions C0

NaCl

5

10

15

20

25

30

35

Fi
na

l c
re

vi
ce

 d
ep

th
 x

Tf d
 (m

m
)

x0
d=1 mm, m = 0.2 V|NHE, C0

Fe2 + = 10 6 mol/L, t = 500 hours

Figure 4.5: Evolution of the crevice depth after 500 hours of the crevice propagation for different values of initial
chloride concentrations C0

NaCl (with x0d = 1 mm, φm = −0.2 V(NHE), C0
Fe2+ = 10−6 mol/L, t = 500 hours).

Since the Butler-Volmer formula (2.7) describes the dissolution rate at the crevice bottom, it
follows that this flux incorporates the main factors that influence the corrosion speed. This flux is
defined as a function of the iron ions concentration and the potential drop at the crevice bottom.
So, in order to physically interpret the results of Figure 4.4, the evolution of the metallic cations
concentration CFe2+ at the crevice bottom after ≈ 500 hours of crevice propagation, is plotted in
Figure 4.6 for different values of initial chloride concentrations C0

NaCl .
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(b) Zoom

Figure 4.6: Influence of the initial concentration of NaCl on the time evolution of the metallic cation concentration
CFe2+ at the crevice bottom.

Figure 4.6 shows that for φm = −0.2 V|NHE, the concentration of Fe2+ at the bottom of the
crevice increases until reaching a quasi-stationary value ≈ 82.2 mol/L. This high concentration
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value was also reached for lower initial chloride concentrations C0
NaCl ( < 1 mol/L) but after much

longer times. The transient time required to reach this near-equilibrium state decreases when
C0
NaCl increases. It is obvious that the situation where very high Fe2+ concentration are reached

does not reflect reality because these iron ions precipitate into chloride salt film if the metallic
cations concentration CFe2+ exceeds the saturation value of 5 mol/L at the crevice bottom.

Figure 4.7 describes the evolution of the potential drop ∆φ = φ(xd(t), t) − φ(0, t) = φ(xd(t), t),
which coincides, in this case, with the potential at the bottom of the crevice φ

(
xd(t), t

)
. It shows

that the potential drop converges to a certain constant potential value that depends on C0
NaCl.

Physically, this can be described as a convergence to a state of equilibrium after a large time of
crevice propagation : CFe2+

(
xd(t), t

)
≈ constant and φ

(
xd(t), t

)
≈ constant as t→∞. Incidentally,

as we see in Figure 4.7, the lower the NaCl concentration, the higher the potential drop. This is
quite natural since lower ionic concentrations imply higher electric resistance of the solution.

Figure 4.7: Influence of the initial concentration of NaCl on the time evolution of the potential drop in the crevice
solution with time.

Interestingly, the potential drop for the higher NaCl concentrations increases and then de-
creases. This behavior could be induced by the strong increase of the iron concentration observed
in Figure 4.6 which increases the solution conductivity faster than the pit depth growth.

4.3.2. Influence of the iron potential φm
The simulations are given for a fixed value of the initial chloride concentration C0

NaCl = 10−3

mol/L. Figure 4.8 shows the graphs of the time evolution of crevice depths for different values of
φm and Figure 4.9, the final crevice depth after 500 hours of propagation for different values of the
metal potential between −0.35V|NHE and −0.2V|NHE.

Both graphs illustrate the very high sensitivity of the propagation speed to the metal potential
value φm. Figure 4.8 shows that the evolution of the corrosion speed is constant for the lower values
of φm. Moreover, it is clear that for the higher values of φm (for example, φm= -0.2 V), the crevice
cannot keep a constant speed of growth.
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Figure 4.8: Influence of the potential applied to the surface of the pure iron φm on the evolution of the crevice depth
in time.

Figure 4.9 shows the value of the final crevice depth after 500 hours of propagation for different
values of the metal potential φm between −0.35 V|NHE and −0.2 V|NHE.
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Figure 4.9: Estimation of the depth evolution law after 500 hours of the crevice propagation as a function of the
metal potential φm.

Figure 4.10 and Figure 4.11 show the evolution of the iron concentration at the crevice bottom
and the evolution of the potential drop with time, respectively. It is observed that both parameters,
after an initial very fast transient stage, are quite constant with time for the lower potentials
but increases with time for the higher potentials. Since the corrosion rate driven by the Butler-
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Volmer formula is dependent on both parameters, their evolution explains the constant or increasing
corrosion rate observed in Figure 4.8.
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Figure 4.10: Influence of the metal potential φm on the time evolution of the metallic cation concentration CFe2+ at
the crevice bottom.
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4.3.3. Proportion of diffusion and migration during crevice propagation

It is important to determine the proportion of transport by migration and by diffusion in order
to evaluate the validity of neglecting the migration term in the governing transport equation. In
the literature, some authors consider only transport by diffusion in their calculations to make
the equations more easily solvable, but this could lead to significant errors in longtime prediction
if the effect of transport by migration is not so small. Therefore, quantifying this error is of
vital importance. The mass-conservation equation (in its dimensionless form) that governs the
concentrations of aqueous species in the dilute solution filling the pit (or crevice) is given by:

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
, t > 0, 0 < x < xd(t), j = 1, . . . ,M (4.6)

The first term on the right hand side of (4.6) describes the rate of transport of ions by diffusion
under concentration gradients. The second term represents the migration of charged species under
electrostatic potential gradients. Therefore, the ionic flux carried by the j-th ion species, is given
in its dimensionless form by:

Jj := Jdiff
j + Jmig

j = −Dj
∂Cj

∂x
−DjzjCj

∂φ

∂x
, (4.7)

where Jdiff
j = −Dj

∂Cj

∂x
is the diffusion flux which is associated with Fick’s law and

Jmig
j = −DjzjCj

∂φ

∂x
is the migration flux caused by the electric field E = −∂φ

∂x
. The propor-

tion of transport by migration of the species j versus total transport is computed as follows :

% migration transport j = 100 ·
|Jmig

j |

|Jdiff
j |+ |Jmig

j |
(4.8)

Two cases of localized corrosion were evaluated: crevice corrosion and pit corrosion. For crevice
corrosion, an initial crevice depth x0d = 100µm and an initial iron concentration C0

Fe2+ = 10−6

mol/L were assumed according to usual crevice configuration. The computations showed that
the transport of Cl− and Na+ ions is about 50% by diffusion and 50% by migration along the
pit solution, regardless of the metal potential value and the initial concentration of NaCl in the
solution. However, the results for the Fe2+ transport were quite different. Figures 4.12 and 4.13
show the profile of the Fe2+ concentration and that of the potential at each point of the crevice
solution, for different values of NaCl concentration and the metal potential φm when the crevice
depth reaches 200µm. These figures show that the Fe2+ concentration and the potential drop both
increase as φm increases. And, for a fixed value of φm, lower NaCl concentration leads to lower
Fe2+ concentration (Figure 4.12) and higher potential drop (Figure 4.13). This higher potential
drop is no surprise, since lower NaCl and Fe2+ concentrations imply higher electric resistance of
the crevice solution.

Figures 4.14 and 4.15 show the proportion of transport by migration for Fe2+ species for the
same set of values of NaCl concentration and φm as in Figures 4.12 and 4.13, when the crevice depth
reaches 200µm (Figure 4.14) and 1mm (Figure 4.15). Regardless of the initial NaCl concentration
varying between 0.001 mol/L and 1 mol/L, the proportion of Fe2+ transport by migration increases
with the metal potential value φm. Moreover, for a fixed value of φm, the proportion becomes more
significant for lower initial concentrations of NaCl. Figures 4.14 and 4.15 demonstrate that the
proportion of migration of Fe2+ cations in the crevice solution becomes substantially higher when
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the NaCl concentrations are smaller. As shown in Figures 4.12 and 4.13, a lower NaCl concentration
leads to a lower Fe2+ concentration and a larger potential drop. Apparently, such an environment
promotes higher proportion of migration of Fe2+ cations in the crevice solution.

Figure 4.12: Profile of Fe2+ concentration in crevice solu-
tion as function of metal potential and NaCl concentration.

Figure 4.13: Potential drop in crevice solution as function
of metal potential and NaCl concentration.

Figure 4.14: Proportion of migration in transport (%) in
crevice solution as function of metal potential and NaCl
concentration for a 200µm deep crevice.

Figure 4.15: Proportion of migration in transport (%) in
crevice solution as function of metal potential and NaCl
concentration for a 1 mm deep crevice.

Transport by migration is considered to be negligible only in the case of a low metal potential,
-0.4 V/NHE with high initial concentration of NaCl, 1mol/L. Such cases could be encoutered in
pit configuration but needs to be checked. It is done below.

4.4. Parametric study for pit propagation

4.4.1. Evaluation of the critical conditions for pit propagation

Pit configuration differs from crevice corrosion in that pit propagation often starts at a very
shallow depth, typically a few to hundreds of nanometers. Additionally, a salt film with a high
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concentration of chloride ions is present on the metallic surface in contact with the pit solution
[24]. It is commonly proposed in the literature that a critical concentration of metal cation at the
bottom of the pit, denoted by Ccrit, is necessary to maintain pit propagation. The maintenance of
this critical condition at the pit bottom depends heavily on the metal potential and the geometry
of the pit, such as its depth. These dependencies have been computed using our model. In the
simulations that follow, the critical concentration of metal cation is assumed to be about 60%
of the saturation of the metallic cation, as proposed in [24]. Therefore, to ensure the stability
of the pit, the metallic cation concentration at the pit bottom CFe2+(xd(t), t) should be greater
than Ccrit = 60%Csat at any time. Laycock et al. [24] assumed that for the 300 series alloy
model, the saturated concentration Csat is equal to 5 mol/L. Srinivasan et al. [25] used a saturated
concentration of the 316L cation equal to 5.02 mol/L. Thus, in the case of pure iron, Csat is
assumed to be 5 mol/L, and Ccrit is equal to 3 mol/L. A classical pit propagation scenario begins
with a pit nuclei that is covered by a lacy cover, which helps to maintain a concentrated local
chemistry [24]. In fact, many pits are entirely dependent on the existence of these covers for their
continued propagation. However, a long-term propagating pit has the particularity of being able
to propagate without any lacy cover. Therefore, the objective of the following simulations is to
identify the required conditions on the metal potential φm, to maintain the stability of the pit
without the protection of these lacy covers. The critical potential for maintaining pit propagation,
once the lacy covers have collapsed, strongly depends on the reached pit depth [24]. For these
simulations, the following system is considered: at the pit entrance (x = 0) and at time t = 0, the
concentration of each aqueous species is equal to its value in the bulk solution. At this time t = 0,
a salt film is considered to have formed on the bottom of the pit, implying that the concentration
of iron cations has reached its saturation value, CFe2+(xd(0), 0) = 5 mol/L. The following choice of
initial data is used for simulations:

At the pit entrance (x = 0 and at time t = 0):

CFe2+(0, 0) = 10−6 mol/L and CNa+(0, 0) = CCl−(0, 0) = 1 mol/L. (4.9)

At the pit bottom (x = xd(0)):

CFe2+(xd(0), 0) = 5 mol/L, CNa+(xd(0), 0) = 1 mol/L,
CCl−(xd(0), 0) = 11 mol/L (by imposed local electroneutrality of the solution).

(4.10)

In the pit solution (0 < x < xd(0)):

CFe2+(x, 0) = linear profile from 10−6 mol/L at x = 0 to 5 mol/L at x = xd(0),
CCl−(x, 0) = linear profile from 1 mol/L at x = 0 to 11 mol/L at x = xd(0),
CNa+(x, 0) = 1 mol/L for all 0 < x < xd(0)

(4.11)

The repassivation potential φstablem , is a crucial parameter that defines the potential at which
the concentration of iron at the pit bottom falls below 3 mol/L, the critical iron concentration
for pit stability. In Figure 4.16, the repassivation potential φstablem is shown relative to the NHE
reference for several initial pit depths x0d := xd(0). As observed, the repassivation potential φstablem

is a decreasing function of the initial pit depth. This finding is consistent with the experimental
repassivation potential shown in Figure 4.17 (see [25, 26]).
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Figure 4.16: Identification of the minimal applied potential
to ensure the stability of the pit as a function of its initial
depth.

C702 Journal of The Electrochemical Society, 163 (10) C694-C703 (2016)

Figure 15. Implications of pit depth on measured repassivation parameters and critical conditions for pit stability. Pit diameter = 50 µm. (a) Comparison of
fluxes obtained from the analytical solution and the numerical solution mapped across pit depths with successive dilutions of cation concentration at the corroding
surface. The dashed lines represent the flux determined from the analytical solution and the connected symbols denote the numerical simulations. (b) Observed
behavior of repassivation potential with pit depth from artificial pit experiments on stainless steels in chloride media. The shaded region signifies the depths at
which the Erp ‘saturates’ or approaches a plateau – at around 400 to 500 µm, these depths are approximately 8 to 10 times the pit diameter. Data for NaCl and
FeCl3 are reproduced from Srinivasan et al.28 and Woldemedhin et al.,27 respectively.

mass transport restriction results for 1-D pits to sustain the steady-state
concentration necessary to corrode stably with a film-free surface. For
shallower 1-D pits, the diffusion out of the pit would overwhelm the
rate of metal dissolution, leading to repassivation.

The view that restricted mass transport impedes repassivation has
been substantiated by Sridhar and Cragnolino,32 as well as Srinivasan
et al.,30 who have shown that crevice formation in large-area samples
can lead to the measurement of more active repassivation potential val-
ues even when the charge density passed is low. Finally, studies using
artificial pits27,28,30 have shown that the depth at which the measured
repassivation potential approaches a plateau is approximately eight
to ten times the pit diameter, as can be seen in the data reproduced
in Figure 15b. These latter results lend credence to the proposition
that at this pit depth, a critical steady state concentration (lower than
100% saturation)30,32,34 is attained at the pit base, with equal rates of
both metal dissolution and diffusion out of the pit, thus marking the
transition between pit stability and repassivation.

Conclusions

This study employed artificial pit experiments as well as finite
element modeling to elucidate the effects of pit depth on the flux em-
anating from 1-D pits, providing commentary on proper collection,
analysis, and interpretation of pit stability data from artificial exper-
iments. For shallow pits, the hemispherical boundary layer at the pit
mouth significantly affected the flux characteristics. It was only once
pits had attained depths of around eight times the diameter that the
overall diffusion length could be approximated well by the pit depth
alone. The examination of results from artificial pit experiments rein-
forced the importance of obtaining data from deep pits so that pit sta-
bility parameters extracted not only reflected true 1-D mass transport
based on the pit depth, but also were not affected by the bulk elec-
trolyte. Artificial pit experiments performed in several configurations
ruled out the influence of convective transport and the precipitation of
corrosion products on the mass transport in pits of small diameter. The
trends observed in published experimental data were also explained
by the inferences of bulk electrolyte effects obtained from this work.
Finally, the results of this investigation were also used to rational-
ize the observed dependence of repassivation potential on pit depth,

thereby providing a quantitative connection between pit stability and
repassivation studies.
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Figure 4.17: Observed behavior of the repassivation po-
tential as a function of the pit depth from artificial pit
experiments on stainless steels in chloride media [25].

The results in Figure 4.16 suggest that the metal potential needs to increase with pit depth to
maintain its propagation. For example, for a 10 nm deep pit, the metal potential must be lower
than 92 mV to repassivate, whereas for a 100 nm deep pit, it must be lower than 33 mV. This
dependence of the repassivation potential on pit depth could explain the wide range of experimental
repassivation potential measurements found in literature, as they are most likely carried out at
varying initial pit depths. Overall, understanding the relationship between repassivation potential
and pit depth is critical to preventing and mitigating pitting corrosion in metals.

4.4.2. Proportion of diffusion and migration during pit propagation

The proportion of transport by migration for Fe2+ cations was evaluated in the context of an
initial pit embryo depth of xd(0) = 10 nm. To define the pit configuration, concentration profiles
of Fe2+, Cl− and Na+ in the pit embryo were used as previously proposed. Based on Figure 4.3,
φm is set at 0.1 V/NHE to be higher than the critical φm for an initial pit depth of 10 nm.

The concentration profiles of Fe2+, potential profile and proportion of transport by migration in
the pit are depicted in Figure 4.18 to 4.20, for a final pit depth of 100 nm. These figures indicate that
the proportion of migration for Fe2+ transport is quite high, above 60%, at all positions within the
pit solution except at the pit mouth, where it decreases significantly. In a pit that has reached 10µm,
the proportion was even higher, approximately 70% (not shown). These observations demonstrate
that in conditions allowing pit propagation, the transport of Fe2+ by migration cannot be neglected
for stability prediction or propagation kinetics, even if the pit solution is highly concentrated and
conductive.
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Figure 4.18: Profile of Fe2+ concentration in 100 nm deep
pit.

Figure 4.19: Potential profile in 100 nm deep pit.

Figure 4.20: Proportion of migration in transport (%) in
100 nm deep pit.

To better confirm this conclusion, the kinetics of pit propagation was simulated with a pure
diffusion model and compared to the kinetics obtained with the diffusion-migration model presented
in this article (see Figure 4.21). The pure diffusion model is composed, on one hand, by the system
(2.13) for the concentrations where the migration terms involving derivatives of the potential φ have
been removed (but where of course the potential is kept in the Butler-Volmer flux fFe2+(φ,C1)),
and on the other hand, by the Partial Differential Equation System (2.12) for the potential in
place of the electroneutrality condition (3.1). As a consequence, it must be emphasized that the
pure diffusion model ignores the electroneutrality condition which makes this model physically
not relevant. The pure diffusion system is numerically solved by decoupling the computation
of the potential in (2.12) with the computation of the concentrations in the pure diffusion Partial
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Differential Equation System. The concentrations are computed at a current time step tn+1 by using
an semi-implicit scheme (in time) with an explicit term for the Buttler-Volmer flux fFe2+(φ,C1))
at the previous time step tn. Then, we compute at time tn+1, the profile of the potential φ at the
pit bottom x = xd(tn+1), from known values of concentrations at time tn+1. This is done with the
calculation explained in Section 3.2.

The comparison between the two models is done for a pit configuration at high NaCl concentra-
tion (1 M) with an initial pit depth of 1 µm at metal potential far from equilibrium (-0.2 V/NHE).

Figure 4.21: Evolution in time of the pit depth
for the pure diffusion model (in yellow) and the
diffusion-migration model (in black) for φm =
−0.2 V/NHE.

Figure 4.22: Potential profiles in the pit ob-
tained for the pure diffusion model (in yellow)
and the diffusion-migration model (in black)
for φm = −0.2 V/NHE.

It is observed in Figure 4.21 that the pure diffusion model overestimates the propagation rate
of the pit by a factor of 2 roughly. Thus, migration slows down the pit growth rate. The higher
growth rate of the pit when only diffusion is considered is explained by a much lower potential
drop in the pit (see Figure 4.22). This discrepancy between simulations from pure diffusion and
diffusion-migration models decreases when the overpotential decreases. At a metal potential close
to equilibrium, φm = −0.44 V/NHE, the pit growth kinetics is roughly equal (not shown). Indeed,
the pit reaches a depth of 100 µm after 1194 h for both models. Thus, the discrepancy of the
results obtained from the pure diffusion model and the more realistic diffusion-migration model is
strongly dependent on the metal potential. In conclusion, the diffusion-migration model must be
used for more reliable results at any metal potential.

5. Conclusion

A one-dimensional anodic dissolution model with time-dependent diffusion-migration transport
was developed for simulating localized corrosion. The mathematical formulation of this physical
phenomenon and its computational formulation using a numerical scheme were described in detail
to guide corrosion specialists. From a mathematical standpoint, the problem can be identified as
a Stefan problem involving a convection-diffusion system. The model was applied to iron with
the Butler-Volmer formula as the dissolution law, and both crevice and pit configurations were
simulated. The results for crevice corrosion are qualitatively in good agreement with the predictions
from the stationary crevice model made by Sharland, but our time-dependent model provides more
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realistic results for concentration profiles and crevice depth. It was found that the dissolution
rate increases with the chloride concentration and the metal potential, and that migration plays a
significant role in the transport of species both in the crevice or the pit configuration. The evolution
of the repassivation potential with respect to the pit depth was calculated and shown to decrease
drastically and then more slowly, in good agreement with experimental results.

Appendix A. ALE formulation

In this appendix, we present an Arbitrary Lagrangian Eulerian (ALE) formulation of the system
(3.1),(2.22),(2.23) in order to handle the displacement of the free boundary (2.23). Let t′ > 0 be
fixed. The ALE formulation consists in transforming the current domain [0, xd(t)] for t > 0, onto
the fixed interval [0, xd(t′)] and to write down all the equations in this fixed interval. To do so, we
define the ALE mapping (see [12, Chapter 5]), for t > 0:

ψ( · , t) : [0, xd(t)] → [0, xd(t′)]

x 7→ ψ(x, t) =
xd(t′)

xd(t)
x.

(A.1)

The function ψ is smooth with respect to t and linear in x. This particular choice of ψ is usually
referred to as the Variable Space Grid (VSG) method [20, 16]. This mapping preserves the uniform
discretization of the moving space interval [0, xd(t)] during the time evolution.
In the system (3.1),(2.22),(2.23), we perform the change of unknowns

φ̃(x̃, t) = φ(x, t) and C̃j(x̃, t) = Cj(x, t) with x̃ = ψ(x, t) for t ≥ 0, x ∈ [0, xd(t)]. (A.2)

The new functions φ̃(x̃, t) and C̃j(x̃, t) together with the (unchanged) function xd satisfy the system :

System satisfied by the concentrations {C̃j}j=1,··· ,M and φ̃.

∂C̃j

∂t
= F1

∂

∂x̃

(
D̂j

(
∂C̃j

∂x̃
+ zjC̃

j ∂φ̃

∂x̃

))
+ F2

∂C̃j

∂x̃
, for t > 0, 0 < x̃ < xd(t′), j ∈ J1,MK, (A.3a)

√
F1 .

(
D̂1

∂C̃1

∂x̃
+ z1 D̂1 C̃

1∂φ̃

∂x̃

)
= (1− Ω̂Fe C̃

1)f̂Fe2+(φ̃, C̃1), at x̃ = xd(t′) (j = 1), (A.3b)

√
F1 .

(
D̂j

∂C̃j

∂x̃
+ zjD̂jC̃

j ∂φ̃

∂x̃

)
= −Ω̂Fe C̃

j f̂Fe2+(φ̃, C̃1), at x̃ = xd(t′), j ∈ J2,MK, (A.3c)

C̃j(0, t) = β̂j , t > 0, j ∈ J1,MK, (A.3d)

C̃j(x̃, 0) = C̃j,0(x̃), x̃ ∈
(
0, xd(t′)

)
, j ∈ J1,MK, (A.3e)

M∑
j=1

zjC̃
j(x̃, t) = 0, t > 0, 0 6 x̃ 6 xd(t′), (A.4a)

φ̃(0, t) = 0, t > 0, (A.4b)

along with the free boundary condition

x′d(t) = Ω̂Fe f̂Fe2+(φ̃, C̃1) at x̃ = xd(t′), (A.5)
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where

F1 = F1(t) =

(
xd(t′)

xd(t)

)2

, F2 = F2(x̃, t) =
x′d(t)

xd(t)
x̃. (A.6)

and f̂Fe2+(φ̃, C̃1) is given in (2.17), namely

f̂Fe2+(φ̃, C̃1) = k̂a exp
(
φ̂m − φ̃

)
− k̂c

C0

Cref
C̃1 exp

(
− (φ̂m − φ̃)

)
, (A.7)

where the constants φ̂m, k̂a and k̂c in (A.7) are given in (2.18). The initial concentrations C̃j,0(x̃) =
C0
j (x) in (A.3e) are given functions. A numerical scheme for solving the ALE formulation (A.3)–

(A.5) is described in the next Appendix B.

Appendix B. Semi-implicit scheme for the ALE formulation

In this appendix, we describe the time and space approximations for the ALE formulation (A.3)–
(A.5), leading to a time semi-implicit finite differences scheme. Let ∆t > 0 be the discretization
time step such that tn = n ∆t be the discrete times for n ∈ N∗. The time increment ∆t = tn− tn−1
varies with n. We start with an initial pit bottom position

x0d = xd(0) given, (B.1)

and we introduce (N + 1) equidistant grid points for discretizing the initial interval [0, x0d] with :

x0i = i ∆x for i = 0, 1, . . . , N, ∆x =
x0d
N

and x0N = x0d. (B.2)

The initial data are also given for the concentrations and the potential:

Cj,0
i = C̃j(x0i , 0) given, for i = 0, . . . , N ; j = 1, . . . ,M

φ00 = 0 and φ0N = φ̃(x0d, 0) given.
(B.3)

Let
(
{C̃j}j=1,...,M , φ̃, xd

)
be the solution of (A.3)–(A.5) at time t = tn and suppose we know

an approximation xnd of the pit bottom position at time tn together with a discretization of the
interval [0, xnd ] with (N + 1) grid points x̃i (i = 0, . . . , N):

xnd ' xd(tn), 0 = x̃0 := xn0 < x̃1 := xn1 < · · · < x̃N := xnN = xnd .

In the ALE scheme, the number (N + 1) of grid points remains constant at each time step t = tn,
n > 0, but the grid points xni (i = 0, . . . , N) of the interval [0, xnd ] are moving with the time
iteration n. The SVG method we use (see [20, 16]) preserves the equidistance between grid points
(see (B.8),(B.9)).

We also consider the approximations for the concentrations and the potential:

Cj,n
i ' C̃j(x̃i, t

n), Cj,n+1
i ' C̃j(x̃i, t

n+1) and φni ' φ̃(x̃i, t
n). (B.4)

for j = 1, . . . ,M ; i = 0, . . . , N .

Starting with the initial data (B.1)–(B.3), we compute
(
{Cj,n+1

i }j=1,...,M , φ
n+1
i , xn+1

d

)
from(

{Cj,n
i }j=1,...,M , φ

n
N , x

n
d

)
for n > 0 and i = 0, . . . , N , according to the decoupling scheme presented
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below for the ALE system (A.3)–(A.5). The procedure to determine the initial potential φ0i for all
i = 1, . . . , N − 1 from the initial data (B.1)–(B.3), is described in subsection 3.2.
We define the forward and backward differencing operators by:(

D+

∆x
u
)
i

=
ui+1 − ui
∆x

,
(
D−∆x

u
)
i

=
ui − ui−1
∆x

. (B.5)

• Step 1 : Interface displacement (A.5). We start by computing the new position xn+1
d of

the interface using the Butler-Volmer formula

xn+1
d = xnd + vn∆t with vn = Ω̂Fe f̂Fe2+(φnN , C

1,n
N ) at x = xnd = xnN , (B.6)

i.e. with vn ' x′d(tn) (forward Euler), where f̂Fe2+(φnN , C
1,n
N ) is given by (see (A.7))

f̂Fe2+(φnN , C
1,n
N ) = k̂a exp

(
φ̂m − φnN

)
− k̂c

C0

Cref
C1,n
N exp

(
− (φ̂m − φnN )

)
. (B.7)

We choose ∆t small enough so that vn∆t does not exceed ∆x.

• Step 2 : Computation of the new mesh of [0, xn+1
d ]. Taking t = tn and t′ = tn+1 in

(A.1) leads to introduce
ψn+1 : [0, xnd ] −→ [0, xn+1

d ]

x 7−→ x̃ =
xn+1
d

xnd
x

(B.8)

which maps [0, xnd ] onto [0, xn+1
d ]. The (N + 1) grid points of the interval [0, xn+1

d ] are given
by:

xn+1
i := x̃i = ψn+1(xni ), for i = 0, . . . , N. (B.9)

• Step 3 : Full implicit in time and space discretizations of system (A.3),(A.4):
computation of Cj,n+1

i and φn+1
i for j = 1, . . . ,M ; i = 0, . . . , N .

We take t′ = tn+1 in (A.3) at time t = tn+1. We solve the following problem for Cj,n+1
i and

φn+1
i for i = 0, . . . , N :

– The electrodiffusion equations (A.3a) are discretized as :

Cj,n+1
i − Cj,n

i

∆t
= −

(
D−∆x

Jj,n+1
)
i
+
Ω̂Fe f̂Fe2+(φn+1

N , C1,n+1
N )

xn+1
d

xn+1
i

(
D−∆x

Cj,n+1
)
i
,

(B.10)
with

Jj,n+1
i = −D̂j

((
D+

∆x
Cj,n+1

)
i
+ zj

(
Cj,n+1
i+1 + Cj,n+1

i

2

)(
D+

∆x
φn+1

)
i

)
(B.11)

for j = 1, . . . ,M and i = 1, . . . , N − 1

– Boundary condition at x = xn+1
N = xn+1

d for the metallic cation (see (A.3b)):

J1,n+1
N = −(1− Ω̂Fe C

1,n+1
N ) f̂Fe2+(φn+1

N , C1,n+1
N ). (B.12)
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– Boundary conditions at x = xn+1
N = xn+1

d for the other ions (see (A.3c)):

Jj,n+1
N = Ω̂Fe C

j,n+1
N f̂Fe2+(φn+1

N , C1,n+1
N ), for j = 2, . . . ,M (B.13)

where

Jj,n+1
N = −D̂j

(
3 Cj,n+1

N − 4 Cj,n+1
N−1 + Cj,n+1

N−2
2∆x

+ zj C
j,n+1
N

(
3φn+1

N − 4φn+1
N−1 + φn+1

N−2
2∆x

))
.

(B.14)
for j = 1, . . . ,M .

– Boundary conditions at x = xn+1
0 = 0 (see (A.3d), (A.4b)):

Cj,n+1
0 = β̂j for j = 1, · · · ,M such that

M∑
j=1

zj C
j,n+1
0 = 0, φn+1

0 = 0. (B.15)

– Electroneutrality condition (see (A.4a)):

M∑
j=1

zj C
j,n+1
i = 0 for i = 1, . . . , N. (B.16)

Remark 1. The convective term in (B.10) is treated with an upwind scheme involving the discrete
operator D−∆x

since the velocity flux f̂Fe2+ is expected to be positive.

Remark 2. Due to (B.8), we have that

Cj,n
i ' C̃j(x̃i, t

n) = C̃j(ψn+1(xni ), tn) = Cj(x
n
i , t

n),

φni ' φ̃(x̃i, t
n) = φ̃(ψn+1(xni ), tn) = φ(xni , t

n),
(B.17)

Hence we see that Cj,n
i and φni are also approximations of Cj(x

n
i , t

n) and φ(xni , t
n) respectively,

where Cj and φ are the solutions of the original system (3.1),(2.22),(2.23).

With m = (M + 1) × (N + 1), the nonlinear problem (B.10)–(B.16) forms a nonlinear system

of m equations with m unknowns S =
(
{Cj,n+1

i }j=1,...,M , φ
n+1
i for i = 0, . . . , N

)
. This problem

can be written as F(S) = 0 and we use a Newton method to numerically solve it, with S0 =(
{Cj,n

i }j=1,...,M , φ
n
i ; for i = 0, . . . , N

)
as the initial guess. We refer to [12] for more details.

Appendix C. The diffusion-migration-reaction model for five ions

We present an extended model with additional reaction terms by considering the hydrolysis
reactions of iron cations. This reaction induces the formation of H+ cations which changes the
acidity of the solution, a criterium often proposed in literature (see e.g. [27]) for the pit stability.
The dimensional Nernst-Planck equation introduced in (2.1a) becomes:

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
+Ri(C1, . . . , CM ), j = 1, . . . ,M. (C.1)
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where Ri(C1, . . . , CM ) stands for the reaction terms for the concentrations involved in the chem-
ical reaction under consideration. In this appendix, we describe a model with five ions including
diffusion, migration and reaction terms by considering the following chemical reaction:

Fe2+ + H2O
kf−−⇀↽−−
kb

Fe (OH)+ + H+. (C.2)

where kf and kb are the forward and backward reaction rate constants. For simplicity, we set

C1 := CFe2+ , C2 := CNa+ , C3 := CCl− , C4 := CH+ , C5 := CFe(OH)+ . (C.3)

When equilibrium is reached, the forward and backward rates in (C.2) become equal, and the
amount of reactants and products obeys the fundamental law of mass action [28]:

K1 =
kf
kb

=

C4
Cref

C5
Cref

C1
Cref

CH2O

Cref

' 10−9.316 (C.4)

where CH2O = Cref = 1 mol/L and K1 is called the equilibrium constant of the chemical reaction
(C.2). In order to take in account this chemical reaction, we have to modify the system (2.12)–
(2.14),(2.7) by replacing the equations (2.13a) for the concentrations (without reaction terms) by
the following set of equations including reaction terms:

∂C1

∂t
=

∂

∂x

(
D1

(
∂C1

∂x
+
z1F

RT
C1
∂φ

∂x

))
−

kf
Cref

(
C1 −

1

K1

C4C5

Cref

)
, (C.5a)

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
for j = 2, 3 (C.5b)

∂Cj

∂t
=

∂

∂x

(
Dj

(
∂Cj

∂x
+
zjF

RT
Cj
∂φ

∂x

))
+

kf
Cref

(
C1 −

1

K1

C4C5

Cref

)
for j = 4, 5 (C.5c)

The equilibrium state of the reaction (C.2) is achieved when kf → +∞, leading to the equilibrium
relation

C1 −
1

K1

C4C5

Cref
= 0. (C.6)

From the numerical view point, we choose a very large value for the reaction rate constant kf to
ensure that the equilibrium relation (C.6) is approximatively satisfies everywhere and at any time
and also to ensure that the Newton method converges. For a value of kf >> 105 mol.m−3.s−1, we
need to choose a very small time step, and as a result computation times are then very large. In
the numerical simulations, we choose kf = 105 mol.m−3.s−1 which seems to be a good compromise
between satisfying the equilibrium relation (C.6) and the computational time cost. For more details
and further numerical investigations we refer to [12, §6.6].
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