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CONSTRUCTION AND ANALYSIS OF A HDG+ METHOD FOR THE
DIFFUSIVE-FLUX FORMULATION OF THE CONVECTED HELMHOLTZ
EQUATION *

HELENE BARUCQ!, NATHAN ROUXELIN"? AND SEBASTIEN TORDEUX!

Abstract. We construct HDG methods based on the diffusive flux formulation of the convected acous-
tic wave equation.We mostly describe the HDG+ method which involves different polynomial degrees
for approximating the unknowns, hence leading to a more efficient method with a super-convergence-
like behaviour. A detailed analysis of the methods including local and global well-posedness, as well as
convergence estimates is carried out. The HDG+ method is also compared with a more conventional
HDG method to demonstrate its effectiveness.

2020 Mathematics Subject Classification. Primary 656N12; 65N30.

This paper is dedicated to the memory of Prof. Francisco-Javier Sayas.

INTRODUCTION

The numerical simulation of aeroacoustic waves has become an important problem for various applications
ranging from aeronautic noise [LMGT20, BCDT15] to solar physics [GBD'17]. In solar physics, aeroacoustic
waves model the solar oscillations that can be measured on the surface of the Sun and used to characterize
the solar interior, see [Chr04]. This work is part of a scientific project aiming at constructing an efficient
computational framework that can reproduce the observed data from the Sun. A longer term goal is to solve
inverse problems to reconstruct the solar medium from those surface observations. With this in mind, we have
chosen to work with the hawen simulation code [Fau2l] which solves wave propagation forward and inverse
problems based upon high-order finite element methods. Our aim is to equip hawen with a direct solver for
aeroacoustics based on discontinuous finite elements, whose effectiveness has been proven in [F'S20] for inverting
acoustic and elastic data with Full Waveform Inversion (FWI) from terrestrial measurements. One of the
reasons for using discontinuous finite element spaces is that, by not imposing continuity of shape functions
between elements, discontinuous Galerkin methods are much more resistant to the effect of numerical pollution,
which has been studied by many authors at the initiative of the seminal paper [BS97]. This effect must be
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taken into account all the more when the propagation domain is very large, in the sense that it contains a
very large number of characteristic wavelengths. Moreover, hp-adaptivity can be fully exploited which makes
the inverse problem easier to solve as it allows the use of a local degree of approximation on an unstructured
mesh. This allows variable parameters to be taken into account, improving the updating of the physical model
during FWI iterations. However, DG methods are known to be more expensive than continuous ones as they
use increased number of degrees of freedom. The reduction of the number of degrees of freedom is then
critical to build inversion software based on those methods. The Hybridizable Discontinuous Galerkin (HDG)
methods are attractive for this purpose. Indeed, HDG methods can be efficiently implemented by using a static
condensation process [Cocl4] which eliminates the volumetric degrees of freedom by expressing them in terms
of a new unknown, the numerical trace, defined only on the skeleton of the mesh. Once the global problem for
the numerical trace has been solved, the full unknown can be reconstructed by solving small local problems in
parallel.

HDG methods have been used and validated for solving problems governed by elliptic equations in [CGLO09,
CDGT09,CC12,CC14]. As far as wave propagation is concerned, acoustic wave propagation has been considered
in [GM11,GSV18,NPRC15], elastic wave propagation in [HPS17,BDMP21,CS13,FCS15,BCDL15], and Maxwell
equations in [CQSS17,CQS18, CLOS20]. HDG method construction is rather similar to the one of mixed finite
elements and the actual connection was first established by Cockburn and his coworkers in [CGS10]. For a
self-contained introduction to the theory of HDG methods, we refer to [DS19]. For a comparison between HDG
and Continuous Galerkin (CG) methods, we refer to [KSC12, YMKS16] where it is demonstrated that even the
CG static condensation system rank is smaller than the DG one, its bandwith is really large, making HDG
method clearly more efficient at high order. The relationship between HDG and Hybrid High-Order methods
has been studied in [CDPE16]. It is shown that there exists a numerical flux associated with HHO formulation
such that both methods can be compared.

It is worth noticing that other ways to reduce the computational cost of aeroacoustic simulations have been
considered in the literature, such as Trefftz methods base on Generalized Plane-Waves (see [IGS22] and the
references therein). For our purpose, we focus on finite element methods based on discontinuous polynomial
approximations and the idea of using Trefftz methods will be addressed in a former work.

This work follows [BRT23], dealing with the total-flux formulation of the convected Helmholtz equation in which
the vector unknown includes both diffusive and convective effects. It was proven that the standard HDG method
associated with this first-order formulation is super-convergent. The well-posedness proofs rely on a discrete
compactness argument, and it was proven that the method is well-posed if the mesh is sufficiently refined, but it
was not possible to characterize the level of refinement needed. This work is motivated by the observation that
those well-posedness proofs become more natural when considering the diffusive-flur formulation in which the
vector unknown only encompasses diffusion effects. In particular, it was noted that the standard HDG method
for the diffusive-flux formulation is suboptimal. To circumvent this difficulty, we consider the HDG+ method,
also called reduced-stabilization HDG method, which was introduced in [Leh10]. HDG+ method mainly differs
from HDG one by using a different polynomial degree of approximation for the volume unknown and for the
unknown defined on the mesh skeleton. By this way, HDG+ solution to the diffusive-flux formulation of the
convected Helmholtz equation is super-convergent. It is worth noting that due to the particular nature of the
HDG+ method and to the convected nature of the problem, the convergence analysis is carried out using L?-
orthogonal projections instead of the tailored HDG projections. The analysis is therefore more technical, but
is valid on general meshes and not only on simplicial ones. HDG+ methods have been considered for various
applications in [CQSS17,0ik14, Oik16, Oik18, QSS16,QS16a, QS16b, Hun19] and to the best of our knowledge,
the case of the convected Helmholtz equation has not been addressed yet.

The organization of this paper is as follows. SECTION 1 deals with the convected Helmholtz, followed by useful
notations and approximation settings are introduced in SECTION 2. The HDG+ formulation is constructed in
SECTION 3. The well-posedness of the local problems is proven in SECTION 4, the error analysis is carried out
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in SECTION 5 and the well-posedness of the global problem is proven in SECTION 6. Finally, some numerical
results illustrating the theoretical properties of the method are presented in SECTION 7.

1. MODEL PROBLEM
As a model problem we consider the so-called convected Helmholtz equation
po (—w’p — 2iwvg - Vp + vo - V(vg - Vp)) — div (pocg Vp) = s (1.1)

where w is the angular frequency, pg is the density of the fluid, vg is the velocity of the fluid, ¢ is the adiabatic
sound speed, and s is the acoustic source.
Equation (1.1) is the simplest aeroacoustic models and therefore has a limited validity. This equation can be
used for
e a uniform background flow, in this case the unknown p can be interpreted as a pressure perturbation,
e a potential background flow, in this case the unknown p should be interpreted as an acoustic potential
and the physical quantities can be retrieved using the following identities

Pressure perturbation: p' = —poco(—iw +vg - V)p,

/

Velocity perturbation: v = —coVp,

see [Pie90, Sec. II.].

In this paper, we only consider finite computational domains, which we denote by O and whose boundary is
denoted by I'. More precisely O is a bounded open subset of R™ with n =2 or 3.
We will assume that the background flow is incompressible which leads to the following local mass conservation
equation

div (p()’Uo) =0. (12)
Furthermore, we require some additional regularity for the velocity field ppvg assuming that it is Lipschitz
continuous, i.e. povg € W1>°(0). This will be useful to derive convergence estimates for the method as it
allows us to estimate the difference between pyvg and its average on a mesh element.
To get a mixed Discontinuous Galerkin approximation of the convected Helmholtz equation, we rewrite (1.3)
as a system involving only first-order in space derivatives. We first combine the Laplace operator and the
second-order convection term to obtain an anisotropic Laplace operator, which can be naturally handled in a
HDG formulation. Using the mass conservation assumption (1.2), we have

povo - V(vg - Vp) = div (povovg Vp) -
Introducing the anisotropy tensor Kg := pg (chd — vovg ), we obtain
po (—w?p — 2iwvg - Vp) — div (KoVp) = s. (1.3)
To lighten the notations in the remaining of this paper, we introduce the following vector field
bo := povo,
that satisfies the following incompressibility equation
div (bg) = 0.

If the background flow is subsonic, i.e.
inf (c§ — |vol?) >0, (1.4)

then we have that the following lemma.
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Lemma 1.1. The anisotropy tensor Kg is symmetric positive-definite and its spectrum is
Sp(Ko) = {poch, po(cf — |vol?)}

Proof: We have Kgvg = pg (cg — |vo|2) vo and Kqu = pocgu for all u € 'vé-.

We can conclude that —div (KoVp) is an elliptic operator.
To obtain a well-posed problem, the equation (1.3) must be closed by adding some boundary conditions on T'.
In this paper, we only consider Neumann boundary conditions

(KoVp + 2iwpbg) -m = —gn, onl, (1.5)

where n is the outward-facing unitary normal vector to I'. In this case, the bilinear form associated with the
convected Helmholtz equation has a coercive + compact structure and is therefore of Fredholm type. This
implies that the system (1.3)—(1.5) has a unique solution, except for some frequencies w for which a resonant
phenomenon can occur. In this paper, we will always assume that w is not a resonant frequency.

To construct a HDG method, we need to rewrite (1.3) as a first-order in space system. We therefore introduce
the diffusive flux

q:=—KyVp.

The resulting first-order formulation for (1.3) supplemented with the Neumann boundary condition (1.5) reads

Woq+ Vp =0, in O, (1.6a)
—pow?p — 2iwbg - Vp + div (q) = s, in O, (1.6b)
(g + 2iwpbg) - m = gy, on T, (1.6¢)

here Wy is the inverse of Kg. Note that Ky is always invertible as
det K() = pgcg (Cg — |’UQ|2) ?é 0,

and its inverse can be expressed as

2

1 T
Wo =Ko ' = — [Id+ 0% } .
Pocy 1

thanks to the Sherman-Morrison formula [SM50].
Notice that even if we have chosen to work with second-order in frequency reading (1.6a)—(1.6b)—(1.6¢), the
resulting method can easily be adapted to obtain a first-order in frequency one. Indeed, by introducing

N I
pi= —pr, and q = - KOVP7
W

we can rewrite (1.3) as

—iwWoq + Vp =0, in O,
—iwpoep + 2bg - Vp+ div (q) = s, in O,
(Zw;j+2ﬁb0) "N =gnN, on I,

and the HDG methods can easily be adapted to this system.
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2. APPROXIMATION SETTINGS

In this section, we introduce the notations and approximation spaces that will be used to construct the HDG
methods considered in this paper.

2.1. Approximation spaces

We consider a mesh 7}, of the domain O. For a given element K € T; we denote its diameter by hx and we set

h = hi.
e
For an element K € 7y, we denote by F(K) the set of its edges. We also consider
e The set of all edges of Tp:
.Fh = U .F(K)

KeTy

e The set of boundary edges:
Fri={ecF,|ecT}.

e The set of interior edges:

Fi={ecFy|3IK ,K_ €Ty, K_#K,, e=0K, NOK_}.

Remark 2.1. We will assume that the mesh 7, has the usual shape-regularity property, see [EG04, Def. 1.107].

For K € T, we denote by Py (K) the space of polynomial functions of total degree at most k defined on K. We
will also use the space of vectorial polynomials Py (K) = P (K)". Even if those spaces can be defined for k£ > 0,
in this paper we will usually assume that k£ > 2 as HDG methods of lower order have limited interest from
a computational point of view. Indeed the key step in HDG methods is a static condensation process which
consists in eliminating the interior degrees of freedom. The later do not exist for polynomial approximation of
degree 1 or 2. Furthermore it was noted in [KSC12] that HDG method have a cost similar to CG methods for
polynomial approximation of degree 5 or higher. However the static condensation of lower-order HDG methods
has one practical interest: it leads to a mixed DG method which has the same cost as a primal DG method.

On each element K € T, we introduce the following approximation spaces for the pressure and the flux

Vi(K) :=Pr(K) for the flux g,
Wi(K) :=P¢(K) for the potential py,

with/ =kor ¢ =Fk-+1.

As the approximation spaces are discontinuous, we introduce the numerical fluxes g;, and p;, which are designed
to approximate the traces of ¢ and p on the boundary of the elements. Those numerical fluxes also include
some stabilization terms that ensure the stability of the DG method. In the particular case of HDG methods,
a static condensation process is used to express qn, pn and qp as a function of p,. This leads to a so-called
global problem whose unknown is the numerical flux p;,. To approximate p, we introduce the following space
for e € F(K)
My, (e) = Px(e).

As those approximation spaces are discontinuous, we can construct the global approzimation spaces from the

local ones
V,:={o € L*(0) | o|x € Vi(K),YK € T}  for the flux gy,

W, = {p € L*(0) | p|lx € Wi(K),VK € 771} for the potential py,
My, = {p € L*(Fp) | ple € My(e),Ve € Fr} for the trace py,.
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In FIGURE 2.1, we have depicted the differences in the degrees of freedom for the continuous (CG), discontinuous
(DG) and hybridizable discontinuous (HDG) Galerkin methods. The degrees of freedom of the HDG methods
are the ones associated with the numerical trace p,. If a mixed DG method is used, there are three unknowns
for each degree of freedom, thus rendering those methods even more expensive. It was demonstrated in [KSC12]
that HDG methods have numerical cost similar to the one of CG methods when they are properly implemented.
Despite being expensive from a computational point of view, DG methods have been known to have some
attratctive properties. In particular, they can naturally be implemented for a arbitrary high-order with hp-
adaptativity and in a parallel way. Using HDG methods therefore allows to keep those advantages of the DG
methods for a reduced numerical cost, as it is illustrated in FIGURE 2.2. As the numerical cost of the method is
directly linked to the number of degrees of freedom, we can clearly see that the HDG method is less expensive

than the DG method.

V<Y

FIGURE 2.1. Degrees of freedom for polynomial interpolation of degree 3 in 2D.
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2.2. Hermitian products and norms

The complex conjugate of z is denoted by Z. For an element K € T}, we denote the L?-inner product! and its
associated norm by

(u,v) ::/ u-vde and ||u\|§( = (u,u)
K
We then introduce the broken inner product

(U,U)Th = Z (U,U)K,

KeTh

and we denote by [|-[|- the associated norm. On the boundary of an element K, we also introduce the local
duality bracket, which reduces to the L?(0K) inner product when u and v are sufficiently regular,

(U, v) g == Z u - vdo,

e€F(K) €

and the associated norm is denoted by ||| 5. The broken product is then defined as

<U"U>6Th = Z <U‘K7’U|K>6K7

KeTy

and we denote by ||| a7, the associated norm. We will sometimes need to work on the interior edges only and
we define the following broken product

(u,v>a7—h\r = Z Z (ulk,v|K), -

KeTh ec F(K)NF]
Finally, we also introduce the following weighted norms

2 . . 3
Hu”po,[( = (pou, u) g which satisfies Hu”pO,K < ||p0||zoo(K) lJull ¢

2 . .
Hq”WmK = (Woq,q) which satisfies Hq”WmK < Cwo k llall

where

Y
CWe,k = <Inax >
° K po (¢ — |vol?)

is the largest eigenvalue of Wy in K, we recall that the spectrum of Kq (and therefore of Wy := Ko~ ') was
given in LEMMA 1.1.

2.3. Edges, jumps and averages

Discontinuity at the interface between elements distinguish DG formulations from the CG ones. For stability
and implementation purposes, it is then required to define quantities related to the edges of the elements.

For an interior face Fi 3 e = 0K N OK _, we denote by n™ (resp. n™) the unitary outgoing normal vector of
OK | (resp. 0K _). We will always assume that the flow vg goes from K_ to K., as depicted on FIGURE 2.3.
If e is a boundary edge, then n denotes the unitary normal vector outwardly directed to O.

LFor vector fields, the R™ dot-product is used inside the integral as the conjugate is already applied.
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Vo

FIGURE 2.3. Normal vectors on an interior face

We will often use the average operator defined on the interior and boundary faces by

On F} 2e=0K, NOK_, fed. == (" +¢7),

L)

DN = N =

On Fp 2 e=0KNT, {ed, =

where ¢ can either be a scalar or vectorial quantity. We will also make frequent use of the jump operator defined
on the interior and boundary faces by

On F} 5e=0K, NOK_, lq], :==q" n" +q -n",
On Fl 3e=0KnNT, lg], -=q-n,

for a vectorial quantity. Notice that with this definition, the jump operator only controls the normal part of
the vector. For a scalar quantity, the jump operator is defined on the interior and boundary faces by

On F} 5e=0K, NOK_, pl, :=p'nt+p n,
On Fl 3e=0KNT, [p], :==pn,

for a scalar quantity. A sketch of those quantities is given in FIGURE 2.4.

FI1GURE 2.4. 1D-sketch of the jump and average on an interior node
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3. CONSTRUCTION OF THE METHOD

In this paper we consider both HDG and HDG+ variants of the method. The construction is detailed for the
HDG+ method as it is the most complicated case. This construction can then be adapted to the standard HDG
method without any major difficulties.

On an element K € Tj, the construction of the HDG(+) methods relies on the following integration by parts
formula

/ Woq - 7da — / pdiv (F) da + (p,7 - n) e = 0, (3.1a)

K K

—wQ/ popwdac—Ziw/ bo-VpEdaH—/ div (q) @dx:/ swdx, (3.1b)
K K K K

which is valid for all (g,p), (r,w) € Hyw(K) x HY(K).

3.1. Choice of approximation spaces
For the HDG+ method, the choice of approximation spaces is different from the choice made for the previous
HDG method. We consider the following local approximation spaces

Vi(K) = Pr(K), for the flux gy,

Wi(K) = Pry1(K), for the pressure py,,
where k > 2 is the degree of the method. The use of a higher polynomial degree for p;, is the distinctive feature
of the HDG+ method.
3.2. Introduction of the hybrid unknown

As we did before, we introduce the numerical trace p;, which approximates p on the skeleton Fj, of the mesh.
As before the boundary integral in (3.1a) will be discretized as

(p,7 M)y, becomes (Dp,Th M)y -
For the HDG+ method, we use the following approximation space for p;,
My (e) = Pr(e), Ve e F(K).

With this choice, py, and p;, do not have the same polynomial degree and we therefore have two approximations
of p with different polynomial degrees on the skeleton of the mesh. We therefore need to change the penalization
term to

7P (ph — Pn), (3.2)
where P); is the L?-orthogonal projection onto Mj,. This is called the reduced stabilization or Lehhrenfeld-
Schoberl stabilization and it was introduced in [Lehl0]. Even if the result was known by Lehrenfeld and
Schoberl, the first published analysis of the HDG+ method was given in [Oik16]. It allows to get convergence
rate of k + 2 for p, for the cost of a method of degree k. A large penalization parameter 7 ~ hyx ! is needed
to obtain optimal convergence as it will be detailed in SECTION 5.

Remark 3.1. At the discrete level, we can rewrite (3.2) as
TPy (pr — Pr) = T(Pyph — Dh),

however the left-hand side is consistent, but the right-hand side is not.
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3.3. Local problems

Assuming that the numerical trace pp, is known, we approximate the weak formulation (3.1a)-(3.1b) on an
element K € Tj, leading to the so-called local problem : seek (g, pn) € Vi (K) x Wp,(K) such that

(WOQh»rh)K — (pn, div (Th))K + (Pr,h 'n>aK =0, (3.3a)
—w? (popn, wn) i — 2iw (bo - Vpp, wy) i + (div (qn) ,wp) i
+2iw <TPM(ph - Z/);) - 7—upw(ph _Z/).f\t)a wh>aK = (57wh)K ) (33b)

for all (rp,wp) € Vi(K) x Wp(K). An equation for p, will be constructed in the next paragraph. On K, the
system (3.3a)—(3.3b) allows to reconstruct the local fields (gf, pX) when the source term s and the numerical
trace py, are known. We can therefore write those local fields as

ar = Q%pn + Qli.s,
pr =PXp, + PE s

srce?

where (Q¥py, PXpy) satisfy (3.3a)-(3.3b) with s = 0, and (QE_s, PE_s) satisfy (3.3a)-(3.3b) with p; = 0. The

sSrc
linear operators Q¥ and PX are called local solvers, they are well-defined as it will be proven in THEOREM 1.
The local problems are therefore independent of each other, and the numerical trace p, is the only quantity
that couples the elements together.

Following [QS16a], we have introduced a second penalization parameter 7., defined by
Tupw = max(bg - 12,0).
To understand why this second parameter is required, we recall that in HDG methods the penalization serves

two purposes:

(1) it enforces the Dirichlet boundary condition for the local problems,
(2) it controls the stability of the method.

Here as g;, does not take the convection into account, the penalization term (3.2) with 7 only stabilizes the
diffusion. Therefore we had a second penalization to stabilize the convection. We denoted it 7py as it leads to
an upwinding behavior that will be detailed in the next paragraph.

Remark 3.2. The restriction (q|x, p|x, plox ) of the exact solution (q, p) satisfies the local problem (3.3a)—(3.3b)
on each element K of the mesh.

3.4. Transmission condition

Due to the discontinuous nature of the approximation spaces, the local problems (3.3a)—(3.3b) are independent
of each other. To obtain a coupling between those problems, we introduce the following numerical flux

ﬁn:qhn—f—Z’Lw’T—PM(ph_ﬁ)’

where 7 = O(h Kfl). The quantity g, - n only ensures the normal continuity of the diffusive flux between two
elements. To ensure the normal continuity of the total fluxr we add a second numerical flux

2iwab\0 -n = 2iw(bg - N)Dp, + 2iwTupw (Ph — Ph)- (3.4)
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It is important to notice that this flux has an upwind behavior. Let e = 0K N dK_ be an interior edge with
bo-mn_ >0on dK_. We have

On 0K _: Tupw := max(bg - n,0) = bg - n, SO 2iw];b\0 -n = 2iw(bg - n)pp,
On 0K Tupw ‘= max(bg - n,0) =0, S0 2iwp/hb\0 -n = 2iw(bg - 1)pp.

So on the outflow boundary we use the interior value py, whereas on the inflow boundary we use the trace value
Dh-
Finally we write the transmission condition as

<(§Z - inphbo) ‘n, ,U'h>

This formulation enforces normal continuity of the total flux between the elements and the boundary conditions
on FD and FN .
Remark 3.3. To ensure the well-posedness of the local problems, the second penalization must be

OTAAT +(Ph — 9D, i), = (9N, Hh)p - (3.6)

Tupw (ph - 1/7;)7 rather than 7-upw(PJth - ﬁ;)a

as it will be proven later in THEOREM 1.

Remark 3.4. We would like to point out the main theoretical difficulty of this method : when the background
flow is not constant, the second flux (3.4) leads to non-polynomial terms on the skeleton. This is usually avoided
as much as possible in HDG methods.

3.5. Compact formulation of the methods:

HDG methods are usually stated in a compact way that can be obtained by summing the local problems (3.3a)—
(3.3b) over the mesh elements and by adding the transmission condition (3.6). This formulation reads : seek
(@n,pn,Pn) € Vi X Wy, x Mp, such that

(Wﬂqha Irh)']’h - (PhadiV (rh))'[‘h + <]3;; Th n>87—h = 0, (37&)
—w? (popn, wy) 7. — 2iw (bo - Vpp, wn) . + (div (qn) , wn) 7, (3.7b)
+2iw <TPM(ph - Z/)-}\L) - 7-upw(ph - 1/7;)’ wh>877,, = (57 wh)Th

<(§Z - inp/hb\0> . ’I’L,/J,h> = (9N, Hh)py 5 (3.7¢)

T
for all (rh,wh,uh) e Vi, x Wy, x My,

3.6. Condensed variational formulation

The compact formulation (3.7a)—(3.7b)—(3.7¢) cannot be used to efficiently implement the HDG method, indeed
with this formulation it is not clear how the global problem for p;, only can be obtained. To describe this process,

we will now write a condensed variational formulation for p; only. On an element K € 7, we write the local
fields as

@i = Q%pn + Qlies,
i =PEp, + PEs

srce?

where (Q%py,, PEpy) satisfy (3.3a)—(3.3b) with s = 0, and (QX_s, PE_s) satisfy (3.3a)—(3.3b) with p, = 0. The

Src
linear operators Q¥ and P¥ are called local solvers, they are well-defined as it will be proven in THEOREM 1.
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W N

[

We can therefore rewrite the transmission condition (3.7¢) as

an(pn, ptn) = Cn(pn), (3.8)

where
an(Phy pn) = QP -+ 2iwr Par (PXPi — Pi) — 2i0Tupw (PX D1 — Dr), 1in) o7

and the terms involving QX_ and PE_ are put into ¢;. Equation (3.8) is the so-called global problem and is the
main equation of the HDG method. As the local solvers satisfy the local problem (3.3a)—(3.3b), we can obtain

the following characterization for ay

an(Prs in) = (WoQ"pr, QKM}L)Th —w”® (poP" P, PKMh)Th — 2iw (bo - VP* Py, PKM}L)Th

+ 2i0 (TPar (PX i — Pn)s Par (P pin — 1)) o — 200 (Tupne (PXPi = P0)s P™ i — i) o

by following [CGL09, Sec 2.3]. In particular, this characterization shows that the global problem of the HDG+
method has a structure which is similar to the one of the convected Helmholtz equation. In particular testing
with pp, = P leads to a global discrete Garding-like inequality. From a computational point of view, we proceed
as described in ALGORITHM 1.

Algorithm 1: Solving HDG+

for K € T;, do
/* Assembling step */
Construct the local solvers Q¥ , and P%
Add local contribution to the global problem (3.8)

[95]

olve (3.8) for p,, using a direct solver // Main linear system to solve
for K € T;, do

/* Reconstruction step */
Reconstruct the local unknowns pf* = PXpy, + PE s and ¢ = Q¥p, + Q¥.s

This algorithm is the blueprint of the practical implementation of the HDG method which is discussed in [Rou21].

3.7. Adaptation to a standard HDG method

It is also possible to apply a standard HDG method to this formulation and thus having the same polynomial
degree for approximating p, and gy, that is:

Vh(K) = Pk(K)7 for the flux qhn,
Wh(K) = Pr(K), for the pressure py,.

In this case, as W}, and M}, are spaces of polynomials having the same degree, the projection term becomes
simpler, indeed

Pripn = ph-
For this formulation, a large penalization parameter is no longer required, and we only need 7 = O(1).
However this HDG method is less efficient than the HDG+ method. In particular the upwinding term 7ypy, is
crucial to ensure the stability of the method. To illustrate this phenomenon, we have depicted numerical results
obtained by using the parameters of SECTION 7 in FIGURE 3.1. When the upwinding term is not introduced,
instabilities are clearly visible inside the domain. However adding this term to the formulation leads to a sub-
optimal convergence rate for the vector unknown q by following the error analysis of the HDG+ method carried
out in SECTION 5. For the HDG+ method, this loss in the error rate is compensated by the higher interpolation
degree used for the scalar unknown p.
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FiGUrE 3.1. Influence of the upwinding term for the standard HDG method

4. LOCAL SOLVABILITY

13

It is worth remembering that HDG methods were originally developed for strongly elliptic problems and that
harmonic wave equations are only quasi-elliptic. It is well-known that solving those equations with Dirichlet
boundary conditions? leads the resonance phenomenon. In this section we will show that the static condensation

process is well-defined when the mesh is fine enough, 7e. the local problem does not produce resonance.

Before actually showing the local solvability, we need to prove the following lemma.

Lemma 4.1. Ifp € HY(K) and bg € L>(K) N C(O), where C(O) is the space of vector functions continuous

in the domain O, then the following identity holds

Re (pbo, Vp) i = 5 ((bo - n)p,p) 5

N =

Proof. We use an integration by parts to obtain a relationship between (pbg, Vp) - and its complex conjugate:

2Re (pbo, Vp) x = (pbo, V) + (pbo, V) x
= (pbo, Vp) g + (Vp, pbo)
- (diV (pbo) 727)[( <(b0 : n)P7P>aK + (prpbO)K
— (Vp,pbo) i + ((bo - n)p, p) o + (V. pbo)
= ((bo - n)p, )y -

(div (bo) = 0)

We can now state and prove the main result of this section.

Theorem 1 (Local solvability). If the penalization parameter T satisfies
Ve € F(K), T7le <0,

if the pulsation w and the diameter hx of each element K € Ty, satisfy

Nl

2
—~Cwouic B0l ) + (Civ.ic 1bollE e i) + 190l o 1))
whg <

)

Cwio, kC llpoll poe (i

2Which is what the local solver does.
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where C' > 0 is a constant that depends only on the shape regularity of K, and if the diameter hx of each
element K € Ty, is sufficiently small for the sign of bg - m to be fized on each edge of K3, then the local solver

(o, s) — (i ar)

is well-posed on each element K € Ty,.

Proof. As the local problems have a finite dimension, we only need to prove uniqueness of the solution. We
therefore assume that p, = s = 0 and we need to prove that the system

(Wogqn, 1) ¢ — (P, div (ry)) = 0, (4.3a)
—w? (popn, wn) ¢ — 2iw (bo - Vpp, wp) g
+ (div (gn) , wn) ¢ + 2iw (TPrph — TupwPh, Wh) g = 0, (4.3b)

has only one solution : (pp, gn) = (0,0).

We will prove the theorem by contradiction. We therefore assume that the system (4.3a)—(4.3b) has a non-zero
solution (pp, qn)-

Step 1: An energy-like system

We begin by testing (4.3b) with w, = pn

7"‘)2 ||ph||i07K + 2iw (phb()a vPh)K =+ (le (qh) 7ph)K + <2iWTPMph - QiWTupwphyph>3K =0 (44)
Then, (4.3a) is tested with r;, = g and conjugated :
2 .
lanllw, x — (div(gn) ,pr)x =0 (4.5)
We now add (4.4) and (4.5) leading to
lan 13w, 1 — w? lpn 5, & + 2iw (prbo, Vpn) i + (2iwr Pyph — 2iwTupwph, Ph) g = 0 (4.6)

We now obtain the following system by taking the real and imaginary parts of (4.6)

Re : ”qhH%VO,K - w? ||Ph||i0,K — 2wIm (prbo, Vpr) i =0 (4.7)
Jm : Re (prbo, Von) x + (TPMPh, Ph) gic = (TupwPhy Ph) g g

Indeed, as Pypy, € M}y, and 7 is constant on each edge, one has
(TPypnh, Pr) ore = (TPMPR, Pupn) o € R

Step 2: We focus on (4.8) to express pp|ok-
By the LEMMA 4.1 we have

((bo - 1)pn, Ph)ox

N |

me (phb()a Vph)K =
and (4.8) becomes

1
3 ((bo - 1)pn, Ph) g + (TPMDPR, Ph) gic = (TupwPhy Ph)gx

For the sake of simplicity, we have assumed that the sign of bg - n is constant on each edge. For a given edge
e € F(K), the three following cases are exhaustive:

3This assumptions amounts to requiring than the inflow and outflow boundaries of K are separated, which is a standard
assumption to study problems with connvection.



TITLE WILL BE SET BY THE PUBLISHER

e Case 1: by - n < 0: therefore 7,py := max(bg - 1,0) = 0 and

<0

1
(TPrpny Prpn) o 3 (|bo - n|ph,pr) g =0

<O by (4.1)as 7 <0

e Case 2: by - n > 0: therefore 7,y := max(bg - 1,0) = bg - n and

1
3 (1bo - m|phyDh) o + (TPrDhs Prpn) i = (|bo - pn, pr) ok
<0
1
— (TPrphy Pupn) ggc 5 (|bo - m|ph,ph) o =0

<O by (4.1)as 7 <0

e (Case 3: bg-n = 0: in this case we only have

(TPrpn, Pupn)gx = 0.

In the first two cases we have pp|ox = Pypr = 0 and in the third one we only have Pyrpp, = 0.
In particular, the following identity holds for all the three previous cases

/ prdo =0,
oK

indeed as Pyspy, is the L2-orthogonal projection of p;, onto M}, we have

Pyprindo = / prfindo, Y € My =[] Pule),

9K oK e€F(K)

and the previous identity is obtained by taking up = 1.
Step 3: Contradiction

As pp, € Pry1(K), we have p, € H'(K) and the following Poincaré-Friedrichs inequality holds*

IPnllx < Chi [Vnll
see [EG04, Lemma B.66] with f(v) = [,, vdo. The constant C is the same one as in (4.2).
Going back to (4.3a), integrating by parts and testing it with 7, = Vp;, we have

IVonlls = |(Woan, Vpr) ¢ |
< Owo, i llanllwy x IVPRI &

AN
IVPrllx < Cwo.x llanllw, x
On the other hand, from (4.7) we see that

lanll3y, s = @ Ipnll%, & + 2wIm (prbo, Vpn)

2
w” ||PO||L°°(K) [Pnll5 + 2w Hb0||L°°(K) 1Pnll i IVPR 5

NN

thH%/VO,K c? HpOHLOO(K) w?hic ||Vph||§( +2C Hb0||L°°(K) whx ||Vph|\§(

4When bg - n # 0 we can use the standard Poincaré inequality instead.-

15

(4.10)

(4.11)
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Combining (4.10) and (4.11) we have
9Pl < Clic [C2 10l ) 2he 19011 +2C ol ) e [Vale]
as we assumed (g, pr) # (0,0) we can divide by ||[Vpp]|; to obtain
1< CY x [02 190l e 50y %% + 2C [[Boll o (1) th} . (4.12)
We now define the function
frar— CI2/VO,KC2 ||pOHLoc(K) a® + QC‘Q/VO,KC ||bO||Loo(K) a—1

Rewriting (4.12) in terms of f gives
f(th) > 0.
We notice that f is a second-order polynomial whose roots are

S

2
—~Cowo.tc [10ll i) £ (Clve.sc 1boll 1) + 1901l 1))
Cw,,xC

aL =

[poll L (K)
As the leading coefficient of f is positive, we know that
Va € (a—,ay), fla) <0

and it is obvious that a_ < 0 and ay > 0.
Finally, we can see that the assumption on whg (4.2) is exactly

0 <whg < oy,

which means
f(whi) < 0.

This is the desired contradiction and concludes the proof, as we necessarily have p;, =0 and q; = 0. (|
Remark 4.1. For triangular elements, the constant C' satisfies
1
C<—.
T
Remark 4.2. when bg = 0, the solvability assumption (4.1) becomes

1
whi <

1
CCw,,x ||P0||ioo(K)
which is similar to the ones given in [DS19, Prop. 3.9] and [Hun19, Prop. 3.4.2].

Remark 4.3. this proof is written for the HDG+ method, for the more standard HDG method only minor
changes are needed : in Step 2, Pyrp should be replaced by p. Assumption (4.1) can therefore be replaced with

1
Ve e F(K), 7|lc<0 or T|e>max(2|b0-n>.
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5. ERROR ANALYSIS OF THE HDG-+ METHOD

In this section we will carry out a detailed error analysis of the HDG+ method.

The analysis of this section is carried out by mixing elements coming from the analysis of HDG discretization of
the Helmholtz equation carried out in [DS19] and of the analysis of HDG+ discretization of elliptic convection-
diffusion problems carried out in [QS16a].

We chose to use the orthogonal L? projections instead of the tailored HDG(+) projections that fit the numerical
trace. As we study problems involving convection, the design of a new projection would be required as using
the standard HDG(+) projection would not lead to cleaner error system. The design of such a projection seems
very difficult when bg is not constant. This analysis is therefore valid for general polyhedral meshes, and not
only simplicial ones.

We denote by 7y, mw and Py; the L2-orthogonal projections onto V3, Wj, and Mj, respectively.
We recall the following estimates due to standard approximation theory for polynomials and trace inequalities
which will be useful for our analysis, see eg. [EG04, Prop. 1.135] :

lp = mwpllo <0 lpll,0 0<s<k+2,
lg —7valo Shlall o 0<t<k+1,
lp = Prepllor, S 072 pllyo 1<s<k+1, (5.1a)
lp = 7wpllox < B2 plls 1<s<k+2,
lg-n—mva-nllye <072 gl 1<t <k+1,

where a < b means that there exists a constant C' > 0 independent of the mesh size and frequency such that
a < Cb, we also write a = b when a b < a.
We will also frequently use the following inverse inequality

lwllox S P 2 lwllx,  Vw € Wh. (5.2)

Contrary to the case of elliptic problems studied in [QS16a], the convergence of the HDG(+) methods for
the convected Helmholtz equation cannot be directly obtained in an energy norm. The analysis of this paper
therefore strongly relies on the Aubin-Nitsche method to obtain convergence directly in L?-norm. For an
introduction to this method, we refer to [EG04, Sec. 2.3.4], similar processes for HDG(+) methods in the
context of wave equations have been carried out in [QSS16], [Hun19, Sec. 3.5] and [DS19, Sec. 3.5.2] and for
coercive problems with convection in [QS16a]. We introduce the following auziliary problem

Wo€ — Vo =0, in O, (5.3a)
—pow?0 — 2iwbg - VO — div (€) = &}, in O, (5.3b)
&-n—2iwlbg-n)d =0, on 00. (5.3¢)

To carry out the error analysis, we assume that the problem (5.3a)—(5.3b)—(5.3¢c) is well-posed and satisfies the
elliptic reqularity assumption

191l2,0 + 1€ll1,0 < Creg Il - (5.4)
Remark 5.1. As the problem (5.3a)—(5.3b)—(5.3¢) can be equivalently written as

—w?pol — 2iwbg - VO — div (KoV0) = &,
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it has the same coercive + compact structure as the original problem (1.3) if the background flow is subsonic
(see (1.4)). This problem is therefore of Fredholm type, and well-posedness is equivalent to uniqueness of the
solution. The well-posedness hypothesis thus means that we will consider frequencies w that are not resonant.

We can now state the assumptions under which the error analysis of the HDG+ method is carried out.
Assumption 1. The background flow is subsonic.

Assumption 2. The frequency w is not a resonant frequency of the continuous problem.
Assumption 3. The mazximum diameter h of the elements is sufficiently small.

Assumption 4. The domain O is either a regular bounded open set or a convex polyhedron.
Assumption 5. The physical parameters Wy and by are Lipschitz continuous in O.

ASSUMPTION 1 and ASSUMPTION 2 ensure that the continuous problem is well-posed. ASSUMPTION 3 ensures
that the local problems are well-posed through THEOREM 1. ASSUMPTION 1, ASSUMPTION 2, and ASSUMPTION
3 imply that the global problem is well-posed as it will be detailed in THEOREM 3. ASSUMPTION 4 and
ASSUMPTION 5 ensure that the elliptic regularity assumption (5.4) holds as e}, € W},(7,) C L?(O), on this topic
see [Grill, Th. 2.2.2.3 & 4.3.1.4] for the regularity of the domain or [BC13, Sec. 7] for the regularity of the
coefficients. Finally the amount of regularity of the exact solution (g, p) is only limited by the regularity of the
source term s.

To study the convergence of the method, we split the errors as

q—qn=q—Tvq+Tyq—qy =€l — 8},
P—Ph=Dp—Twp+Twp — pr = €5 — 07,

p—Dpn=p— Pup+ Pup—pn =&, + 07,

where ~
Op =mvq—q ; O =mwp—p ; 0 :=p—Pup

and

el =myq—qn€Vy ; e ==mwp—pn € Wy, ; & = Pyp—Dpp € My.
For the sake of conciseness, we define

2. q2 3 p |
&y = |legll7, + ||I717 (Parey, — &) or.’

which should be interpreted as an error estimate in the energy semi-norm. Notice that thank to the Young’s
inequality, we have

1
&~ ey, + 171} (Parel = 20)

’aTh '
We also introduce the consistency error

_ 1
Ap = (10717, + R0, + R

SPH .
"o,

The approximation errors 87,47, gz can be estimated using the approximation bounds in (5.1). In particular, if
the exact solution (g, p) is sufficiently smooth, we have

Ay = O(hFh).

We therefore only need to prove the following lemma to obtain a convergence result.
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Lemma 5.1. For k > 1, and under ASSUMPTION 1, ASSUMPTION 2, ASSUMPTION 8, ASSUMPTION /4 and
ASSUMPTION 5, the optimal error estimates hold

lefilly, = OB, and el = O(RFF?). (5:5)

We can now state the main result of this section, which is a direct consequence of (5.1) and of LEMMA 5.1.

Theorem 2 (Convergence of the HDG+ method). For k > 1, and under ASSUMPTION 1, ASSUMPTION 2,
ASSUMPTION 3, ASSUMPTION 4 and ASSUMPTION 5, the HDG+ method (3.7a)—(3.7b)—(3.7¢c) converges with
optimal rates, i.e.

lp = pullg, = OK**2),  and g —qully = O(R).

The end of this section is devoted to the proof LEMMA 5.1 whose sketch is given below.

Proof of Lemma 5.1:
The proof can be decomposed into two main steps:

(i) We derive an energy-like estimate of the form
En S lleklly, + An. (5.6a)
(ii) We use the Aubin-Nitsche method to derive an estimate of the form
el < h(En+Ap). (5.6b)

The estimates (5.5) are an immediate consequence of (5.6a)—(5.6b). Indeed, by inserting (5.6b) into (5.6a) and
using the absorption technique of LEMMA 5.6, we obtain

En S Ay
Then, using this inequality into (5.6b) and LEMMA 5.6 again, we obtain
”62”71, S hAp.
Finally, the approximation estimates (5.1) yield
Ap = O(hF),
when the exact solution (g, p) is sufficiently regular. This concludes the proof of LEMMA 5.1. "
Remark 5.2. We would like to point out that the separation of this proof into two steps is specific of Helmholtz-

like problems. Indeed, for coercive problems, the energy estimate (5.6a) is enough to establish the convergence
of the method.

5.1. Preliminary results
Before actually working on Steps (i) and (ii), we first need to prove some technical results.

5.1.1. Error equations

We first establish the error equations satisfied by €7,¢} and £7.
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Lemma 5.2. The error quantities (€},e5,87) € Vi, x W), x My, satisfy the following error equations:

(Woe,rn) ., — (eh,div(rn)) . + (E.rn - n)yr = (Wodil,7h) (5.7a)

(diV (EZ) ,’wh),,-h + 21w <T(PM62 — Z?Z),wh>a7_h :wz (pOE]Iwah)T;L — 2w (Ezbg, th)Th + <Q\1 + @2 + @3,wh>a

— w? (pod?, wp) 7.+ 2iw (6, bo, Vwn).f. (5.7b)

— (e} -+ 2iwT(Pyme), —Ep) k) gr, = — <@1 + 00+ @3’“h>afr (5.7¢)

h

for all (v, wn, up) € Vi, x Wy, x My, where

Q1 = 2iw(bg - N)E: + 2iwTupu(el — E2),

~

0, = 2iw(bg - n)gg — 20w Typ (6] — 7)),
0y := 01 - n + 2iwT P07,
Proof: Notice that (g, p,p), where p is the trace of p on the skeleton of the mesh, satisfy the equations (3.7a)—

(3.7b)—(3.7c) for discrete test-functions, introduce the projections wherever possible and subtract the actual
discrete equations. "

5.1.2. An estimate for the gradient of the error

We use the following estimate, obtained following [QS16a, Lemma 3.2|, for ||Ve?|| o7, Yo carry out our analysis

Lemma 5.3. The following estimate holds
HV"':;Z”T,1 S En + Ap.

Proof: On an element K € T, we notice that e} € W), (K), which implies Vel € V;,(K) and Ve} -n € M, (K).
We can therefore go back to (5.7a), test with 7, = Ve} and integrate by parts to obtain

2
va]}iHK = (W0627 VE]Z)K - (WOEZ’ V‘EI}Z)K + <€Z o é?w Véi ’ n>aK : (5.8)
Noticing that Ve? - n € M), (K) and resorting to (4.9), we have thanks to the Cauchy-Schwarz inequality

|<E§')L - ngVEZ : n>aK’ = ’<PM€Z - %,VSZ ’ n>aK’ S ||PM‘€§)1 - é\ﬁ”a[{ ||VEZH3K :
Since Vel € V3, (K) , the trace inequality (5.2) leads to
_1
(el —&h Veh ) oic| S N1EL — Puehllon B2 [ Vebll
Incorporating 7|x = (’)(h}l), h~z in the boundary norm yields

1
(e = & Ve ) o] S 1712 — Pare])

|, IVeRl (5.9)

We can now use (5.9) into (5.8) and apply the Cauchy-Schwarz inequality to obtain

2 1
19k 1% < (lefllwe i + |71 = Paeh) |, + 18wy i) I9ER e

h
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This allows to conclude by summing over the elements and using that

1
ey, +||ir13 (Pasch = 20| S €n and 8817, < A
h

5.1.3. Using the Poincaré- Wirtinger inequality

In the error analysis, we will apply the Poincaré- Wirtinger inequality. We denote by {u} the L2-projection of
u on Py, ie

1
VK €T, {u}|K:®/ udx
K

We will need to subtract {u} from the equations to apply the Poincaré-Wirtinger inequality :
u—A{u}blly < Ch|Vullg . (5.10)
We can do that thanks to the following property of the projections my, and 7y, indeed we have for £ and q

(mva, {Wok})r, = (a,{Wo€});, as {Wo&} €PoCPs

therefore
(6;3’ Wog)Th = (q —Tvqg, WO&)Th = (q —Tvq, W0£ - {WO£})'Th .

Similar results can be obtained in the same way for the other quantities.

5.1.4. Best approzimation property of Py

During the analysis, we will often need to compare quantities like ||u — Paul| g and [Ju — {u}| 5x-

Lemma 5.4. For u € Pr11(Th), the following inequality holds

lu = Prrullgpe S llu—{utlon

Proof:

We recall that Mj, =[], 7, Pr(e) is a finite-dimensional vector subspace of L*(975). We recalled that functions
in M}, are piecewise polynomials of degree up to k on the skeleton of the mesh.

On an internal edge e = 0K _ N 0K 1, we define

u” pon K_
{u}, = {iﬁi on K, where u® = ufx=.

With this definition {u}, is a bi-valued piecewise constant on the skeleton of the mesh, and therefore {u}, € Mj.
As Py, is the orthogonal projection onto M}, we can use the Hilbert projection theorem to obtain

lu = Prullpy, < vier]l\/f[h lu—vlla7, -

We can therefore conclude that
lu = Pyullgy, < llu—A{utllyr, -

When no confusions are possible, we will denote {u}, by {u}. =
This property will be referred to as the best approximation property of Py;.
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5.1.5. A jump estimate

During the analysis, the quantity || — &7 || o7, Will be encountered. For standard HDG methods, this quantity
is incorporated into the energy (semi)norm. For the particular case of HDG+ however, the natural jump term

is H |T‘%(PM€€ - é\i)HaT which is smaller than &,. Those two terms are linked by the following lemma.

h
Lemma 5.5 (Jump estimate). The following inequality holds

1
ek = Enllor, S h? (En+ An).

Proof: We notice that

”5Z - 5ﬁ||,97h N ||5Z - PMEZHaTh + ”PM&:IZ - gZHaTh
we use the LEMMA 5.4 and we remark that 7 = O(h™!) to obtain

1
S ek — {EZ}H@T,L +h2

1
(P Ep—ng
CHEYE I

then, by (5.2), we also have

_1 1
Sh72 e = {eh g, + b2

1
7|2 (P, ep—ng
‘||(Mh h)87_ha

we then use (5.10) to obtain

1 1
S h? Vel +h?

1
71 (Pureh, —23)|

OTh

and the gradient estimate of LEMMA 5.3 leads to
1
ng - gﬁ”aTh 5 h2 (8}1 + Ah) .

5.1.6. Absorption lemma
The subsequent error analysis heavily relies on the absorption technique which is summarised in the following

lemma.

Lemma 5.6 (Absorption). Let a,b,h be positive real numbers and ¢ be a real number. The two following
propositions hold:

(1) if a S ah+b and if h is sufficiently small, then a < b,
(2) if a®> < ab+ c then a® S b2 +c.

5.2. Step (i): Energy-like estimate

We can now prove the energy-like estimate (5.6a).
Test (5.7a)-(5.7b)—(5.7c) with (e},e},€7), conjugate (5.7a), and sum the resulting equations. The left-hand
side of the sum is
2 . : .
||€ZHWO,T,, — (div (e};) ’62)77» + (ej -, Z/':\Z>37’h + (div (e};) 751}1)7—}1 + 2iw (T(Pupey, — €), PM5i>aTh

‘ 2 .
— (e} -+ 2iwT(Pyel —E7),60)) o7, = ”EZ”WO,T;L + 2iw (T(Pumey — 1), Puey — En) o7 s

2
— 11292 : 3 P _2p
= 118w 7, — 20 | 171 (Pareh = 2|
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as 7 < 0. Summing the right-hand sides, we obtain the discrete energy-like identity
2 ‘ 1 2 2
I8 7 = 2 i1 (Pasch = &) =R IRI2, 7, + R + o+ B+ Ra, (5.11)

where

R1 = —QZW (&‘ﬁbo, vefl)Th + <Q1)52 - é\1;1,>87_h )
Ry := <A 7€p - é\p> ’
2 Q2,6 — & OTh
Rs = <A ’EP - gp> ’
3 Q3 h h T
Ry := —u? (POCSszZ)T;L + 21w (521’07 Vsi)Th + (E}q” WO(SZ)T” .

To prove (5.6a), we now need to separately estimate the terms in the right-hand side of (5.11).

5.2.1. Estimating Ry
‘We recall that @1 is defined as

@1 = 2iw(bg - n)EY + 2iwTypw (] — EY).
To estimate this term, it is easier to separate its real and imaginary parts. Using LEMMA 4.1, we have
Ph py _ 1 b p _p
Re (e1,bo, Vey )7, = 3 ((bo - m)ey, €h) o7 »

and we therefore have

ijl

1
2% =NRe <(b0 : n)é\r};,gz - gp};>a7’h + <7—upw(51}1 - 5",;),52 - Z;';i>a7’h - 5 <(b0 'n)€i7€z>a7'h )
1 1
= <—2(b0 '")(fﬁ - 52)75% - 52>BT D) <( 0 - n)?,i,?f)an + <Tupw(€;}i - 52)7622 - 5?)371 .
h
Noticing that % is single-valued across the skeleton of the mesh we have
((bo -n)é\i,é\ﬁ)aﬁ = ([[5250]]75987,1 =0,
We notice that Typw — 3 (bo - 1) = %|bo - n| > 0 and obtain
1 2
JmR 1 1 2
= = ({Tupw — 5(bo - m) ) (h — &), — & = 5lbo-nl) (=)
2w 2 o7 2
h 8’777

On the other hand, we also have

EReRl

5y = Jm((bo - m)E}, €))7, — Tm(ebo, Vep) 1,
noticing that ((bo - n)ey,e7) . € R, we have

%QRl
2w

= Jm ((bo - n) (&}, — &), 52}3)@7’,1 — Jm (e} bo, Vé?fL)Th :
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We therefore obtain that

1 2

1 2
(50ml) (& -2

|R1| S

OTh

Cauchy Schwarz inequality leads to

2
|Ral S Nl = Enllor, + lleh — Ehllom, llehllon, + ekl 1Verll, -

+ (B0 - m)(EL — h). Do, | + | (Ehbo. VED) 7 |

Using the jump estimate of LEMMA 5.5, the gradient estimate of LEMMA 5.3 and that 7 = O(h~!), we obtain

|R1| S (En+ An) llef Il + R (€ + AF) -

5.2.2. Estimating Ro
We recall that @2 is defined as

Oy := 2iw(bg - 1)0F — 2iwTypy (37 — 6.
Cauchy-Schwarz inequality leads to

P

S |9

(o mffct -21),

o I8 = Rl

Using the trace inequality (5.2) and the jump estimate of LEMMA 5.5, we have

‘<(b0 )3l -2 | ShE[OF]| (@t an) S an@En+ A,
OTh Th
as hz gZ < Ap.
9T
Using the trace inequality (5.2), we have
P _ 5P -3 5P P -1 -1
O, — 0y, o, ShTE Sy + |0y o Sh2(1+h)Ar ShT2A,

and the jump estimate of LEMMA 5.5 yields

~ 1
(oo (@, =50k = 20) | ShEARNR ~ g, S An(En +An).

So we finally have
|Ro| S Ap (En + Ap).

5.2.3. Estimating Rs
We recall that @3 is defined as

Qs := 0 - n + 2iwT Pp 0},

(5.12)

(5.13)
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For the first term, using the jump estimate of LEMMA 5.5 and the trace inequality (5.2), we have
1
(682l = ), | S 0% (En+ A0 16817, S (En+ Ar)An,
as ||6Z||Th < Ap,. For the second term, we have

‘<TPM5£’€Z - g@an‘ < ‘<|T|PM527 Pyej, — ?J'Dem,

1 1
S CEARCEEED

OTh

using that 7 = O(h™1), the trace inequality (5.2) and that h~! 10817, S A, we obtain

Shn 10plly, < Enldn

”Th

1 _1
(P = o | S [l (Paset, =) 0 E 198,
h

So we finally have

|Rs| S An(&n + Ap). (5.14)

5.2.4. Estimating Ry

By similar computations using the Cauchy-Schwarz inequality, and the gradient estimate of LEMMA 5.3 we can
show that

(0007 e8)7, | S 1881, b, S B lih i,
‘(55130’ sz)n‘ SN0kl (En+ Ar) S hAL (En + An),

|(Woet. o7),,

S leillwe, 7 195117, < Enda

‘We therefore have

(Ral S hn (Il + An) + En. (5.15)
5.2.5. Discrete energy-like estimate
We first notice that
2 2 2 . 2
& = eI, + [171*(Paref, — 5””871 S ‘HEZHWO,T;L — 2iw |||7]*(Pureh — éﬂli)Han :

By collecting the estimates (5.12), (5.13), (5.14) and (5.15) and by using them into the discrete energy-like
identity (5.11), we obtain

& SIIERIT, + (En + An) lefll7, +heR + Anén + AF,
we then resort to the absorption technique described in LEMMA 5.6 to obtain
2
& Sy, + A3 S (bl +An)
which yields

& S Nl + An.
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This is the desired estimate (5.6a). Moreover, we would like to point out that the consistency term Aj, be
estimated as O(h**!) by using (5.1) when the exact solution (g, p) is sufficiently regular.

5.3. Step (ii): Aubin-Nitsche method

We now prove the Aubin-Nitsche estimate (5.6b). Let (£,0) € H(O) x H?(O) be the solution to the auxiliary
problem (5.3a)—(5.3b)—(5.3¢), it satisfies the following weak formulation

(Wo&,rn) 1, + (0,div(rn)) . —(0,7n - n)yr =0, (5.16a)
—w? (pob, wy) 7. + (2iwdbo + &, Vwy) . + (€ - m — 2iw(bo - n)0, wh) 5 = (eﬁ,wh)Th , (5.16b)
(€ n, ,Ufh>a7-h\r =0, (5.16¢)

for all discrete test-functions (vp, wp, un) € Vi, X Wy, x Mjp,. We recall that according to the assumptions, the
solution (¢, 0) exists in H'(O) x H%(O) as it satisfies the elliptic reqularity estimate (5.4). The last equation
(5.16¢) translates the continuity of &€ -m between the elements and should be interpreted as a jump term. Indeed
by the same argument as when we discussed weak continuity of g - n in SUBSECTION 3, we have

0=Y_ /aKg.nmda: > [ [€lmmdo.

KeTy e€F} ¢

5.3.1. Aubin-Nitsche identity

Introducing the projections in (5.16a)—(5.16b)—(5.16¢), testing with (efl, e} ,&}), conjugating and summing the
resulting equations, we obtain

(Woel, 7v€) . + (div (), 7wb) . — (€] - 1, Pub) . — w? (poch, mwl) . — 2iw (bo - Vel mwb) -

+ (Vé‘i,ﬂ'vf)n + <€1}';v7TV€ “n + 2iw(bo - n)ﬂ'W@aTh - <§1]za wv§- n>a7*h = {1,

on the other hand summing (5.7a)—(5.7b)—(5.7¢) tested with (7wy &, T 0, Prpr6) leads to

(Woel, wv€), + (Veb, wv€), + (eh — & mvE- n)or — w? (poe?, Tw ). — 2iw (b - Veb, W)
+2iw ((bo - n)ep,, Tw0) o + (div (ef) , 7w 0) — (] -1, Pub) oy = L.

Hence ¢; = ¢5 where

b =(Woell, mv€ - &), + Hsﬁﬂimﬁ — w? (poeh, mw 6 — 0)7. — 2iw (bo - Vep,, mwt — 0).
+ (e, — &, (mv€ — &) - m) . + 2iw ((bo - m)ep, mw b — 0) 5

by = (Woég, 7rV£)Th — w2 (podﬁ, ﬂwe)Th + 2w ((52[)0, Vﬂ'We)Th

— 24 (7(Pareh = 80), mwd — Par)yr, + (1 + Qo + Qo mwl) — PM9>ST :

It follows that

2
||EZ||pO,T,L =m + mg + m3 + My,
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with
mp = — (WO€Z7 7TV£ - £)Th + (Woéga 7TV£)7’h + w2 (pogfp 71—VVQ - 9)7_}1 - OJ2 (p06£7 71—‘/1/0)7‘h
ma =2iw (bo - Ve, mwt — 0).. — 2iw ((bo - n)ej,, Twt — 0) 5 + 2iw (6], bo, Vi 0)

my = = 20 (7(Pue], — &) 7wl — Paal) yr, +( Q1+ Qo + Qoo — Part)

,7—}7/7
my =— (g — &, (mv€ — &) 'n>a7’h :

We now estimate the terms m1, mo, ms and my separately.

5.3.2. Estimating m,

We follow the usual computation used in HDG convergence proof to combine the terms in my, see [DS19, Proof
of Prop. 3.8]. We have

(52»P0<7TW9 - 0>)Th - (557P07TW9)7;L = (Eﬁ - 557P0(7TW9 - 9))7’}1 - (627 p09)7’h ’ (517>
= (Ei - 5£7P0(7TW9 - 9))7‘}1 - (627 P09 - {pOH})Th )

where {u}|x € Po(K) is the average of u on each element K € Ty, and as my is the L?-orthogonal projection
onto Wy (K), which implies that

0k, {po0}) . = (p — mwp, {po0})7, = 0.

A similar computation can be performed for the terms involving e and 87, yielding

mal S (bl + 162117, ) w0 = Ol + 15817, 190 — {000},
+ (ledlly, + 16207, ) v € = €l + 1687, W€ — {Wothl,
mal S (Iefll, + A 7w 0 = O], + hAn llood — {pob} I,
+ (En + Ap) lmv€ = &7 + An [[Wo€ — {Wok}l - (5.18)

5.3.3. Estimating meo
An integration by parts yields

(bo - Vep,, mw8 — 0) . — ((bo - n)ep,, w8 — 0) 5. = — (b0, V[T 0 — 0])

and we therefore have
my = —2iw (e b, V[mw b — 0], + 2iw (67 bo, Vrwo),. .

Following the same computation as the ones used to estimate m;, we obtain

mal < (15, + 1657, ) IV Erw = i, + 182 7, B0 - 76 = {bo - W6},

mal < (Il + hA) IV [mw 6 = O]l +hAn [bo - V9 = {bo - Y} |7, - (5.19)
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5.3.4. Estimating ms
We recall that

Q1 = 2iw(bo - N)EY + 2iwTupw () — EY),
Q5 := 2iw(bg - 1)0F — 2iwTypy (37 — 67,

Qs = 0 - n + 2iwT Py},
and that we have established the following estimate in LEMMA 5.5,
leh = llyr, S b2 (En + An). (5.20)
We have

((Bo - m)ER, MO — Py | S |((bo - m)(ER — eR) 7w = Pasb) o | + [((bo - m)ef, 7w 6 = Pash) o |

< [n3 En+ )+ B E R, | it = Pasblr,

where we used the trace inequality (5.2). Using this trace inequality (5.2) again, that 7 = O(h~!) and keeping
only the lowest power of h as h — 0, we obtain

sl < w6 — Pablly, [h% e lvwo,, + [Ir12 (Paseh = D|| -+ 1% (ki + 1080, ) + A% 1381, + |3 Wh] ,
which yields
msl S [&n+h7 3 A0+ R IRl | Imw = Pt - (5.21)
5.3.5. Estimating my
Using (5.20) and the trace inequality (5.2), we readily obtain
ima| S (En + Ap) [7vE€ =€l - (5.22)

5.3.6. Proof of the Aubin-Nitsche estimate
By collecting the estimates (5.18), (5.19), (5.21) and (5.22) and by using them into (5.17), we obtain

b1, < (bl + AL llmwo = 0ll7, + B llo08 — {podHl
+ (& + Ap) [mv€ =&l 7, + An [[Wo€ — {Woé}l 7,
+ (], +hAw) IV Trw8 = 6], + A [lbo - V0 = {bo - V6} |,

tle +nin, +n 3 ||€Z\|Tn] l7w 0 — Pribll7,
+ (En + An) |mv€ — €l
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Using the elliptic regularity assumption (5.4) and the approximation property of the L2-orthogonal projections
(5.1) for £ € HY(O) and 0 € H?(0), we have

lmw® = 0l 7, S B* lepll, < Rllepll
lmw& = &ll7, < Rl »
lpob = {po0} 7, < hlleplly, »

[Wo€ — {Woé}ll 7, Shlepll, s
IV[mw o = Olll7 S RhlIOll20 S ke

p0;Th

7 »

for the approximation properties of the projections in the H' semi-norm, we refer to [PE12, Lemma 1.58]. We
also notice that

w0 — 9”87;1 + 110 — PMGHaTh )

w6 — PM@”aTh <
ShE lmwd — 0]l + 10 — Pasfll o .
<

3
h2 gl 7, »

where we used the trace inequality (5.2) and the elliptic regularity assumption (5.4). We therefore obtain

2 2

Hgfl”meh Sh HEZHTh +h HgI;I,H']-h (En + An).
Finally the absorption technique of LEMMA 5.6 gives
p
lenlly, < h(En+An),

which is exactly the Aubin-Nitsche estimate (5.6b).

5.4. Additional results

We complete this section with two additional results. The first one is a convergence estimate for the numerical
trace py, of the HDG+ method.

Corollary 5.1. Under the assumptions of THEOREM 2, the following error estimates for py, hold
I8 lly7, = O(WFT2) and  |lp = Balloy, = O(BFF2),

Proof: We have
187, < IPMebllpr, + 1Pl — Enllor

using that 7 = O(h™1), we get

1
< HPM&IFZHaTh +h2

1
T2 (P 5p—§pH
7|2 (Pane), h)aThv

the continuity of Py, yields

1
S lenllyr, +h?

1
7|2 (P, sp—ng
‘||(Mh h)aTh’
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we then resort to the trace estimate (5.2) to obtain

_1 1
Sh72 lleqlly, + b2

1
il (Push -2,

OTh
finally, we use the error estimates of LEMMA 5.1 and we end up with
1817, S OB~ *hM*2 + h3n*+t) = O(*+3),
which is the first estimate. The second one comes from (5.1a) with s = k 4 1. .

The second result is the sub-optimal convergence of the standard HDG method.

Proposition 5.1 (Convergence of the standard HDG method). Under the assumptions of THEOREM 2 and if
7 = O(1), the standard HDG method with Vi, = Pr(Tp), Wi = Pp(Tn) and M, = Pr(Fr) satisfies

k+3 k+1
lebll, = O(™*2),  and e}l = O™ ).
Those error estimates can be obtained by a straightforward adaptation of the proof of THEOREM 2.

6. GLOBAL SOLVABILITY

The analysis that we have carried out in the previous subsection works for any solution (g, pp, p) of the discrete
system (3.7a)—(3.7b)—(3.7c) provided that such solution exists. We already discussed the well-posedness of the
local problems in THEOREM 1, but we have not yet proved that the global problem (3.8) for p, was well-posed.
To do that we can either directly show the well-posedness of the global problem (3.8). Or we can choose take
advantage of the error estimates of THEOREM 2 as we will describe below”.

We recall that the convected Helmholtz equation is of Fredholm type. It is therefore uniquely solvable except on
a set of resonant frequencies. For those frequencies, there exist non-zero solutions to the homogeneous equation
and unique solvability cannot be guaranteed.

We can now state and prove the main result of this section.
Theorem 3 (Global solvability). Under the assumptions of THEOREM 1 and THEOREM 2 and if w is not

a resonant frequency of the convected Helmholtz equation (1.1) then the global problem is well-posed, ie Dy, is
uniquely defined by (3.8).

Proof: First we recall that (3.7a)—(3.7b)—(3.7c), or equivalently (3.8), is a square system of linear equations,
we therefore only need to show the uniqueness of the solution of the homogeneous system (when gy = s = 0).
Assuming that w is not a resonant frequency of (1.1), the exact solution is p = 0 and o = 0, and therefore

[pllso=0 and [qll,o=0

and
€y =-pn ; € =—qn ; &, = —Dn
During the error analysis, we have proven that
lebll7, < Iplls.0 +llallo =0, (6.1a)
el < lpllso + lall,o =0, (6.1b)
1
|Ir5(Pussh = 20)|| S Ipllo + gl =0 (6.1¢)
h

5In [DS19] this idea is attributed to B. Cockburn.
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when h is sufficiently small.

Notice that we have hidden the powers of h in < as they do not play an important part here.
Therefore using (6.1a) and (6.1b) we have shown that

pr=0 and o,=0

when h is small enough. We also notice that

1 1
TEP gpié\pH :H’ri/-\ip H
[t et =2, = |irh @ = P,
1_—
= T2
H' | thaTh’

= ()7
by using (6.1c) when h is small enough as 7 # 0. We therefore obtain that

pr = 0.

7. NUMERICAL EXPERIMENTS

In this section, we present some numerical experiments to illustrate our theoretical results. This method has
been implemented in the open-source software hawen, see [Fau2l]. As most of the estimates obtained in our
analysis involve projection errors of the form

lpn — 7TWP||7',L or |lqn— TFVQHTh )

we will therefore provide numerical errors involving those projections instead of the usual terms

lpn —pllg, o llan —qll, -

As the projections used are L2-orthogonal projections, they can be computed by solving a linear system. This
is done using lapack and a 91-point Gauss-Lobatto quadrature rule to evaluate the integrals. For the purpose
of comparing numerical errors on different meshes, we introduce the relative L?-errors

. l|un — WUHTh

Eu = , f € .
w Tral or u € {p, ¢z, 4y}

Those quantities are plotted against k/h which is proportional to the number of degrees of freedom per wave-
length and a log-log scale is used.

7.1. Geometrical settings

As depicted on FIGURE 7.1 we consider a uniform directional flow vg = Mcye,, where M is the Mach number.
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Vo

Vo

FI1GURE 7.1. Sketch of the geometrical configuration
Unless stated otherwise, we will always use the following parameters for the convergence tests
0=1(0,2)x(0,1) ; po,co=1; w=5.55m,

and the choice of M will be specified for each numerical experiment.
The duct modes are a family of analytic solutions of (1.1) in a waveguide, see [BBLO03]. They are given by

ot
P (2, y) = PP ou(y)

where
—kM + \//-;2 - (1 - M?)
n < Ngp: Bi: =
1— M2
—M iy (1~ M2) — 2
n> Ny : 67::: =
1— M2
with w v
k=— and M=
Co Co
Kl
Ny = | ——
0 Lr\/l—M2J
and
Po(y) = VIt
on(y) := V20~ cos (?) , neN*

The choice of n will be specified for each numerical experiment.

7.2. Numerical experiments with a low Mach number

We then move to a flow with a low Mach number. In this case we have used the following parameters
n=3, and M =0.2.

On FIGURE 7.2 the convergence rate for the volumetric unknown p, for the HDG+ method is displayed. As
expected the optimal convergence rate of k£ + 2 is obtained. If we now move to the flux unknown, we can see on
FIGURE 7.3 that q;, converges with the optimal order k + 1 as expected.

In SUBSECTION 3.7 and in PROPOSITION 5.1, we have mentioned that using a standard HDG method in the
diffusive-flux formulation leads to a sub-optimal convergence rate for the vector unknown. This is illustrated in
FIGURE 7.4 where a k4 1/2 rate can be seen instead of the optimal &k + 1 rate. By reproducing the convergence
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FiGURE 7.2. Low Mach convergence history for the volumetric unknown pj, for the HDG+
method with (qpn,pn,Pr) € Pk X Pri1 X Pk
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Fi1GUuRrE 7.3. Low Mach convergence history for the first component of volumetric unknown g,
for the HDG+ method with (qn, pn,n) € Pk X Pra1 X Pk

33

proof of the HDG+ method, we obtain a convergence rate of k + 3/2 for p;, instead of the super-convergent
rate of k + 2 expected for HDG methods. Similarly, we get a k + 1/2 convergence rate for g, instead of the
optimal rate of k + 1 that is expected for HDG methods. This can be seen in FIGURE 7.5. Even if this rate
is higher than the optimal convergence rate, it cannot be exploited through a post-processing scheme to get a

more accurate solution.

The convergence history for the volumetric unknown for the HDG+ method is displayed on FIGURE 7.6 and we
can see that it still achieves the optimal convergence rate of k + 2. The convergence history for the volumetric
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FI1GURE 7.4. Convergence of the vectorial unknown q; with the standard HDG method with
(@n: P, Dr) € Pi X Py X Py
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FiGure 7.5. Convergence of the scalar unknown pp with the standard HDG method with
(@n:PhsPr) € Pi X Pr X Py

flux unknown gy, is depicted in FIGURE 7.7 for the HDG+ method. As in the low-Mach case, the HDG+ method
has a convergence rate of k + 1.

CONCLUSION

In this paper we have introduced and analyzed a HDG+ method for the diffusive-flux formulation of the
convected Helmholtz equation. The scalar unknown is approximated with polynomials of degree k + 1 whereas
the volumetric vector unknown and the numerical trace are both approximated with polynomials of degree
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FIGURE 7.6. Large Mach convergence history for the volumetric unknown p; for the HDG+
method with (qh,ph,ﬁ) € Pr X Pry1 X P
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FIGURE 7.7. Large Mach convergence history for the second component of the volumetric
unknown gy, for the HDG+ method

k. The introduction of this HDG+ method is motivated by the observation that the standard HDG method
(where all the unknowns are approximated by polynomials of degree k) exhibits a sub-optimal convergence
rate and can be unstable, see FIGURE 3.1 and FIGURE 7.4. As it was established in [BRT23], it is possible to
devise a super-convergent HDG method when using a different first-order in space formulation of the convected
Helmholtz equation.

We provide detailed theoretical results on well-posedness and convergence. In particular the HDG+ is super-
convergent: py converges to p at order k4 2, but the global problem is only of degree k. We therefore obtained
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a convergence rate of k + 2 for the cost of a method of order k£ + 1. The choice of approximation spaces avoids
applying post-processing schemes. Numerical experiments illustrating this property, as well as the sub-optimal
convergence of the standard HDG method, are also provided.
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