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Purpose: The purpose of this study was to validate a new automated method to locate
the fovea on normal and pathological fundus images. Compared to the normative
anatomic measures (NAMs), our vessel-based fovea localization (VBFL) approach relies
on the retina’s vessel structure to make predictions.

Methods: The spatial relationship between the fovea location and vessel characteris-
tics is learnt from healthy fundus images and then used to predict fovea location in new
images. We evaluate the VBFL method on three categories of fundus images: healthy
images acquired with different head orientations and fixation locations, healthy images
with simulated macular lesions, and pathological images from age-related macular
degeneration (AMD).

Results: For healthy images taken with the head tilted to the side, the NAM estima-
tion error is significantly multiplied by 4, whereas VBFL yields no significant increase,
representing a 73% reduction in prediction error. With simulated lesions, VBFL perfor-
mance decreases significantly as lesion size increases and remains better thanNAMuntil
lesion size reaches 200 degrees2. For pathological images, average prediction error was
2.8 degrees, with 64% of the images yielding an error of 2.5 degrees or less. VBFL was
not robust for images showing darker regions and/or incomplete representation of the
optic disk.

Conclusions: The vascular structure provides enough information to precisely locate
the fovea in fundus images in away that is robust to head tilt, eccentric fixation location,
missing vessels, and actual macular lesions.

Translational Relevance: The VBFL method should allow researchers and clinicians to
assess automatically the eccentricity of a newly developed area of fixation in fundus
images with macular lesions.

Introduction

Microperimeters are powerful tools that allow to
take color fundus images of the retina while also
mapping the visual field and measuring fixation stabil-
ity. Therefore, these devices are of great interest when
dealing with patients suffering from retinal defects,

and especially central field loss (CFL) induced by
maculopathies, such as age-related macular degener-
ation (AMD). In such retinopathies, exact position
of the fovea cannot be identified visually anymore as
the darkest spot at the center of the macula. It also
becomes impossible to locate it functionally with a
fixation examination given the inability to fixate with
the fovea, experienced by patients with CFL.1,2

Copyright 2023 The Authors
tvst.arvojournals.org | ISSN: 2164-2591 1

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Downloaded from tvst.arvojournals.org on 07/12/2023

mailto:aurelie.calabrese@univ-amu.fr
https://doi.org/10.1167/tvst.12.7.9
http://creativecommons.org/licenses/by-nc-nd/4.0/


Automated Detection of the Fovea on Fundus Images TVST | July 2023 | Vol. 12 | No. 7 | Article 9 | 2

Figure 1. (A) Under “standard” conditions (with the head in primary position while fixating a central cross), the macula is located at the
center of the image and normative anatomicmeasures (NAMs) described by Ref. 10 allow an accurate prediction of the fovea position (repre-
sented by the fixation cross). (B) In other conditions, such as a head tilt, rotation causes greater variation in the vertical distance between
the optic disk and the fovea and NAM measures cannot predict fovea position correctly. (C) In other extreme conditions where fixation is
eccentric (5 degrees in the right visual field), the optic nerve may not be entirely visible on the image, making the NAM estimation method
inoperable.

Still, locating the exact position of the previ-
ously functional fovea in these patients with a central
scotoma remains critical to estimate its distance
from the newly developed area of fixation, called
preferred retinal location (PRL). Indeed, the fovea-
PRL distance has shown to be related to functional
performance, such as fixation stability3 and reading
speed.4 Moreover, it has recently been shown to
be a predictor of PRL position change over the
course of disease progression.5 Because fovea-PRL
distance is a powerful measure to monitor and better
understand the progression and functional impact of
maculopathies,3–5 the exact position of the previously
functional fovea must be estimated precisely in those
patients with CFL.

In the literature, the most frequently used method
to estimate the position of the fovea on pathological
fundus images relies on normative anatomic measures
(NAMs).4,6–8 According to the accepted measures, the
mean foveal distance temporal to the middle of the
optic disk is 15.5 ± 1.1 degrees horizontally and –
1.5 ± 0.9 degrees vertically (Fig. 1A).3,9–11 However,
using such normative measures presents several limita-
tions. First, these measures represent a population
average whereas the actual position of the fovea can
vary dramatically from one individual to the other.12
Second, these normative measures were estimated
under “standard” testing conditions (with the head
and trunk as closely aligned as possible, i.e. primary
position of the head and central fixation target). In

the presence of a central scotoma, however, fixating
on a specific target requires to use eccentric vision. In
the case of a large scotoma, the eccentricity required
to fixate can be so large that individuals may have to
tilt their head and/or gaze to fixate. Therefore, they
will not be able to maintain their head in the primary
position, which will have a significant impact on the
relative position of the different anatomic structures of
the eyes (i.e. fovea, optic disk, and blood vessels). In
addition to eccentric vision, abnormal ocular torsion,
which has been observed in a number of strabismus
conditions,13 can also amplify this phenomenon. For
instance, the distance between the optic disk and the
fovea is highly dependent on the eye and head orienta-
tion, as discussed in Ref. 10. This dependency is illus-
trated inFigure 1where a unique healthy eye performed
a fixation task under different conditions. Despite these
strong limitations, and because it is easy to adminis-
ter, this method remains the most used in clinical and
research settings. Therefore, there is a need for new
automated methods to estimate the position of the
fovea on color fundus images where the morphology
of the macular region has severely changed.

To address this need, two main types of automated
image processingmethods have emerged recently.14 The
first one gathers anatomic structure-based methods,
which use the main visible anatomic structures of a
fundus image (optic disk, blood vessels, and macula)
as landmarks to locate the macular region, and conse-
quently the fovea. Whereas the simplest approach
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is to detect the fovea as the center of the darkest
circular region on the whole fundus image,15,16 most
methods work in two stages: first, (i) the estimation
of a region of interest (ROI) that most likely contains
the fovea (using blood vessels or optic disk informa-
tion), followed by (ii) the precise localization of the
fovea within this ROI, using color intensity informa-
tion.17–19 Despite their efficiency with healthy fundus
images, these methods cannot be applied as such to
cases where the morphology of the macula has severely
changed.

As opposed to these methods, which only work on a
case-by-case basis, methods using deep learning consti-
tute a powerful alternative as they build relevant and
representative features from large amounts of data. So
far, they have been used for lesion, vessel, optic disk,
and fovea detection20–24 (refer to Ref. 25 for a review).
Overall, two main deep learning-based approaches are
used: one considers fovea localization as a segmenta-
tion task, and the other as a regression task. With
the segmentation approach, each pixel of the fundus
image is classified by one or several convolutional
neural networks into either the “fovea” or “non-fovea”
categories.20,24,26 Because no local feature makes the
fovea region distinct from the rest of the fundus in
pathological images, this segmentation approach is not
well-suited. The alternative strategy, which is to treat
the fovea localization as a regression task,27 allows
to make predictions by building a regression network
using all the features it extracts, even the ones relative
to retinal regions far from the fovea. Yet, this method
has always been trained and used with healthy fundus
images, where the macular region could be used as a
significant feature by the network.

Moving forward from these approaches, the goal of
the present work is to propose a new method to predict
the fovea position in pathological fundus images (where
the fovea is not visible), using only characteristics of
the blood vessels. Indeed, vessels are visible in nearly
every fundus image, even in AMD cases, making the
vascular structure the most robust landmark to the
observed image alterations. As the vascular structure
does not contain any direct visual information about
the fovea location, we can use healthy fundus images
where the position of the fovea can be clearly identified,
serving us as a precise ground truth. However, locating
the fovea from the vessel structure on a single retina
image is virtually impossible because vessels show a
large range of interindividual variability.28,29 To tackle
this variability problem, while still taking advantage
of the attractive properties of the vessel structure, we
designed the vessel-based fovea localization (VBFL)
method. This translational tool will allow researchers
and eye care providers to estimate the exact position

of the nonfunctional fovea in patients with CFL,
as well as the fovea-PRL distance. Such information
will be crucial to: (1) monitor the progression of the
disease and the resulting functional deficit, (2) better
understand the underlying causes of this functional
deficit, and (3) improve individualized rehabilitative
care, especially for optometrists.3–5 After presenting
the VBFL method in details, we will analyze its perfor-
mance on healthy retina images taken under different
conditions of head orientations and fixation positions
(validation 1), as well as images with simulated lesions
(validation 2) and pathological images (validation 3).

Methods

Vessel-Based Fovea Localization Method

The VBFL method can be decomposed into three
steps (Fig. 2). First, it uses a large data set of
fundus images to build statistical representations of
the vascular structure at the population level, overcom-
ing individual variations in the retinal vascular pattern,
such as the asymmetry between the superior and
inferior vascular arcades. These statistical representa-
tions are based on vessels density and direction (step
1). Then, it extracts the same representations of vessels’
density and direction from a target image for which
we want to locate the fovea position (step 2). Finally,
it registers the statistical representations (where fovea
position is known) with respect to the target represen-
tations to locate the fovea in this new fundus image.
The VBFL algorithm is freely available as a stand-alone
software and can be downloaded here: https://team.
inria.fr/biovision/vbfl.

Step 1: Statistical Representation Maps of Vessel
Density and Direction

To create a representation of the vessel structure
at the population level, VBFL requires a large train-
ing set of healthy images where fovea position can
be clearly identified. Here, we used the REFUGE
data set30 as the training set, referred to as Dtrain. It
contains 840 healthy eye fundus imageswith amanually
annotated fovea location and optic disk position. As
a preliminary step, we extracted a vessel information
map vi for each single image ui. To do so, we used the
recent retinal vessel segmentation network SA-UNet,23
a convolutional neural network designed for biomedi-
cal image segmentation. We used the weights provided
by the authors, pretrained on the DRIVE data set.31
REFUGE and DRIVE images were acquired with
different fundus cameras, all with a field of view of
45 degrees. The REFUGE data set was collected with
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Figure 2. Step-by-step illustration of the VBFL method. Step
1: Statistical representations of vessels density and direction. Given
a large dataset of fundus images where optic disk (circle) and
fovea (cross) positions are known, images went through realign-
ment, averaging (�) and postprocessing (P) steps, conducting to the
average vessel density map V̄ , and the average vessel directionmap
D̄. Step 2: For a target image u, estimation of the vessel density map
v and direction map d. Step 3: Fovea position prediction through
registration of average representations on the target representation.
Transformation T of the average maps V̄ and D̄ accounts for transla-
tion, rotation and uniform scaling. Results of the target image regis-
tration are illustrated on the right: fovea position from the average
maps is used as a predictor of the fovea position in the target image.

both a Zeiss Visucam 500 (resolution 2124 × 2056
pixels) and a Canon CR-2 (resolution 1634 × 1634
pixels). DRIVE images were taken with a Canon CR5
NM (resolution 768 × 584 pixels). To follow SA-UNet
requirements, all images were resized to 592 × 592
pixels before they were fed to the network. This method
outputs a binary map v(x, y) indicating the presence or
not of a vessel at each pixel (x, y) of the fundus image,
so that v (x, y) = 1 if (x, y) belongs to a vessel, and
v (x, y) = 0 otherwise. Aggregating these individual
vessel maps vi, we estimated two distribution represen-
tations: a vessel densitymap and a vessel directionmap.
The vessel density map (V̄ ) aims at giving, for each
position (x, y), the likelihood to have a vessel passing
through. The whole process is illustrated in Figure 2 -
step 1 and detailed in Appendix A1. The vessel direc-
tion map (D̄) aims at giving, for each pixel (x, y),
the most likely direction of a vessel between 0 and π .
Details of its calculation are provided in the Appendix
A2. The resulting direction D̄ map is shown in Figure
2 (step 1), where, for each pixel (x, y), the main direc-
tion is represented with a color code, with tensors
being represented as ellipses. Note that because small
vessels show great variability, they make a relatively
small contribution to the vessel maps, as opposed to the
larger vessels that exhibit more reproducible structure.
For that reason, our approach is essentially guided by
the large vessels distributionwhereas small vessels show
little to no impact.

Step 2: Target Representation Maps of Vessel Density
and Direction

Given a target fundus image u for which we want
to predict fovea position, we extracted the same vessels
representations as in step 1. Therefore, following the
same procedures as described above, we estimated a
target density map v and a target direction map d (see
Fig. 2 - step 2).

Step 3: Fovea Location Prediction
Given the statistical representations (V̄ , D̄) and

target representations (v, d), as defined in steps 1 and
2, respectively, we register the statistical representations
(where the fovea position is known) with respect to the
target representations. Mathematically, the registration
can be formulated as an optimization problem, which
is detailed in Appendix A3. Once registered, the trans-
formed fovea position is used as a prediction for the
fovea position in the target fundus image u (see Fig. 2 -
step 3).

Data
To test and validate the VBFL method, we used

3 types of fundus images: (1) 198 healthy images
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Figure 3. A combination of 5 head orientations and 2 fixation locations were used to acquire 10 different fundus images from each eye.
The left panel shows the five possible fixation cross positions: in the center of the camera’s field of view (Fcentral = (0, 0)) and 5 degrees of
visual angle away from it, in the horizontal (Fleft = (−5, 0) and Fright = (5, 0)) or vertical direction (Flower = (0, −5) and Fupper = (0, 5)). The
right panel shows the five head orientations tested: primary position (head looking straight ahead), tilted to the left and to the right by
30 degrees, forehead tilted forward and backward by 20 degrees. Each eye was tested both with the central fixation and one of the four
eccentric locations. For each of them, all five head orientations were used successively in a random order.

acquired from our group, (2) these same 198 images
with simulated lesions covering the macular region,
and (3) 89 annotated images of eyes with AMD from
the ADAM data set.32

Healthy Fundus Images Acquisition
Nineteen normally sighted participants (11 female

subjects) were recruited to collect healthy fundus
images using a microperimeter MP-3 (Nidek Inc.).
Subjects ranged in age from 19 to 40 years (mean =
26 ± 6 years) with no eye pathology or functional
visual impairment, except for myopia. For each eye
tested with the MP-3, the following additional infor-
mation was also collected: subjective refraction, near
visual acuity, and axial length (measured in mm using
an IOL-Master, Zeiss Instruments). Corrected monoc-
ular visual acuity was 20/20. Axial length ranged from
22.68 to 28.77 with a mean value of 24.45 ± 1.72.
Informed consent was obtained from each participant
after explanation of the nature and possible conse-
quences of the study. The research was conducted in
compliance with Inria’s Operational Committee for the
Evaluation of Legal and Ethical Risks (COERLE) and
followed the tenets of the Declaration of Helsinki.

Fundus images were collected for 21 eyes total (10
left eyes) with a standard flash intensity level of 9,
while the other eyes of the subjects were patched. Prior
to each image acquisition, a fixation examination was
performed to allow for precise fovea location. Subjects
were asked to fixate a single red cross presented
for 5 seconds (size = 1 degree and thickness = 0.2
degrees). Using a combination of different head orien-

tations and fixation locations, a total of 198 images
were acquired. Each eye was tested with two differ-
ent fixation locations: a central fixation and an eccen-
tric fixation (off by 5 degrees of visual angle), selected
randomly among four positions: left, right, up, or
down. For each fixation, 5 head orientations were
tested: primary position (head looking straight ahead),
tilted to the left by 30 degrees, tilted to the right
by 30 degrees, forehead tilted forward by 20 degrees,
and forehead tilted backward by 20 degrees (Fig. 3).
Combining these 2 fixation positions and 5 head
orientations in a random order, a total of 10 images
(and their corresponding fixation examination) were
acquired for each eye (except for subject [S]3, S4,
and S12 who completed only 6 because of a time
constraint).

Healthy Fundus Images Annotation
For each image, the actual position of the fovea (i.e.

“ground truth” gt) was set at the (x, y) coordinates of
the fixation cross presented during the fixation exami-
nation (in degrees of visual angle, noted (xFgt, yFgt )).
Each image was also annotated using NAMs to derive
its fovea position, noted as (xFnam, yFnam). First, the
center of the optic disk was annotated manually by one
of the authors (V.F.), then, the (x, y) coordinates of
the fovea location were derived using standard NAM,
that is, 1.5 degrees inferior and 15.5 degrees temporal
relatively to the optic disk center.10 Finally, the VBFL
method was run on each image to predict its fovea
location automatically, noted as (xFp , yFp ).
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Figure 4. Illustration of the 18 different conditions of simulated macular lesion created for each retinal image. Rows correspond to the
three shapes used: circle, horizontal, and vertical ellipse. Ellipses have a major axis twice as large as their minor axis. The columns represent
the different sizes of masks: 0 (i.e. no mask), 20, 50, 100, 200, and 400 degrees2, respectively.

Simulated Lesions on Healthy Fundus Images
In order to test the VBFL method on images with

no informative features in the macular region, but for
which the exact fovea location (xFgt, yFgt ) could still be
known, we simulated lesions on our set of healthy
fundus images. To do so, we applied black masks over
the fovea (xFi , yFi ) on each vessel map vi derived from
the healthy images ui. A total of three shapes (circle,
horizontal, and vertical ellipse) and six sizes (0, 20, 50,
100, 200, and 400 degrees2) were combined to create
18 different masks, as illustrated in Figure 4. Each of
these masks was applied to each of the 198 healthy
fundus images, resulting in a total of 3564 images with
simulated lesions, hiding more or less vessels depend-
ing on their shape and size. The VBFLmethod was run
on each of these images to predict their fovea location
automatically.

Pathological Fundus Images
Eighty-nine fundus images from eyes diagnosed

with maculopathy and a manually annotated fovea
position were used. These annotated images were part
of the training data set released during the ADAM
challenge, which goal was to evaluate automated
algorithms for the detection of AMD in retinal fundus
images.22 These 89 images included all forms and
stages of AMD, showing representative retinal lesions,
such as drusen’s, exudates, hemorrhages, and/or scars.
They were acquired using a Zeiss Visucam 500 fundus
camera (resolution 2124 × 2056 pixels). Images were
manually annotated by seven independent ophthal-

mologists who located the fovea position, as well as
visible lesions. For each image, fovea’s final coordi-
nates were obtained by averaging the seven annota-
tions and were quality-checked by a senior specialist.
Similarly, manual pixel-wise annotations of the differ-
ent lesion types (drusen, exudate, hemorrhage, and
scar) were provided for each image. From the result-
ing lesion segmentation masks, we estimated for each
image: its lesion type(s) (drusen, exudate, hemorrhage,
and/or scar), and the size of each individual lesion (in
degrees2), as well as its full lesion size (in degrees2)
using the R packages for image processing, magick and
countcolors (Fig. 5).

Prediction Error Estimation
Each method performance will be assessed using

its error amplitude. Therefore, we used prediction
results to compute measures of prediction error.
For each healthy image, NAM estimation of the
fovea position (xFnam, yFnam) was compared to the
ground truth(xFgt, yFgt ), to derive a prediction error
value ∈namhealthy , calculated as their Euclidean distance
(the lower, the better). Similarly, VBFL predictions
(xFp , yFp ) were compared to the ground truth (xFgt, yFgt ),
to derive a prediction error value ∈phealthy . For simulated
images, only VBFL results of (xFp , yFp ) were compared
to the (xFgt, yFgt ) to extract prediction error ∈psim .
For pathological images, VBFL predictions (xFp , yFp )
were computed and compared to the annotated fovea
position to derive a prediction error value ∈pAMD . In the
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Figure 5. Lesion size estimation of the 89 annotated pathological images. With each retinal image, four lesion type masks were provided:
drusen (yellow), exudate (orange), hemorrhage (red), and scar (brown). For each individual mask, we first estimated its size in square degrees.
The example above shows an imagewith no drusen, exudate of 80 degrees2, hemorrhage of 81 degrees2, and no scar. Second, we combined
all four individual masks to obtain a full lesion mask, for which size in square degrees was also estimated (121 degrees2, here).

Results section, all prediction error values (∈namhealthy ,∈phealthy , ∈psim , and ∈pAMD) will be expressed in degrees of
visual angle (DVA).

Statistical Analysis
Statistical analyses were carried out using R

software33 with the following additional R packages:
tidyr, dplyr, stringr, nlme, emmeans, and ggplot2.

In validation 1, we analyzed the performance of
VBFL on healthy images by comparing it to the perfor-
mance of the NAMmethod for each of the 25 crossed-
conditions (5 head orientations * 5 fixation positions).
We fitted a liner mixed-effect (LME) model34 with
prediction error as a dependent variable. The follow-
ing variables: “method,” “head orientation,” “fixation

location,” and “axial length of the eye” were set as
fixed effects and “participants” was modeled as the
random effect. Prediction error was transformed in
natural logarithm (ln) units and eye axial length was
centered around its mean.

In validation 2, we inspected the performance of
VBFL on healthy images with simulated lesions of
varying sizes and shapes by comparing it across
all 18 conditions presented in Figure 4 (3 shapes
* 6 sizes). We fitted an LME model with prediction
error as dependent variable. The following variables:
“lesion shape,” “lesion size,” “head orientation,”
“fixation location,” and “axial length of the eye” were
set as fixed effects, whereas “participants”was modeled
as the random effect. Prediction error was transformed

Downloaded from tvst.arvojournals.org on 07/12/2023



Automated Detection of the Fovea on Fundus Images TVST | July 2023 | Vol. 12 | No. 7 | Article 9 | 8

in natural logarithm (ln) units and eye axial length was
centered around its mean.

For both models, optimal model selection was
performed using the Akaike’s Information Criterion
(AIC) and likelihood-ratio tests.35 Significance of the
fixed effects was estimated using t-values: absolute
values of t-values larger than 2 were considered signif-
icant, corresponding to a 5% significance level in a
2-tailed test.36,37 In the Results section, fixed effects
estimates are reported along with their t-values and
95% confidence intervals.34

In validation 3, we inspected the performance of
VBFL on pathological fundus images with AMD and
report a descriptive analysis of average prediction error
for all 89 images.Using simple linear regressionmodels,
we then estimated the effect of several parameters on
prediction error: the density of vessels detected in the
original image, the type of lesions (drusen, exudate,
hemorrhage and/or scar), their sizes, and finally the size
of the full lesion.

Results

Validation 1: Healthy Images

For the standard testing condition (head in primary
position and central fixation), NAM fovea position
estimation resulted in an average error of 1.03 degrees
(exp(0.03), 95% confidence interval [CI] = 0.82,
1.30; Table 1). For this same condition, the error
yielded by the VBFL estimation was significantly
smaller, but only slightly, with an average value of 0.65
degrees (exp(0.03–0.47), t = −2.9, 95% CI = 0.50,
0.84). This difference represents a 37% error decrease
with the VBFL method (see Fig. 5; top-left panel).
Except for the two head orientations where the head is
tilted to the side (left or right), these values remained
constant for all other conditions, with an average
prediction error ranging from 0.95 to 1.13 degrees (SD
= 0.05) with NAM and from 0.71 to 1.18 degrees (SD
= 0.14) with VBFL (Fig. 6).

For all conditions where the head was tilted to the
left (i.e. all 5 fixation positions; see Fig. 6 column
4), the NAM estimation error was significantly multi-
plied by 4.48 (exp(1.5), t = 12.77, 95% CI = 3.59,
5.64) compared to the standard condition (head in
primary position), reaching an average error value of
4.61 degrees (95% CI = 3.55, 5.88); that is a 348%
increase. For the same conditions, the VBFL method
on the other hand yielded no significant increase in
error prediction, with an average value of 1.21 (95%
CI = 0.93, 1.56). This significant difference represents

a 74% reduction in prediction error compared to the
NAM method.

Similarly, with the head tilted to the right and
across all fixation conditions (see Fig. 6 column 5),
the NAM estimation error was significantly multi-
plied by 3.9 (exp(1.36), t = 11.65, 95% CI = 3.23,
5.26) compared to the standard condition (head in
primary position), reaching an average error value
of 4.02 degrees (95% CI = 3.08, 5.08); that is, a
290% increase. For the same conditions, the VBFL
method on the other hand yielded no significant
increase in error prediction, with an average value
of 0.91 (95% CI = 0.70, 1.18), representing a 77%
reduction in prediction error compared to the NAM
method.

Individual values of eye axial length showed no
significant effect on either the NAM or the VBFL
method performance in any of the 25 conditions tested.

Validation 2: Simulated Lesions Images

Across all conditions, we found that VBFL predic-
tion error increased significantly with lesion size, and
that the amplitude of this effect was modulated by
the position of the head (Fig. 7). For the standard
testing condition (head in primary position and
central fixation), prediction error was on average
0.6 degrees (exp(-0.503), t = −5.83, 95% CI = −0.67
to −0.33; Table 2) with no lesion. For each 1 degree
increase in lesion size, error is multiplied signifi-
cantly by 1.0023 (exp(0.0023), t = 11.88, 95% CI
= 0.0019, 0.0027). In other words, increasing lesion
size from 0 to 100 increases error by a factor of 1.26
(exp(0.0023)100), that is, a 26% increase, resulting in
an average error prediction of 0.76 degrees. Following
the same logic, prediction error reaches 0.96 degrees
at 200 degrees2, 1.21 at 300 degrees2, and 1.57 at
400 degrees2.

However, the amplitude of this effect was signif-
icantly larger when the head was tilted to the side,
as shown by the significant interaction between lesion
size and head orientation (see Table 2). As illus-
trated in Figure 7 - column 5, when the head is
tilted to the right, increasing lesion size from 0 to
100 increases error by a factor of 1.38 (exp(0.0023
+ 9.025e-04)100), that is, a 38% increase, resulting in
an average error prediction of 0.83 degrees. Following
the same logic, prediction error reaches 1.15 degrees
at 200 degrees2, 1.58 at 300 degrees2, and 2.18 at
400 degrees2.

Across all conditions, there was no significant
effect of lesion shape, nor an interaction between
size and shape, suggesting that no matter the lesion
shape, its size always had the same effect on VBFL
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Table 1. Fixed-Effects Estimates From the LME Model (Validation 1)

Estimate Std. Error t Value 95% Confidence Interval

(Intercept) 0.03 0.12 0.25 [−0.2 to 0.26]
Method −0.47 0.16 −2.9 [−0.77 to −0.16]
VBFL

Method:Fixation location 0 0.16 −0.02 [−0.31 to 0.3]
NAM:F_Up

Method:Fixation location 0.43 0.16 2.67 [0.12 to 0.73]
VBFL: F_Up

Method:Fixation location −0.08 0.14 −0.55 [−0.34 to 0.19]
NAM:F_Down

Method:Fixation location 0.11 0.14 0.83 [−0.15 to 0.38]
VBFL:F_Down

Method:Fixation location −0.02 0.14 −0.11 [−0.29 to 0.26]
NAM:F_Left

Method:Fixation location 0.3 0.14 2.12 [0.03 to 0.57]
VBFL:F_Left

Method:Fixation location 0.02 0.13 0.13 [−0.23 to 0.27]
NAM:F_Right

Method:Fixation location 0.22 0.13 1.66 [−0.03 to 0.47]
VBFL:F_Right

Method:Head orientation 0.04 0.12 0.31 [−0.19 to 0.26]
NAM:H_Forward

Method:Head orientation 0.09 0.12 0.75 [−0.14 to 0.31]
VBFL:H_Forward

Method:Head orientation 0.08 0.12 0.7 [−0.14 to 0.31]
NAM:H_Backward

Method:Head orientation 0.18 0.12 1.5 [−0.05 to 0.4]
VBFL:H_Backward

Method:Head orientation 1.5 0.12 12.77 [1.28 to 1.73]
NAM:H_Left

Method:Head orientation 0.41 0.12 3.5 [0.19 to 0.64]
VBFL:H_Left

Method:Head orientation 1.36 0.12 11.65 [1.14 to 1.58]
NAM:H_Right

Method:Head orientation 0.13 0.12 1.1 [−0.1 to 0.35]
VBFL:H_Right

The dependent variable is log-transformed prediction error in degrees. The intercept estimate represents the log-
transformed prediction error when all factors included in the model are at their reference level (NAM method; Primary head
orientation; Central fixation). Interactions are represented by the symbol “:”. Factors showing a significant effect on prediction
error are in bold font.

performance. Lastly, as seen on Figure 7, VBFL yields
robust estimates (i.e. estimates smaller or comparable
to NAM - purple line) for lesion size up to about 200
deg2. For larger lesions, VBFL tends to yield larger
prediction error than NAM, except for the two head
tilted conditions (Fleft and Fright) for which VBFL
prediction error remains smaller than NAM, nomatter
the lesion size.

Validation 3: Pathological Images

Over the 89 pathological images, average predic-
tion error ± SD was 2.83 degrees ± 2.58. Overall,
64% of the images yield an error of 2.5 degrees or
less, 23% yield an error comprised between 2.5 and
5 degrees and 13% yield an error ranging from 5 to
15 degrees. Figure 8 shows this distribution, along
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Figure 6. Effect of fixation location and head orientation on the performance of the NAM and VBFL methods in fovea position estimation.
Columns show all five head conditions: Hprimary, Hfrontward, Hbackward, Hleft, and Hright. Rows show all five fixation conditions: Fcentral,
Fup, Fdown, Fleft, and Fright. Each sub-panel shows the effect of estimationmethodNAM versus VBFL on the fovea position prediction error
(in degrees). Rawdata are representedwith purple circles for theNAMmethod and green triangles for the VBFLmethod. Black circles represent
the average estimates for each subgroup as given by the lme model. Error bars show their 95% confidence intervals.

with significant examples, for which the position of
the annotated fovea (in green) and the VBFL predic-
tion (in yellow), are given. For 29% of the images (26
out of 89), fovea estimation was found to be excel-
lent, ranging from 0 to 1.5 degrees in prediction error.
We conclude that the VBFL method seems to work
efficiently for different stages of macular degenera-
tion, namely macular scarring (see Fig. 8A), drusens
(see Fig. 8B), dry AMD (see Fig. 8C), wet AMD (see
Fig. 8D), or a combination of both (see Fig. 8E).
For 35% of the images (31 out of 89), prediction

error was slightly larger, ranging from 1.5 to 2.5 (see
Fig. 8F). For the remaining 36%, however, (32 images
out of 89) the VBFL method is not as robust, with
the prediction error as large as 14.76 degrees. For those
specific cases, we noted some consistent patterns. First,
for images showing uneven brightness with darker
regions, that does not allow proper vessel segmen-
tation. In such cases, individual vessel map ν seem
quite incomplete, resulting in a mis-estimation of the
fovea (see Figs. 8G, 8H, 8J). Another recurrent issue,
is the incomplete representation of the optic disk
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Figure 7. Effect of lesion size and shape on the VBFL method performance, for all conditions of fixation location and head orientation.
The columns show all five head orientation conditions: Hprimary, Hfrontward, Hbackward, Hleft, and Hright. The rows show all five fixation
conditions: Fcentral, Fup, Fdown, Fleft, and Fright. Each sub-panel shows the effect of lesion size and lesion shape (color-coded in shades
of green) on the VBFL fovea position prediction error (in degrees). Raw data are represented, respectively, with dark green circles for circular
lesions,mediumgreen triangles for horizontal elliptical lesions, and light green squares for vertical elliptical lesions. Fitted green lines represent
the effect of size for each typeof lesion shape, as estimatedby the lmemodel. On each sub-panel, the purple line showsmeanerror prediction
produced by NAM estimation, as measured in validation 1 for healthy images.

due to a strong focus on the macular region when
shooting the photograph. If so, the method cannot
extract the emerging of vessels, nor the lower and
upper vessel branches properly, resulting in a very
large prediction error (see Figs. 8I, 8K). When inspect-
ing extrapolated vessel maps vi, we found a signifi-
cant effect of the percentage of vessels detected on
the overall accuracy of the method’s prediction: the
higher the density in the vessel map, the smaller the
prediction error. For instance, for a map contain-

ing 10% of pixels representing a vessel, which corre-
sponds to the average density of vessels extracted in
the 198 healthy images, prediction error shows an
average value of 1.6 degrees (t = 4.6, 95% CI = 1.3,
2.0). For each 1% decrease in vessel density, prediction
error increased by a factor of 0.86, reaching a mean
value of 2.2 at 8%, 2.9 at 6%, and 3.9 degrees at 4%
density.

To further try and characterize images for which
our method provides poor prediction estimates, we
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Table 2. Fixed-Effects Estimates From the LME Model (Validation 2)

Estimate Std. Error t Value 95% Confidence Interval

(Intercept) −0.503 0.0862 −5.8371 [−0.6738 to −0.3318]
Lesion size 0.0023 2e-04 11.8813 [0.0019 to 0.0027]
Fixation location 0.398 0.0628 6.3337 [0.2756 to 0.5219]
F_Up

Fixation location 0.2509 0.0536 4.6853 [0.1458 to 0.3554]
F_Down

Fixation location 0.1896 0.0559 3.3891 [0.0803 to 0.2991]
F_Left

Fixation location 0.2372 0.0517 4.584 [0.136 to 0.3383]
F_Right

Head orientation 0.0323 0.0479 0.6755 [−0.0613 to 0.1259]
H_Forward

Head orientation 0.06 0.0479 1.2529 [−0.0336 to 0.1535]
H_Backward

Head orientation 0.3306 0.0482 6.8529 [0.2362 to 0.4249]
H_Left

Head orientation 0.0723 0.0479 1.5115 [−0.0213 to 0.1659]
H_Right

Lesion size:Fixation location -7e-04 3e-04 −2.5166 [−0.0012 to −2e-04]
F_Up

Lesion size:Fixation location -3e-04 3e-04 −1.2989 [−8e-04 to 2e-04]
F_Down

Lesion size:Fixation location 5e-04 3e-04 1.9278 [0 to 0.001]
F_Left

Lesion size:Fixation location 0 2e-04 0.1145 [−4e-04 to 5e-04]
F_Right

Lesion size:Head orientation 1e-04 3e-04 0.3619 [−4e-04 to 6e-04]
H_Forward

Lesion size:Head orientation 0 3e-04 0.0043 [−5e-04 to 5e-04]
H_Backward

Lesion size:Head orientation 4e-04 3e-04 1.7155 [−1e-04 to 9e-04]
H_Left

Lesion size:Head orientation 9e-04 3e-04 3.5575 [4e-04 to 0.0014]
H_Right
The dependent variable is log-transformed prediction error in degrees. The intercept estimate represents the log-

transformed prediction error when all factors included in the model are at their reference level (categorical variables) or at
0 (continuous variable). Reference levels are respectively: “Hprimary” for the factor “Head orientation” and “Fcentral” for “Fixation
location.” Interactions are represented by the symbol “:”. Factors showing a significant effect on prediction error are in bold
font.

inspected the effect of lesion size and lesion type on
fovea prediction error. Despite a slightly noticeable
increase in prediction error above 100 deg2, we found
no significant effect of full lesion size on the error
amplitude. Similarly, we found no significant effect of
lesion type on prediction error, no matter their individ-
ual sizes.

Discussion

In this paper, we present a novel method to detect
automatically the fovea in both normal and patho-
logical fundus images. This VBFL method relies on
the anatomic structure of the vessels to estimate the
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Figure 8. Distribution of VBFL prediction error for 89 pathological fundus images. Fovea prediction error (in degrees of visual angle) is color
coded from light green (smaller error) to dark blue (larger error). Representative fundus images are shown, along with their individual vessel
map ν. For each image, position of the annotated fovea is represented with a green plus sign; fovea position estimated by the VBFL method
is shown with a green plus sign. Oblique white line patterns mark images for which the optic disk was not entirely visible.

position of the fovea on a given fundus retinal image
after estimating both its vessel density map and its
vessel direction map. This new image processing tool
should greatly benefit both researchers and eye care
providers working on CFL and its impact on visual
function. Because it will improve fovea location estima-
tion in normal and pathological eye images, it will allow
to study further the implication of PRL characteristics
on the remaining performance of patients with CFL. It
will also give optometrists valuable insight toward the
specific deficit and compensatory strategies developed
by their patients, therefore allowing more personalized
care.

In order to validate our approach, we applied it
on three different fundus image datasets: nonpath-
ological images from healthy eyes (validation 1),
nonpathological images with a simulated central lesion
(validation 2), and pathological images with maculopa-
thy (validation 3).

For nonpathological images, we found that the
VBFL method gives accurate results, with prediction
error smaller than 1 degree of visual angle. Hence, our

method appears to be slightly more precise than the
commonly used method that relies on NAMs. Further-
more, in case of atypical data acquisition conditions,
such as eccentric fixation or head tilt, VBFL predic-
tions remain accurate, whereas the NAM method may
provide off predictions, by up to 7 degrees. In this
sense, the proposed method may be considered as an
improvement over the literature standard. However, it
remains to be determined how frequent those extreme
data acquisition conditions may be encountered in a
clinical environment.

In our sample of nonpathological eyes, we included
three eyes with high myopia, for which axial length
was greater than 26 mm.38 In these eyes, higher axial
length can cause a distorted retinal shape, resulting in
an altered geometry of the apparent vessels.39 There-
fore, we expected our method to yield greater fovea
localization error in those eyes with high axial length.
However, we did not find a significant effect of eye
axial length on the VBFL prediction error. Because
our sample size of high myopic eyes was quite small, it
remains to be tested in a greater sample of eyes present-

Downloaded from tvst.arvojournals.org on 07/12/2023



Automated Detection of the Fovea on Fundus Images TVST | July 2023 | Vol. 12 | No. 7 | Article 9 | 14

ing highmyopia, whether the VBFLmethod can still be
considered reliable on extreme values of axial length.

Although the VBFL method was found to be
efficient on normal fundus images, it must also be
reliable with impaired images to be deemed purpose-
ful. Therefore, we also tested it on normal images for
which the macular region was occluded by a simulated
lesion varying in size and shape. The point of this
validation, was to test our method on images with
missing central features, while still knowing precisely
the actual position of the fovea to assess predictions
precision. We found that, in the presence of macular
visual masks that make the vessel structure nonvisi-
ble in the central part of the images, VBFL predic-
tions remain acceptable up to mask areas of 200
degrees2. This cutoff value covers 75% of reported
scotoma sizes in both wet and dry AMD,4 making
our method widely efficient. After that limit, however,
because hidden vessel features cannot be extracted
properly, the method becomes unreliable. We conclude
that the most informative vessel features for the VBFL
method lay beyond 8 degrees from the fovea. This value
being considerably larger than the mean radius of the
foveal avascular zone, which ranges between 0.7 and
1.2 degrees in healthy subjects,40 VBFL performance
should not be affected by interindividual differences in
the size of the foveal avascular zone.

However, given that fundus images are resized
during step 2, small vessels around the macular area
may not be detected anymore by the system, poten-
tially influencing the limits of the most informative
area of 8 degrees+ from the fovea. It remains to be
tested whether larger resolution images would bring
these limits closer to the fovea.

We had hypothesized that elliptical lesions/masks,
which hide both upper and lower vessel branches if
oriented vertically, or the vessels emergence near the
optic disk if oriented horizontally, would be more
detrimental than circular lesions. However, we found
no significant effect of lesion/mask shape and VBFL
predictions remained constant no matter the shape of
the simulated lesion applied. This unanticipated result
is a strong asset of the VBFL method.

When evaluated on pathological images, the VBFL
method remains somewhat robust with a prediction
error in fovea position of 2.5 degrees or less in 64%
of the images. This evaluation also revealed some
clear limitations. First, VBFL suffers from the optic
disk absence, because the emerging vessel branches
become not visible either. This was the case for images
taken with a strong focus on the macular region,
which may not arise frequently in clinical settings.
Second, VBFL gave poor estimation for dark images.
Although this point may not be critical in optimal

clinical settings where eyes are dilated and fundus
images taken with a powerful ophthalmologic tool, it
may become critical under other circumstances. For
instance, smartphone-based fundus imaging, which
couples a smartphone with a retinal camera, now
allows for mobile and inexpensive fundus examina-
tion.41,42 Despite the poorer image quality they convey,
it remains useful, especially in low-resource settings.
It remains to be tested whether VBFL can accurately
estimate the position of the fovea under such quality
images with very low resolution.

The pathological images we used in validation
3 were made available specifically for the ADAM
challenge, whose aim was to make artificial intelli-
gence (AI) research teams compete during the Inter-
national Symposium on Biomedical Imaging. The
challenge objective was to evaluate and compare
automated algorithms for the detection of AMD on
a common dataset of retinal fundus images.32 Results
were published recently22 and show that all methods
proposed for fovea localization were based on machine
learning (segmentation and/or regression) relying on
neural networks. However, comparing their results to
ours is quite difficult for several reasons. First of all,
their estimation was based on both normal and patho-
logical images. Therefore, the reported value of predic-
tion error average (in pixels only) may appear better
than ours given that the majority of their images
were nonpathological (311 normal against 89 patho-
logical images). Furthermore, because they reported
one single average value of prediction error for the
whole dataset, it is impossible to compare our results
on a case-by-case basis. Because we already stated that
VBFL is not robust with absent optic disk or dark
images, it would have been useful to compare our
results only for cases where VBFL can be reliable to
assess its efficiency. However, in Ref. 22, it is reported
that participating teams can get better fovea local-
ization results when the macular region has higher
contrast and cleaner texture, regardless of AMD or
non-AMD images, which is in line with our own
conclusion. Second, they used a combination of
methods (at least 2 or more), and then combined them
by taking the best estimate for each image. Last, none
of these approaches are described in detail, which does
not allow us to compare them in detail with the VBFL
approach.

One critical point regarding our validation of the
method with pathological images, is that prediction
accuracy is estimated by comparing the method’s
prediction to the “actual” fovea location. However,
in the case of the ADAM images, fovea location
was annotated manually by ophthalmologists, with
no clear rules on how they performed their annota-
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tion. Therefore, assessing the accuracy of the method
depends highly on the quality of the annotation and
one can hardly know how trustful it is. This method-
ological limitation should also be considered when
looking at the results from the ADAM challenge
itself.22

Finally, in the first step of our method, we only
used images from young subjects to build our statisti-
cal representations of retina vessels. Given that retinal
vessels exhibit changes with aging (most notably a
decrease in density, especially around the fovea43,44),
future instances of VBFL should provide increased
age range representations by including older adults’
images in the training set. Thanks to this individualized
approach, the VBFL model would allow to apply an
age-appropriate statistical representation map of vessel
density and direction, taking into account potential
changes in the density, direction or both of the vascular
structure across the life span.
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Appendix

Appendix A1: Vessel Density Map Estimation

The vessel density map (V̄ ) aims at giving, for each
position (x, y), the likelihood to have a vessel passing
through.

First, we transformed each vessel map vi so that
their fovea and optic disc position be aligned with
a reference fovea position (xFre f , y

F
re f ) and optic disk

position (xOD
re f , y

OD
re f ). This consists in computing an

exact similarity transformation, accounting for transla-

tion, rotation, and uniform scaling. They are described
by four parameters: T = (tx, ty, θ, s), where tx repre-
sents translation along the horizontal axis, ty represents
translation along the vertical axis, θ represents rotation
around the reference fovea location (xFre f , y

F
re f ), and s

represents uniform scaling around the reference fovea
location (xFre f , y

F
re f ). This simple transformation allows

for the perfect alignment of two pairs of points,
denoted by Ti, such that:

Ti
(
xOD
i , yOD

i
) =

(
xOD
re f , y

OD
re f

)
,

and Ti
(
xFi , yFi

) =
(
xFre f , y

F
re f

)
.

Applying this transformation Ti to each vessel map
vi, we obtained the resulting aligned vessel maps noted
ṽi. Next, we computed a first density estimate V̄0 by
averaging the warped vessel maps ṽi as follows:

V̄0 = 1
|Dtrain|

∑
ṽi

ui∈Dtrain

,

where |Dtrain| is the cardinal of Dtrain. The final
average density V̄ was then obtained after applying an
anisotropic smoothing operator followed by a simple
image enhancement.45

Appendix A2: Vessel Direction Map
Estimation

The vessel direction map (D̄) aims at giving, for
each pixel (x, y), the most likely direction of a vessel
between 0 and π . This value is obtained by averag-
ing vessel direction values from all aligned vessel maps
ṽi within a given region around (x, y). To perform
this averaging operation properly, we used the notion
of structure tensors, which have been widely used
in the domains of anisotropic diffusion46,47 or diffu-
sion magnetic resonance imaging (MRI).48 Hence, we
estimated average vessel directions by averaging locally
the vectors orthogonal to the gradients of our vessels
maps v. To do so, we first define a local vessel direction
by t = (∇vσ )⊥, where vσ = kσ*v (i.e. after convolving
v with a Gaussian kernel kσ of variance σ which make
the direction less sensitive to noise). Then, we define the
vessel direction tensor by:

s (v) = kρ ∗ (
t tT

)
, (1)

where theGaussian kernel kρ corresponds to the size of
the neighborhood region around (x, y) used to average
directions. Overall, the eigen elements of the tensor
s(v) are informative about vessels direction distribu-
tions. For instance, in regions where vessels follow
a consistent direction, tensors are characterized by
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λ1 � λ2 ≈ 0 and e1 indicates the average direction. In
regions containing multiple directions (e.g. within the
optic disk) or bifurcations, tensors are characterized by
λ1 ≈ λ2. Finally, in regions with low vessel density (e.g.
around the fovea), tensors are characterized by λ1 ≈ λ2
≈ 0.

Given the tensor definition, we derived an average
vessel direction tensor across Dtrain as follows. First,
for each aligned vessel maps ṽi, we estimated its vessel
direction tensor s(ṽi). Second, we accumulated direc-
tion information across Dtrain by summing each vessel
direction tensor pixel-wise to obtain the average vessel
direction tensor:

S̄ (x, y) =
∑

ui∈Dtrain

s (ṽi) (x, y) , ∀ (x, y) .

Each of these average tensors can be represented as
an ellipse whose axes direction and size represent its
eigenvectors and eigenvalues. The eigenvector e1 (λ1 ≥
λ2 ≥ 0) indicates the orientation minimizing the gray-
value fluctuations, that is, the direction of the vessels.
Here, we only keep the direction information:

D̄ (x, y) = arccos (e1,x (x, y))

where D̄ ∈ [0, π [.

Appendix A3: Registration of the Statistical
Representations With Respect to the Target
Representations

Given the statistical representations (V̄ , D̄) and
target representations (v, d), defined in steps 1 and 2,
respectively, we register the statistical representations
(where fovea position is known) with respect to the
target representations. Mathematically, the registration
can be formulated as an optimization problem, which
aims at minimizing an energy Ewith respect to a trans-
formation T . This translates into:

in f
T

E (T ) ,withE (T )

= EV
(
v, T

(
V̄

)) + ηED
(
d, T

(
D̄

))
. (2)

The first term EV penalizes an incorrect alignment
of V̄ , with respect to v. If they are correctly aligned,
areas of high density in T (V̄ ) should correspond to
areas containing vessels in v, and conversely, areas
of low density in T (V̄ ) should mostly correspond to
empty areas in v. To ensure this, we choose a simple
weighted mean squared error:

EV (T ) =
∑
x,y

wV (x, y)
(
v (x, y) − T

(
V̄

)
(x, y)

)2
, (3)

where the weight wV(x,y) allows to give more impor-
tance to the macular region surrounding the fovea
which is poor in terms of large visible vessels (see
Appendix A4).

The second term ED penalizes an incorrect align-
ment of D̄, with respect to d. Images will be correctly
aligned at a point (x, y) if the directions d(x, y) and
T (D̄) + θ (T ) are close, modulo π . Note that θ (T ) has
to be added because we do rotations of a function
representing directions. So, we defined the term ED by:

ED (T ) =
∑
x,y

wD (x, y) sin2
(
d (x, y)

− (
T

(
D̄

)
(x, y) + θ (T )

) )
, (4)

where the precise definition of the weight wD is given in
Appendix A4.

The optimization was performed using Powell’s
method,49 which is classically used in multi-modal
registration. Thus, given the optimal transform T ∗
minimizing criteria (8), the predicted fovea position
(xFp , yFp ) was given by: (xFp , yFp ) = T ∗(xFre f , y

F
re f ).

Although more complex transformations were consid-
ered (e.g. ones that are able to reproduce the 3D
variations of position and orientation, given the 3D
morphology of the eye), they would have resulted
in longer computational time and greater risks to
converge on local minima. Therefore, we decided to
choose similarity transform as a good compromise
between the real transformation we want to approxi-
mate and the convergence of our method.

Appendix A4: Definition of the WeightswV
andwD Inside Energy E (2)

Theweights defined in terms (3) and (4) are intended
to help the registration approach to find the best
solution faster.

For both weights, we first use the notion of “region-
based” weight, denoted by λT (x, y), which aims at
giving more importance to specific regions ad defined
in Figure 9. First, given a vessel map v, we define its
domain of definition 
 (see Fig. 9A). The domain

 contains all positions (x, y) where fundus image
is defined. Thus, it contains the vessel information,
and there is no information outside 
. Similarly, we
define the domain of definition of the average density
V̄, denoted by 
̄ (see Fig. 9B). Here, we chose 
̄ as
the smallest domain containing at least 50% of the
domains Ti(
i), for all ui ∈ Dtrain, where Ti is the trans-
formation used to warp vi onto V̄ , and
i is the domain
of ui. Note that it is the same domain to consider for
the distribution of directions D̄. Finally, considering
the average density V̄ , let us define a circular domain
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Figure 9. Definition of the region-based weight λT (x, y). (A) Shows the domain of definition 
 of v. (B) Shows the domain of definition 
̄

of V̄ and the macular zone �̄. (C) Shows the transformed domains attached to the average representation and the domain of definition of
the target representation. (D) Shows the weight values according to the different regions.

�̄ centered around the fovea reference position
(xFre f , y

F
re f ) corresponding to the macular zone. We

chose the size of this domain so that it covers the area
around the fovea where there is no visible vessel (on
average). Indeed, in this region surrounding the fovea,
there are some macular vessels, but they are branches
of the vessels of the temporal sector which divide
rapidly into smaller components to create a very dense
but small-diameter vascular network. In addition, the
most central area (500–600 microns central, called the
foveal avascular zone) has no retinal vessels at all, and
it is vascularized only by the choroid.

Given these definitions, when minimizing energy E,
the principle is to compare the transformed average
representations (i.e. T (V̄ ) and T (D̄)) with the target
representations (i.e. v and d). As such, given a transfor-
mationT, we compare information defined in the trans-
formed domain of definition (T (
̄)) and the trans-
formed macular zone (T (�̄)) with information defined
in the target domain of definition (
). These domains
are shown together in Figure 9C, which allows to define
for types of regions defining the region-based weight
(see Fig. 9C):

• In the region corresponding to the macular zone
of the average representation (T (�̄)), because we
want to predict the fovea position in the target
image, we choose a high weight here (denoted by
wmacula) to encourage the alignment of the macular
zones from the target image and the distribution.
• At the intersection of the two domains of defini-
tion (T (
̄) ∩ 
), that is, where information is avail-
able for both sides (average and target representa-
tion), we choose a weight wgeneral such that wgeneral
< wmacula.
• Where information is partly available, that is, for
positions (x, y) such that (x, y) ∈ 
 but (x, y) /∈
T (
̄) (or vice versa), it is not possible to estimate

relevant energy because information is missing
for either the average representation or the target
representation. In these regions, we chose a weight
woutside such that woutside < wgeneral. This weight
should be the lowest because it is not necessarily
the case that both domains of definition should
match. This is because the domain 
 is fixed and
always the same. It is not related to the information
shown inside.However, we found that this termwas
useful to avoid the algorithm diverging, especially
at the early stages of the optimization, because it
prevents the two domains of definition from being
too distinct.
• Finally, for the positions outside the domains of
definition such that (x, y) /∈ T (
̄) ∪ 
, the value
of the weight does not matter because there is no
information in this region for both target image
and average distribution (so that the energy is zero).

Given this definition of the region-based weight, we
can directly define the weight wV by:

wV (x, y) = λT (x, y)
CT

where CT is a normalisation coefficient (CT =∑
x,y

λT (x, y)).

Similarly, we define wD by:

wD = λT (x, y)
CT

ξ (x, y)
max (ξ )

,

where an additional weight ξ based on saliency map
has been added to account for regions where direc-
tion d(x, y) is not well-defined (e.g. regions with no
vessels or with many directions du to vessels crossings).
We defined the weight ξ by: ξ (x, y) = v(x, y)(λ1(x,y)
− λ2(x,y)), where λ1(x,y) and λ2(x,y) are, respectively,
the higher and lower eigenvalues of the vessel tensor
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s(x, y). This weighted saliency map is minimal in two
cases: (i) when (x, y) does not belong to a vessel
(because of the multiplication by v(x, y)), (ii) when (x,
y) belongs to a vessel but λ1(x,y)≈ λ2(x,y), that is, when
there are multiple directions in the neighboorhod of (x,

y). It is maximal when (x, y) belongs to a vessel, and
λ1(x,y) � λ2(x,y) ≈ 0, that is, along linear portions of
vessels. This is where we can trust directions and we
want to compare them.
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