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Résumé
Stream Processing Systems (SPS) are used to process large amounts of data in real time, which
are designed as directed acyclic graph (DAG). The vertices correspond to operators and the
edges to data stream. Each component is deployed distributed in an infrastructure, which is
parallelized. In this paper we propose a predictive model to dynamically and predictively de-
termine the number of replicas required by each SPS operator, based on the input data, per
operator event queue and execution time. We have performed preliminary experiments of our
solution with another existing solution using a Twitter Stream, deployed on Google Cloud
Platform (GCP).

1. Introduction

Online applications create a tremendous amount of data that requires to be analysed in a timely
manner. To cope such requirements, specialised systems has been developed, called Stream
Processing Systems (SPS) [1].
SPSs are based on directed acyclic graphs (DAG) where the vertices correspond to operators
and edges to event streams [5]. Also, an external source sends continuous data to the system for
processing. The operators are lightweight tasks (such as filters, counters, classifiers, etc.) which
together design a pipeline for event processing. A distributed infrastructure, such as a cloud or
a cluster, must be used to deploy operators which, in their turn, may deploy replicas in order to
parallelize data processing. However, such a procedure usually requires stopping the system to
reorganize the processing graph, resulting in performance degradation. The dynamic nature of
the analyzed traffic flows induces bottlenecks and message loss, among others, in the presence
of traffic spikes while waste of allocated resources in the absence of spikes.
In this work, we propose to dynamically adapt the stream processing systems graph by increa-
sing or decreasing the number of operator replicas according to the input traffic. To this end,
PRESPS extends Apache Storm and uses a predictive algorithm for its adaptation. Following
the MAPE control loop, we deploy or stop replicas in real time based on the input traffic and
operator’s metrics.
We have conducted experiment over the Google Cloud Platform (GCP) using Twitter data
flows, also comparing our model with other predictive Storm-based SPS [8].
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2. Storm Stream Processing System

Storm [10] is an SPS framework implemented in Java that enables the processing of unbounded
data flows. A Storm application is a DAG, denoted topology.
There are three types of components in a topology : Streams, Spouts, and Bolts. Streams or data
flows are shared among operators following the DAG model. They are composed of key-
value tuples. Spouts are responsible for capturing the input data of the topology from exter-
nal sources. They structure the tuples sending them through one or more Streams to the next
components of the topology. Bolts are the operators. Similarly to Spouts, Bolts can send the pro-
cessed tuples through one or more Streams. At runtime, operators of the topology are executed
by several threads called executors, which are instances of the operators.

3. PRESPS

The aim of a predictive model is to dynamically adapt the system in order to process the largest
input events and fast react to system adaptation requirements. Hence, the design of a predic-
tive algorithm is based on the dynamic estimation of the number of replicas of each operator,
necessary for processing all incoming events the latter receives. The prediction of the number
of replicas depends on the dynamics of the event input rate.
PRESPS configures a fixed number of replicas for each operator. Replicas can be either in an
active or inactive state. Inactive replicas do not consume CPU but can be further activated to cope
with traffic spikes. This pool of replicas concept was proposed in [12]. Note that, if an operator
has several replicas, the input assigned to it will be equally divided among its replicas.

ri(t+ 1) =
λ̂i(t+ 1)× eti

td
(1) λ̂ri(t+ 1) = λG(t)× θi(t) (2)
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p
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λ
p
i (t)
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λ̂
q
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For the prediction of the number of replications it is necessary to obtain statistics of the sys-
tem. Table 1 summarizes all the notations used by our predictive model where v̂ designates a
predicted value of variable v.
Execution time eti is determined by a time interval t whose duration is td and is calculated for
each operator Oi. The value of eti has been calculation with a benchmark at the beginning of
the deployment of the application.
At the end of each interval, the number of active replicas of an operator Oi for the next time
interval is dynamically recalculated by Equation 1. The objective of this equation is to estimate
how many active replicas would be necessary for Oi to process all λ̂i(t + 1) estimated events
within t+ 1, considering that Oi processes each event in eti units of time.
Since operators of the SPS are related to each other by the DAG, there exists a dependency
between sent and processed events, if we use a linear SPS DAG with two operators, O1 and
O2, and their respective values of λri(t) and µi(t) (see Table 1). µ1(t) and λr2(t) are equal since
operator O1 has sent all the events it has processed to its single successor O2. If i is the initial
single DAG operator, then λrp(t) = λG(t) (λr1(t) = λG(t)). Note that the increase of Op’s number
of active replicas at the end of the interval t has a direct impact in Op’s successors, since, in this
case, µp(t + 1) increases and thus, λri(t + 1) too, inducing a domino effect that the prediction
formulations should avoid.
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Parameter Description
Oi operator i
t time interval number
td time interval duration
eti average execution time of one event by Oi

qi(t) queue of events received and not processed by Oi at the end of t
λG(t) number of events sent by input data during t

λri(t) number of events received by Oi during t

λ
p
i (t) number of events received by Oi sent from Op during t

µi(t) number of events processed by Oi during t

θx(t) percentage of events processed of λG(t) by Ox during t

O
p
i predecessor operator of Oi in the SPS DAG

θ
p
i (t) percentage of events produced by O

p
i sent to Oi during t

λ̂i(t+ 1) predicted number of events to process by Oi during t+ 1

λ̂ri(t+ 1) predicted number of events received by Oi during t+ 1

λ̂
q
i (t+ 1) predicted number of queued events to be processed by Oiduring t+ 1

ri(t+ 1) number of replicas of Oi computed at the end of t

TABLE 1 – Parameters notation and their description.

O1

O2

O3

O4
Input 
Data

O1 O2 O3 O4

λ̂ri(t+ 1) 100 70 30 58

FIGURE 1 – DAG example of predicted received number of events, according to Equation 2

In a SPS execution, not always all the output processed events of Op
i , the predecessor operator

of Oi, will be sent to the latter. It might happen that Op
i splits, filters, or replicates the events

into several streams, sending each of them to one of its different successor operators in the
DAG. The θ

p
i parameter informs the percentage of processed events of Op

i sent to Oi. Its value
is calculated by Equation 4.
Figure 1 shows a DAG SPS with the respective values of Equation 2 for each operator. We
observe that, since θ1 is equal to 1, O1 receives all the events sent from the input date and then
splits them among O2 and O3. As these two operators do not receive all the events from its
predecessor O1, θ1 and θ1 have values 0.7 and 0.3 respectively. Finally, operator O4 receives the
events of its predecessor O2 and O3. However, O2 does not send all its processed events to O4,
but only θ24 = 0.4, unlike O3 which sends all processed events to O4 (θ24 = 1). The value of θ4 is,
therefore, 0.58, according to Equation 3.
Events received and not processed by Oi are kept in qi(t). Hence, the number of input events
λi(t) that Oi should actually process in t is composed not only of received events λri(t) but
also the events queued in Oi, which correspond to λ

q
i (t). λ

q
i (t) is defined as the number of

events queued to process in Oi during t, considering there is one queue per operator. Thus, the
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predicted value of λ̂qi (t+1) is defined by the events queued by Oi at the end of the time interval
t as defined in Equation 5.
The calculation of ri(t + 1) (Equation 1) requires the value of λ̂i(t + 1) (Equation 6), which in
its turn is defined by λ̂ri(t + 1) (Equation 2) and λ̂

q
i (t + 1) (Equation 5). In order to obtain the

value of λ̂ri(t + 1), the value of θi(t) for each Oi needs to be computed. Therefore, given the
dependence between the operators, it is necessary to start from the initial operators to the last
one. Finally, having obtained the predicted values, the number of replicas ri(t + 1) for each
operator Oi can be calculated.

Algorithm 1 Adaptive Plan algorithm for operator Oi.

Require: Statistics Operator Oi in time interval t.
Ensure: Modifying the current number of active replicas of operator Oi.

1: ri(t+ 1)← computeReplicas(λ̂i(t+ 1) , eti, td)
2: ki ← ri(t+ 1) - getReplicas(Oi)
3: if ki > 0 then
4: Add ki active replicas to Oi

5: else if ki < 0 then
6: Remove ki active replicas from Oi

7: end if

3.1. Grouping
In shuffle grouping, the received input events are evenly distributed among active replicas
without considering that the loaded replicas can receive new events while pending events are
in their queue. A replica j of an operator i is defined as Oi.j

Parameter Description
µi.j(t) number of events processed by Oi.j during t

Ui.j(t) utilization rate of Oi.j computed at the end of t

TABLE 2 – Parameters notations of the grouping algorithm.

Ui.j(t) =
µi.j(t)× eti

td
(7)

To overcome such a constraint, we propose the Load balancing grouping strategy, which considers
the load of active replicas in each time interval (t). In this way, the distribution of events is
proportional to the load of active replicas, computed using Equation 7, where U is a value
between 0 and 1 : 0 informs that the replica has no load, and 1 the 100% utilization of the
replica. If the value of U is the same for all replicas, the subsequent events are sent in round-
robin. If not, these new events are sent to the replica with the lowest load. Algorithm 2 shows
the pseudo-code of the Load balancing grouping.

3.2. MAPE implementation
The MAPE loop control is in charge of providing the self-adaptation feature of our SPS. Each
of the four MAPE modules performs a specific task :

1. Monitor : a module in charge of gathering and centralizing statistics from the DAG.
At each time interval, the monitor requests the values of λi(t), eti, and the number of
queued events qi.
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Algorithm 2 Load balancing grouping for operator Oi.

Require: Statistics of ri replicas of Oi in interval t.
Ensure: Replica Oi.m that should process the event.

1: m← 0

2: for j : 1→ ri do
3: if Ui.j < Ui.m then
4: m← j

5: end if
6: end for
7: if Ui.m = 1 then
8: m← getReplicaRoundRobin(Oi)
9: else

10: Ui.m ← Ui.m + eti
td

11: end if
12: sendEvent(Oi.m)

2. Analysis : a module in charge of computing Equation 6 in order to get λi(t). Note that
the analysis will be performed from the beginning of the graph till the last operator.

3. Plan : module that, based on the previous analysis and the current number of active re-
plicas of an operator, defines whether it is necessary to modify the operator’s current
number of active replicas. Algorithm 1 shows the pseudo-code of the Plan module, res-
ponsible for increasing/decreasing the current number of active replicas, if necessary.
The getReplicas(Oi) function returns the number of current active replicas of Oi.

4. Execute : a module which is in charge of carrying out the change in the current number
of replicas of an operator, if required by the Plan module.

4. Performance Evaluation

Testbed : Experiments were conducted on Google Cloud Platform (GCP) using eleven Virtual
Machines (VMs) : three in charge of Zookeeper, seven as Supervisor nodes, and one for running
both the Nimbus and our SPS. Two types of machines were used : a n1-standard-1 (1 CPU,
2.2 GHz, 3.75 GB of RAM) machine for hosting Zookeeper VMs, the Nimbus, and the adaptive
system, and a n1-highcpu-8 (8 CPU, 2.2GHz, 7.2GB of RAM) machine for the Supervisors
VMs.

Application and scenarios : We deployed an application composed of four operators which
is in charge of analyzing and classifying events, as shown in Figure 2. The traffic model is
based on data from Twitter related to 2016 USA presidential election. The sample of selected
tweets considers periods of the datasets that present high variation. In other words, we select a
combination of traffic spikes and under spikes. The methodology for the creation of the testing
data set is presented in [2]. For the evaluation, we have compared PRESPS with DABS-Storm,
an adaptive SPS, proposed in [8].

Metrics : We have defined four evaluation metrics : (1) Saved resources (the difference between
the number of active replicas and the overestimated one), (2) Difference in the number of processed
events (the difference between the total number of processed events and the received ones), (3)
Throughput degradation, and (4) Latency. These metrics were used from [12].
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Stopword Sentiment 
classifier

User
classifier

Database
store
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streaming

FIGURE 2 – Twitter application in SPS.

4.1. Results
Table 3 gathers the metric values related to PRESPS and DABS-Storm. Regarding the used
resources, PRESPS improves the number of them by 41.77% when compared to DABS-Storm.
In addition, the throughput degradation of PRESPS is 35.73% lower than DABS. The most
important differences are in latency and the number of processed events. As DABS needs to
restart the system at every reconfiguration, operator queues are emptied and their events are
dropped. On the other hand, in PRESPS, there exists a pool of replicas and it is only necessary
to activate or deactivate the pre-allocated replicas at each reconfiguration, keeping the existing
pending events of the queues. Hence, since in DABS-Storm the queued events are not processed
during reconfiguration, we observe a decrease in both the number of processed events and
latency : DABS processes 17.06% fewer events than PRESPS and latency is decreased by 33.71%.

System
Saved
Resources

Throughput
Degradation

Diff. Proc.
Events

Latency

PRESPS 0.5617 0.1831 0.9987 2098.91
DABS 0.3962 0.2849 0.8283 1391.28

TABLE 3 – PRESPS and DABS-Storm metric values.

Figure 3a shows the number of replicas used by the two SPS. DABS and PRESPS can dyna-
mically adapt the number of replicas according to the input rate. However, DABS downtime
at each reconfiguration has a direct impact in the throughput, as we can observe in Figure 3b,
inducing a higher instability and a decrease in the number of processed events.
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5. Related Work

In the state of the art, there are different solutions regarding parallelization and elasticity in
SPS, works such as [6], [9] and [7].
DABS-Storm, a congestion prevention SPS, is presented in [8]. Its aim is to reduce the degra-
dation of the quality of the results. To this end, a metric is used to estimate the level of activity
of the operators. A monitor gathers statistics about the operators activity and then, based on a
metric, decides if the amount of resource allocated to each operator should be modified or not.
In [4], the authors propose a hierarchical decentralized adaptive SPS in Storm. Regarding the
scaling policy, the used metric is CPU utilization of the operator replicas, which defines whe-
ther a system adaptation is necessary or not. The proposed solution also analyzes the costs
associated with each reconfiguration. One of their parameters is the downtime, i.e., the time
necessary to restart the system which can induce much overhead.
In the work of [3], a SPS adaptation model is proposed which minimises system reconfigura-
tion costs. In this way, the system uses several metrics to predict the future behaviour of the
system, which are based on time series and EKF model. Therefore, through the knowledge of
the system, a decision is taken whether it is necessary to modify the amount of resources, also
considering the cost of such an adaptation.

6. Conclusion

In this paper we have presented a model capable of predicting the input data of the system,
thus analysing the number of replicas needed per operator according to the variations of the
data flow. To this end, we have analysed both the dependence of the operators in the DAG and
their queued events in previous time windows. The results show a decrease in latency as well
as an increase in processed events and system stability and decreased latency compared to the
other solution. As future work, we would like to evaluate our SPS with other types of datasets
or benchmark [11]. Also, we could use other types of predictive models.
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