
HAL Id: hal-04152998
https://inria.hal.science/hal-04152998

Submitted on 5 Jul 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

RULKNE: Representing User Knowledge State in
Search-as-Learning with Named Entities

Dima El Zein, Arthur Câmara, Célia da Costa Pereira, Andrea G. B.
Tettamanzi

To cite this version:
Dima El Zein, Arthur Câmara, Célia da Costa Pereira, Andrea G. B. Tettamanzi. RULKNE: Repre-
senting User Knowledge State in Search-as-Learning with Named Entities. CHIIR 2023 - ACM SIGIR
Conference on Human Information Interaction and Retrieval, Mar 2023, Austin, TX, United States.
pp.388-393, �10.1145/3576840.3578330�. �hal-04152998�

https://inria.hal.science/hal-04152998
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


RULKNE: Representing User Knowledge State in Search-as-Learning
with Named Entities

Dima El Zein
elzein@i3s.unice.fr

Université Côte d’Azur, Laboratoire I3S, CNRS, UMR 7271
Sophia Antipolis, France

Arthur Câmara
A.BarbosaCamara@tudelft.nl
Delft University of Technology

Delft, The Netherlands

Célia da Costa Pereira
Celia.DA-COSTA-PEREIRA@univ-cotedazur.fr

Université Côte d’Azur, Laboratoire I3S, CNRS, UMR 7271
Sophia Antipolis, France

Andrea Tettamanzi
andrea.tettamanzi@univ-cotedazur.fr

Université Côte d’Azur, Laboratoire I3S, CNRS, UMR 7271
Sophia Antipolis, France

ABSTRACT
A reliable representation of the user’s knowledge state during a
learning search session is crucial to understand their real informa-
tion needs. When a search system is aware of such a state, it can
adapt the search results and provide greater support for the user’s
learning objectives. A common practice to track the user’s knowl-
edge state is to consider the content of the documents they read
during their search session(s). However, most current work ignores
entity mentions in the documents, which, when linked to knowl-
edge graphs, can be a source of valuable information regarding the
user’s knowledge. To fill this gap, we extend RULK—Representing
User Knowledge in Search-as-Learning—with entity linking capabili-
ties. The extended framework RULKNE represents and tracks user
knowledge as a collection of such entities. It eventually estimates
the user knowledge gain—learning outcome—by measuring the
similarity between the represented knowledge and the learning
objective. We show that our methods allow for up to 10% improve-
ments when estimating user knowledge gains.
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1 INTRODUCTION
Estimating user knowledge while they search is primordial for
an effective learning-oriented search system. By doing so, such
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systems can provide the user with content that is relevant to their
query and adapted to their actual knowledge level.

A common practice is to represent that state of user knowledge
using the content of the documents they read during the search
session. We recently proposed in [2] RULK—A framework for Repre-
senting User Knowledge in Search-as-Learning—two different types
of representation: keyword-based and language-model-based, ex-
ploiting large pre-trained language models. However, neither of
these two types exploits an explicit annotation of named entities
(NE) and their links to resources of extensive knowledge graphs,
which can be much more precise and specific in identifying what a
given document is about, and, consequently, what kind of knowl-
edge it entails.

A knowledge graph (KG) is a knowledge base where knowledge
is represented as a set of entities (or resources), which are the vertices
of a graph, connected by binary relationships (or roles, properties,
attributes), which constitute the labeled edges of the graph. In
modern approaches to information access, knowledge graphs are
ubiquitous [4]. Specifically, they can be used in information retrieval
to support semantic search [12].

The resources described by a knowledge graph not only allow
documents to be semantically annotated, but also represent the
epistemic state of a user and provide a background knowledge
enriching queries and refining results.

The use of KGs to represent information about the user is not
new; personal knowledge graphs organised user’s personal infor-
mation [1], life events [18] or profiling interests [5, 6]. The main
distinctive feature of our work is what we aim to make of the infor-
mation described by a KG, especially the links between entities, as a
way to represent and measure users’ knowledge during their search
sessions (i.e., their epistemic state). What we propose here is to take
a further step and use links to resources described by knowledge
graphs not only to represent information about entities personally
related to a user, but also what an information retrieval system may
presume its user already knows (i.e., what we might call the user’s
epistemic state), based, for instance, on past interaction, documents
that the user has read, or direct feedback from the user.

More specifically, we propose another instantiation of RULK that
leverages the coverage of a large KG as a measure of user knowl-
edge. Such entity-based representation, which we name RULKNE,
is a highly structured and rich representation that promises to be
more accurate and detailed than a representation based simply on
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keywords or latent semantic components. Therefore, in this paper,
we answer the following research questions:
RQ1 Are the estimated knowledge gains produced by RULKNE cor-

related to actual users’ knowledge?
RQ2 How does RULKNE compare to other existing RULK implemen-

tations?
Our framework has two main requirements: (1) a way to recognize
named entities in a text and link them to a knowledge graph, and
(2) a similarity measure among collections of linked named entities
allowing one to estimate the knowledge gain provided by a set of
documents to a user. We empirically compare our proposal to a
learning task’s keyword- and language model-based representa-
tions.

2 BACKGROUND
In this section, we first give a brief overview of our previously pro-
posed RULK framework [2]. Secondly, we quickly introduce knowl-
edge graphs (KGs), and how they connect to our new proposal.

2.1 The RULK Framework
The framework proposed in [2] is composed of three interacting
components: Feature Extractor (𝜸 ), Updater (𝝈 ) and Estimator
(𝜽 ).

As users interact with the search results,1 they learn about a
given topic of interest. RULK tracks the user’s knowledge through
an internal state represented by a vector current knowledge state ®𝑐𝑘𝑠 .
The search system that instantiates RULK is assumed to have access
to a target knowledge, or reference document, covering the “ideal”
knowledge to be acquired regarding a specific topic 𝑇 . We consider
a user’s search need—or learning objective—is represented in this
document. For the sake of simplicity, we also make the assumption
that the user has no previous knowledge about 𝑇 . Figure 1 shows
an overview of the framework RULK as presented in [2].

Feature Extractor (𝜸 ). A Feature Extractor is a component that,
given a document 𝑑 ,2 encodes it into a fixed-length representa-
tion, using a method like TF-IDF, Word2Vec or any other encoding
method. 𝜸 encodes a document read by the user into ®𝑣𝑑 , and the
reference document into ®𝑡𝑘𝑠 .

Updater (𝝈 ). When the user reads a new document, they acquire
new knowledge that is added to the previous ones. 𝝈 updates the
current state of the knowledge ®𝑐𝑘𝑠 with the new information ®𝑣𝑑 .
The updated knowledge state ®𝑐′𝑘𝑠 is the result of combining the
user’s current state ®𝑐𝑘𝑠 to the ®𝑣𝑑 : ®𝑐′𝑘𝑠 = 𝜎 ( ®𝑐𝑘𝑠 , ®𝑣𝑑 ).

Estimator (𝜽 ). To estimate the user’s knowledge gain—or learn-
ing outcome—on a specific topic during a session, the Estimator
𝜽 compares the user’s current knowledge state ®𝑐𝑘𝑠 to the target
knowledge state ®𝑡𝑘𝑠 :𝐺 = \ ( ®𝑐𝑘𝑠 , ®𝑡𝑘𝑠 ), where𝐺 is an estimation of the
user’s knowledge gain in the session and 𝜽 is a similarity function
(e.g., cosine similarity). The intuition behind 𝜽 is that the user, by
progressing in their session, “moves” their knowledge state toward
the target. As both vectors are in the same embedding space, the

1A search result can be a web pages, videos, online courses, etc. In this paper, a
“document” refers to a search result.
2For the sake of simplicity, we assume that 𝑑 is always a text-only page.

similarity between them provides an estimation of how close the
user is to acquiring the “ideal” knowledge.

2.2 Keyword and Language Model
Implementations of RULK

We briefly present the Keyword (KW) and Language Model (LM)
implementations previously proposed in [2].

RULKKW. The target knowledge in this implementation is repre-
sented as a set of 𝑛 keywords that the user must read to fulfill their
search need. The𝜸 component encodes the reference document into
®𝑡𝑘𝑠 containing the occurrence count number of the 𝑛 keywords.
Those numbers represent the number of times the user has to read
a specific keyword to fulfill the need. Similarly, the clicked doc-
uments are encoded into a vector containing the frequency of 𝑛
keywords. To update the user knowledge, 𝝈 adds the keywords’
count in the documents to the one in the knowledge state. The user
knowledge is assumed to increase monotonically. The 𝜽 compo-
nent estimates the user knowledge gain by calculating the cosine
similarity between ®𝑐𝑘𝑠 and ®𝑡𝑘𝑠 .

RULKLM. In this implementation, both the ®𝑡𝑘𝑠 and ®𝑣𝑑 are a BERT-
embedding of fixed length𝑚. Given a document 𝑑 (or, conversely,
a reference document) with 𝑘 sentences {𝑠1, 𝑠2 . . . 𝑠𝑘 }, 𝜸 generates,
for each sentence 𝑠𝑖 , an embedding of size𝑚 given by:

®𝑣𝑠𝑖 = 𝐵𝐸𝑅𝑇 ( [𝐶𝐿𝑆]; 𝑠𝑖:𝑙 ; [𝑆𝐸𝑃]), (1)

where ; is a concatenation, 𝑙 the maximum input size of the model
and [𝐶𝐿𝑆] and [𝑆𝐸𝑃] are special BERT tokens. ®𝑣𝑑 (conversely, ®𝑡𝑘𝑠 )
is then given by an element-wise sum over all ®𝑣𝑠𝑖 . The Updater 𝝈
is then a simple element-wise sum over all elements of ®𝑣𝑑 and ®𝑐𝑘𝑠 .
The cosine similarity is also used in 𝜽 to estimate the knowledge
gain.

2.3 Knowledge Graphs
Aknowledge graph is a knowledge base that uses a graph-structured
data model to integrate data. Knowledge graphs are often used to
store interlinked descriptions of entities—objects, events, situations
or abstract concepts—while also encoding the semantics underlying
the used terminology.

In this paper, we will assume that knowledge graphs follow a
standard and technical infrastructure like the ones provided by the
W3C for the Semantic Web, i.e.: OWL (the Web ontology language,
based on description logics) based on the underlying data model
RDF (the resource definition standard). This would allow a practical
implementation of our proposal using state-of-the-art knowledge
engineering technologies.

The basic statement of RDF is a triple ⟨𝑠, 𝑝, 𝑜⟩, where 𝑠 is called
the subject, 𝑝 the predicate, and 𝑜 the object. The subject of a triple
is a resource (or, in other words, an entity), represented by an in-
ternationalized resource identifier (IRI ), like <http://example.org/
resource/LHR>; the (binary) predicate represents a property of the
subject, denoted by an IRI, like <http://example.org/ontology#city>
or <http://example.org/ontology#iataCode>; the object, which rep-
resents a value of that property, may be a resource, denoted by an
IRI, like <http://example.org/resource/London>, or a data value,

<http://example.org/resource/LHR>
<http://example.org/resource/LHR>
<http://example.org/ontology#city>
<http://example.org/ontology#iataCode>
<http://example.org/resource/London>
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Figure 1: The RULK framework and its main components, extracted from [2]. At first, a clicked document 𝑑 is transformed into ®𝑣𝑑 by 𝜸 . The
target knowledge document is also encoded into ®𝑡𝑘𝑠 . Next, 𝝈 updates the current state ®𝑐𝑘𝑠 with ®𝑣𝑑 . Finally, 𝜽 compares ®𝑐𝑘𝑠 to a target knowledge
®𝑡𝑘𝑠 to get an estimation of the user’s knowledge gain (𝐺) in the session.

such as a string, a number, or a date, denoted by a literal, like "LHR",
2, or 07:30. In addition, the subject and object can be so-called
blank nodes, which correspond to anonymous resources and can be
understood as a kind of existentially quantified variables.

For the sake of readability and conciseness, when several IRIs
share the same base, a prefix may be defined, for instance

@prefix : <http://example.org/resource/> .
@prefix o: <http://example.org/ontology#> .

and the IRIs may then be abbreviated as :LHR instead of the full
<http://example.org/resource/LHR> or o:iataCode instead of the
full <http://example.org/ontology#iataCode>.

An important thing to observe is that, behind an IRI, which
is essentially an identifier, many different notions can hide, like
an instance (i.e., a constant, what is called an individual name in
description logics), a binary predicate (i.e., a binary relation, what
is called a role in description logics and a property in OWL), or a
concept (i.e., a unary predicate, called a class in OWL). It is exactly
this uniform naming convention that makes RDF so flexible and
versatile. Thus, for instance, an assertion of the form𝐶 (𝑎), where𝐶
is a unary predicate (a concept) and 𝑎 is the name of an individual,
may be represented as an RDF triple ⟨𝑎, rdf:type,𝐶⟩, which may
be paraphrased as “𝑎 is an instance of 𝐶”, thanks to the rdf:type
relation, and an assertion of the form 𝑅(𝑎, 𝑏), where 𝑅 is a binary
predicate and 𝑎 and 𝑏 are entity names, may be represented as an
RDF triple ⟨𝑎, 𝑅, 𝑏⟩, for example

:LHR o:city :London .

which may be paraphrased as “the city of the Heathrow Airport is
London”.

A collection of RDF triples, which may represent assertions and
other OWL axioms with a uniform syntax, may be regarded as a
knowledge base under the open-world assumption, from which
other triples can be deduced using an inference engine called an

OWL reasoner.3 Furthermore, a collection of RDF triples intrin-
sically represents a directed multi-graph (an RDF graph), whose
vertices are resources; every triple ⟨𝑠, 𝑝, 𝑜⟩ then represents an arc
of type 𝑝 from vertex 𝑠 to vertex 𝑜 .

3 A NAMED-ENTITY-BASED
IMPLEMENTATION OF RULK

We propose a novel instantiation of RULK using named entities (NE)
to represent both the internal and target knowledge states. We will
call RULKNE this Named-Entity-based variant of the framework.

The Feature Extractor 𝜸 here produces a collection of links to
knowledge graph resources, corresponding to named entities. A
collection 𝐾𝑡𝑘𝑠 is extracted from the reference document and an-
other 𝐾𝑑 for every visited document 𝑑 . Producing a collection of
such links from a document requires a reference knowledge graph,
to be used as background knowledge, as it were, and two NLP tasks
to be carried out, namely (i) named entity recognition (i.e., spotting
chunks of text that are likely to refer to specific entities such as
people, places, organizations, etc.), and (ii) entity linking (i.e., estab-
lishing a link between a recognized named entity and a resource
defined in the reference knowledge graph). These two tasks can be
challenging, but in recent years, a wide range of emerging tools can
accomplish them with acceptable performance, albeit not always
perfectly. This enables one to visualize what we are suggesting.
One can only foresee that these tools will be improved and new,
even better tools will become available in a near future, thus con-
tributing to making RULKNE more and more accurate. The reference
knowledge graph can be any of the large general-purpose RDF
datasets available in the Linked Open Data cloud, like DBpedia,
Yago, or Wikidata. We encode the target knowledge as a vector ®𝑡𝑘𝑠
of the counts of the occurrences of the 10 most common entities
𝐾𝑡𝑘𝑠 . Each document is then encoded as a vector ®𝑣𝑑 containing the
counts of the top-10 entities 𝐾𝑡𝑘𝑠 in 𝑑 .

3Examples of popular OWL reasoners are Fact++, HermiT, and Pellet

<http://example.org/resource/>
<http://example.org/ontology#>
:LHR
<http://example.org/resource/LHR>
o:iataCode
<http://example.org/ontology#iataCode>
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Total Mean Median
Number of users per topic 126 18.14 ± 2.79 19.0
Number of topics 7 - -
Number of queries 1095 8.62 ± 6.47 7.0
Number of documents
clicked 2116 16.66 ± 8.85 16.0

Number of snippets seen 15184 119.56±72.43 105.0
Documents Clicked per
query - 2.78 ± 2.50 2.11

Session duration (minutes) - 56.18 ± 14.58 54.05
Document dwell time (sec-
onds) - 79.94 ± 69.77 60.0

Pre-test scores (𝑣𝑘𝑠𝑝𝑟𝑒 ) - 1.07 ± 1.60 0.00
Post-test scores (𝑣𝑘𝑠𝑝𝑜𝑠𝑡 ) - 6.21 ± 4.09 6.00
Actual Learning Gain
(ALG) - 0.53 ± 0.38 0.50

Realised Potential Learn-
ing (RPL) - 0.28 ± 0.20 0.25

Table 1: Statistics, per user, extracted from the dataset used
by Camara et al. [3].

The Updater 𝝈 is then a simple addition of the two count vectors
®𝑐𝑘𝑠 and ®𝑣𝑑 .
Finally, the Estimator 𝜽 should compute the similarity between

the encoded current knowledge state and the encoded target knowl-
edge state. That is done using the cosine similarity:

𝐺 =
®𝑐𝑘𝑠 · ®𝑡𝑘𝑠

| ®𝑡𝑘𝑠 | | ®𝑐𝑘𝑠 |
. (2)

4 EXPERIMENT
4.1 Dataset
We test our proposed framework RULKNE on the same dataset previ-
ously used in [2]. The dataset4 originates from the study by Camara
et al. [3] and logs search-as-learning sessions. The dataset was col-
lected with a search system implemented on top of SearchX [11], a
framework for Interactive Information Retrieval research. We also
show some statistics about the dataset in Table 1.

The dataset contains the interaction logs of 126 crowd-workers.
At the start of the study, the system measured the user’s previous
knowledge 𝑣𝑘𝑠𝑝𝑟𝑒 on a specific topic, then users were given 45
minutes to perform their search about the topic. Finally, at the end
of the search session, the user’s knowledge was measured again
𝑣𝑘𝑠𝑝𝑜𝑠𝑡 . The logged interactions included behavioural features, is-
sued queries, and clicked documents.

The dataset contained 1107 unique clicked documents. We were
retrieved their related texts using a digital archive—The Wayback
Machine5—of the World Wide Web at the time the study was con-
ducted (August 2020).

4The data is available at https://github.com/ArthurCamara/CHIIR21-SAL-Scaffolding
5https://archive.org/web

4.2 Actual Knowledge Gain Measurement
The self-reported knowledge, 𝑣𝑘𝑠𝑝𝑟𝑒 and 𝑣𝑘𝑠𝑝𝑜𝑠𝑡 , were measured
with a Vocabulary Knowledge Scale (VKS) test [15, 17], a commonly
used method to measure user knowledge [10, 13, 14, 16]. For that,
users were presented with a 4-point scale questionnaire, asking
about their familiarity with ten topic-related terms.

The user’s learning during their session could therefore be mea-
sured by computing the difference between 𝑣𝑘𝑠𝑝𝑟𝑒 and 𝑣𝑘𝑠𝑝𝑜𝑠𝑡 . The
learning measures is defined as follows:

𝐴𝐿𝐺 =
1
10

10∑︁
𝑖=1

𝑚𝑎𝑥 (0, 𝑣𝑘𝑠𝑝𝑜𝑠𝑡 (𝑣𝑖 ) − 𝑣𝑘𝑠𝑝𝑟𝑒 (𝑣𝑖 ))

𝑀𝐿𝐺 =
1
10

10∑︁
𝑖=1

2 − 𝑣𝑘𝑠𝑝𝑟𝑒 (𝑣𝑖 )

𝑅𝑃𝐿 =
𝐴𝐿𝐺

𝑀𝐿𝐺

(3)

where 𝑣𝑘𝑠 (𝑣𝑖 ) the score of the user for the i-th term. 𝐴𝐿𝐺 is the
Absolute Learning Gain and𝑀𝐿𝐺 is the Maximum Learning Gain
(i.e., the maximum amount of new knowledge a user can acquire,
given what they already know). As for RPL, it represents the fraction
of knowledge the user acquired from the total knowledge they could
obtain in their session. In this paper, we use actual knowledge gain
interchangeably to refer to RPL and ALG.

4.3 Target knowledge
The topics used in the original user study came from the list of
topics used in the CAR track from TREC 2018 [7]. In that track,
each topic is the title of a Wikipedia article from a 2018 dump. Our
experiment uses these Wikipedia texts, from the same 2018 dump
as the original paper, as “reference documents” for generating the
target knowledge state ®𝑡𝑘𝑠 . It is also worth mentioning that, in
the user study which originated this dataset, the mentioned work
filtered Wikipedia and clones of Wikipedia from the search results
during the user study. Therefore, no document proposed to the user
in the page results of the experiment came from Wikipedia or a
similar page.

4.4 Implementation Details
Entity Recognition. We detect the named entities using the Spacy

[8] Python library. We chose the English pipeline en_core_web_sm,
which is trained on written web text (blogs, news, comments).

Entity Linking. We automatically annotate the texts with DBpe-
dia resources using the dbpedia_spotlight tool [9].

Similarity Calculation and Comparison of results. As discussed in
Section 3, the user’s estimated knowledge gain 𝐺 is calculated as
the cosine similarity between the tracked knowledge ®𝑐𝑘𝑠 and the
target knowledge state ®𝑡𝑘𝑠 . To assess the validity of the framework
(RQ1), we measure the correlation between the estimated gain𝐺
and the actual user’s knowledge (ALG and RPL).

Baseline. We compare our approach against previous work [2],
in which knowledge states were represented by keywords RULKKW
and large language models RULKLM. These two representations are
briefly described above, in Section 2.2. The previous approaches

https://github.com/ArthurCamara/CHIIR21-SAL-Scaffolding
https://archive.org/web
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Method ALG RPL
RULKKW 0.3022 0.3086
RULKLM 0.2955 0.2923
RULKKW+LM 0.3164 0.3192
RULKNE 0.0931 0.1185
RULKNE+KW 0.3184 0.3333
RULKNE+LM 0.3228 0.3309
RULKNE+LM+KW 0.3378 0.3490

Table 2: Pearson correlation between the estimated knowl-
edge gain of a given RULK implementation and the actual
knowledge gain. bold values indicate the best correlation
against a learning metric.

achieved the best performance when using a combination of key-
words and language models, RULKKW+LM. The best correlation be-
tween the previously estimated gain and the actual gain was 0.3164
against ALG and 0.3192 against RPL.

RULK mixed approaches. We also test a combination of our pro-
posed instantiation RULKNE with the previous approaches RULKLM,
RULKKW, and RULKKW+LM. In such combinations, each instantiation
has the potential to contribute to the overall estimation of the
knowledge gain by capturing some specific characteristics of the
text documents. The mixed approach is defined by an interpolated
estimator 𝜽 , parameterized by 𝛼 and 𝛽 , defined as follows:

\RULKLM+KW+NE = 𝛼𝐺RULKLM + 𝛽𝐺RULKKW + (1 − 𝛼 − 𝛽)𝐺RULKNE , (4)

where 𝐺RULK is the estimated knowledge gain according to the
respective RULK implementation.

5 RESULTS AND DISCUSSION
To answer our first research question (RQ1), we test the validity
of the RULKNE by computing the Pearson correlation between the
actual knowledge gain of a user and its estimated knowledge gain𝐺 ,
asmeasured by the estimator𝜽 .We then answer the second research
question (RQ2) by comparing the reported correlation to the ones
of the other implementations. Table 2 shows a comparison between
implementations involving named entity NE representations with
the baseline.

The estimated knowledge gain resulting from the proposed ap-
proach RULKNE reported a correlation of 0.0931 with the ALG and
0.118 with RPL. While the results of NE alone may look disappoint-
ing, it is interesting to notice that all the combinations that include
NE outperform all the ones that do not include it. This is clear evi-
dence that the proposed representation is complementary to the
others, i.e., capable of capturing something that the others miss.
Indeed, the difference between keywords and entities such as those
that are stored in a knowledge graph is that keywords in general
correspond to individual words, whereas entities correspond to
concepts or instances of concepts whose lexicalization may involve
phrases. The word embedding produced by the language model too,
like keywords, operates at the level of individual words, although,
by taking context into account, it can be able to distinguish differ-
ent meanings of the same word or merge different words in the

RULKKW+LM RULKNE+LM RULKNE+KW RULKNE+LM+KW

ALG
𝛼 0.44 0.82 - 0.44
𝛽 0.66 - 0.86 0.41

1 − 𝛼 − 𝛽 - 0.18 0.14 0.150

RPL
𝛼 0.38 0.80 - 0.39
𝛽 0.62 - 0.84 0.44

1 − 𝛼 − 𝛽 - 0.20 0.16 0.169
Table 3: Comparing parameters with the different mixture
models.

same meaning. Entities, however, when they are successfully recog-
nized and linked to background knowledge, are much more precise
because they are capable of designating very specific concepts. Con-
sider for example two texts like “the President of the United States
was in Manchester” and “the President of Manchester United is in
the States”: after eliminating the stop words, the two texts contain
the same keywords (Manchester, President, States, United); in terms
of entities, however, they differ: [President of the United States]
and [United States] are in the former, while [Manchester United
(football team)] is in the latter.

Table 3 shows the parameters of the mixed models, which are
optimized according to the ALG and RPL metrics, respectively. It is
intriguing that, while the combinations that involve NE are those
that perform best, the weight of NE in those combinations is lower
than the weight of the other two implementations, varying between
14% and 20%, meaning a lower contribution to the estimation of the
user’s knowledge gain.

6 CONCLUSION
We have proposed an implementation of the RULK framework using
named entities to represent the user’s knowledge state and the
contents of the documents. The knowledge gain - also said learning
outcome - was estimated as the similarity between the tracked
user’s knowledge state and a target knowledge state expressing the
learning objective. The estimated knowledge gain resulting from
this framework was compared to the actual user’s knowledge gain
reported in a search-as-learning study. Our experiments suggest
that such representation alone does not lead to an accurate estimate
of the knowledge gains. However, by combining this approach to
previously proposed ones (namely keyword and language model
based), the results outperformed the state-of-the-art baseline by 10%.
We proved that named entities representations are complementary
to the other representations.

A promising research direction is to extend this proposal to
include relational knowledge in addition to entities, in an attempt
to fully exploit the power of knowledge graphs.
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