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Abstract

Structural Health Monitoring (SHM) enables assessing in-service structures’ performance by localizing struc-

tural anomaly instances immediately after their occurrence. Typical SHM approaches monitor the entire

structural spatial domain aggravating the required density and cost of instrumentation. Further, with model-

based approaches, the entire structural domain is needed to be defined with high dimensional, compute-

intensive models rendering the SHM approaches ill-posed and slow especially when the instrumentation is

limited and system observability is compromised. Moreover, in absence of high-fidelity models, oversimplifi-

cation and subsequent model inaccuracies may lead to inaccurate estimation and possibly false alarms even

if a subdomain is modeled inaccurately, e.g. support boundaries. To mitigate such issues, stand-alone mon-

itoring focusing only on a subdomain of interest may be a computationally cheaper and prompt approach

while being substantially robust to false alarms. Typically, such stand-alone substructure monitoring ap-

proaches demand extensive measurement of the interface, which can be a challenge in real-life applications.

This paper presents a novel filtering-based online time domain approach for estimating substructure param-

eters without the need to measure or estimate the substructure interfaces. The proposed component-wise

estimation is stand-alone so that the health estimation of the complete structural domain can be undertaken

in parallel and later coupled through post-processing. The requirement of the interface measurement has

been alleviated by employing an output injection approach. The proposal has been validated on a numerical

beam structure subjected to arbitrary forces and subsequently, the sensitivity against noise and damage

severity of the proposal has been investigated. Finally, the proposal is validated on a real beam to illustrate

its real-life applicability and significance.

Keywords: Substructure, Random loading, Health estimation, Particle filter, Interacting filtering, Un-

known interface conditions.

1. Introduction

Structural health deteriorates over time due to crack development, water seepage, rusting reinforcements,

and damage caused under extreme conditions such as earthquakes, wind storms, etc. Such deterioration

∗Corresponding author; E-mail address: subhamoy@iitmandi.ac.in



eventually leads to their failure causing economic loss, service downtime, and in some unfortunate cases,

loss of human lives. Continual monitoring of the health of the structures (termed Structural Health Moni-

toring (SHM)) has been traditionally adopted to avert such sudden catastrophic structural failures. Under

vibration-based SHM, while frequency-based approaches have been assessed as efficient in the detection of

structural deterioration, localization performance has not been proven to be well grounded. The alternative

time domain methods [5, 6] have typically been associated with a predictive model in the model-assisted

health assessment approach wherein the predictor model brings in the additional spatial correlation into the

context. Eventually, such approaches depend on the quality of the predictive model [4, 5, 7, 23]: a simplified

unrealistic model, therefore, will definitely lead to improper estimation and in some cases false alarms.

Further, due to real-life uncertainties and lack of knowledge of the ambient forcing, measurement noise

recorded in the sensors, and the unavoidable model inaccuracy, deterministic approaches [4, 27] for real-life

SHM can only be simplistic in nature and can rarely conform to the reality. Eventually, in this context,

Bayesian filtering-based approaches have gained popularity [2, 33] addressing such uncertainties in a more

systematic manner. A recursive Bayesian framework defines the problem in state-space [2] wherein structural

health can be parameterized and estimated as additional states. The state evolution is generally defined

using a predictive model (usually a high-fidelity Finite Element Model(FEM)) for the structural domain

of interest defined in the probabilistic domain (as process model) powered by a Chapman-Kolomogorov

formulation. The relationship between states and measurements is further defined using a measurement

model, which takes the measurement uncertainty into consideration. The recursive formulation further

estimates the states drawing inference from the departure between the model-predicted and actual response.

The Kalman filter (KF) [19], being a linear filter, is capable of solving linear state estimation problems.

Yet, for SHM, models are inherently nonlinear since the states and parameters are either estimated using a

bi-linear formulation with health parameters being the additional states or the states are observed through

a nonlinear measurement model (typically high-fidelity FEM) [3]. This entails the employment of nonlinear

and approximate filters, such as Extended (EKF) [9], Unscented (UKF) [13, 21], Ensemble (EnKF) [15]

Kalman filters or Particle filter (PF) [8] for such estimation problems. While PF is considered to be a

robust approach for solving nonlinear problems, the concerns related to its high computational demand led

to the advent of interacting filtering techniques [14, 25, 26, 37] wherein the parameters are estimated through

an interactive strategy reducing the overall state dimension [24, 37]. Herein, the parameters are estimated

using PF while KF/EnKF has been employed for state estimation depending on the nature of the process

model (linear or nonlinear).

Improved SHM techniques, capable of addressing uncertainties, nonlinearity, etc. may however falter due

to the increased dimensionality of the prediction model when dealing with very large structures. Along with

the increased computational cost of SHM, high dimensionality often leads to several false positive alarms.

For the model-assisted estimation approach, consequent high-resolution monitoring of the real structure
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requires extensive instrumentation. With limited measurement channels (usual for any SHM application),

employment of high dimensional models affects the observability [20]. This eventually renders the SHM

algorithm to be inefficient and unreliable. An effective way of monitoring large structures is to monitor one

subdomain at a time instead of monitoring the entire structure at once. Numerically decoupling a structure

into smaller substructures for efficient analysis of the structure is known as substructuring. Large complex

structures can be economically monitored with the help of the substructuring techniques [18] as it reduces

the required resources as well as the need for measurement data from inaccessible locations.

With the aim of model reduction [16], substructuring can be done in the physical (mass, stiffness, etc.),

frequency (Fourier transform), or modal (eigenvalue decomposition) domain. Nevertheless, the substructures

have been predominantly defined in modal domain [11, 12, 38] with a few exceptions [17] where they are

defined in the time domain. Numerical substructuring does not physically isolate a subdomain from the

rest, but only fragments the entire domain numerically into smaller manageable domains. Eventually, these

fragmented subdomains individually should conform to the force equilibrium or displacement continuity. The

interaction among them is generally incorporated in terms of the interface forces between the substructures

[30]. These interface forces can later be estimated during the re-coupling of the component substructures in

order to realize the original entire structure [16].

Nonetheless, the external force inputs are hardly known/measured in real-life problems, either explicitly

or statistically. Such forces can however be estimated as additional states [10, 28, 29] which will eventually

increase the state dimension and consequently, the complexity and efficiency of the state estimation. More-

over, health state assessment for a structure is also sensitive to changes in internal forces (prestress) as well

as boundary conditions [22]. Boundary forces, present on the substructural boundary degrees of freedom

(DoFs), have also been directly measured [32] as well as estimated by modeling them as modulated filtered

white noise [35] or by constructing a relationship between the interface forces and the measured responses

[34]. Forward genetic algorithms have been utilized to directly use the interface measurement data (sensor

output) to account for the interface interaction instead of estimating interface force [17, 31]. Not only do

these aforementioned algorithms require extensive monitoring of all the interfaces, which are generally not

accessible in real structures, but also they make all the substructure models interdependent.

With an objective to develop a component-wise monitoring algorithm, [36] introduced a probabilistic

frequency domain approach wherein Bayesian inference has been employed to monitor only a subdomain of

interest. In this article, the substructures to be monitored have been categorized as either stable (supported

subdomain with defined Dirichlet boundary condition without any rigid motion), or unstable (unsupported

subdomain equilibrated with interface forces and subjected to rigid motion). The approach was further

numerically investigated in a multi-story building to estimate the parameters using recorded substructure

response under certain driving forces (a single channel base excitation and a force generated by a vibrating

machine). Even though both the substructure types (stable and unstable) are discussed, the numerical
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experimentation has been taken up only for the stable substructures, and thereby the importance of modeling

the rigid motion of the unstable substructures has been missed. Further being defined in the frequency

domain, the approach is not an online algorithm that can be implemented in real-time.

The present study proposes a novel computationally efficient online structural health assessment approach

that bypasses the requirement of the interface force quantities and is also applicable for stand-alone stable

as well as unstable substructures. The numerical and experimental studies have been performed on unsta-

ble substructures where substructural boundaries are set as unknown/free. The proposed approach utilizes

output injection methodology [24, 39] in order to be robust to variations in the interface force/acceleration

with the help of known measurement data of the internal nodes of the particular substructure. This makes

targeted health monitoring of the substructure possible, without the need of monitoring the other substruc-

tures. An interacting filtering strategy combining PF and EnKF (IPEnKF), for the estimation of health

parameters and states respectively, has been utilized in this attempt. Complexity in system estimation

depends majorly on observability issues (generally originating from lack of instrumentation) rather than

the physical size or geometric complexity of the system. Accordingly, both numerical and experimental

validations of the proposed algorithm have been undertaken on a minimally instrumented simply supported

beam. Further, noise sensitivity, limiting damage severity, and required sensor density to assess the scala-

bility of the algorithm have also been investigated for the proposed approach. The need for information on

boundary conditions for SHM of a structure can also be bypassed with the proposed algorithm, which has

been demonstrated later in this article with numerical and experimental studies.

2. Robust state-space formulation for substructure system

For Bayesian filter-based SHM algorithms, the structural dynamics have to be defined in state-space

form. The governing differential equation (GDE) detailing the linear time-varying dynamics for the entire

structural domain, Ω, can be defined with time-invariant mass M, time-varying stiffness K(t), damping

C(t) matrices, and external force f(t) as,

Mq̈(t) +C(t)q̇(t) +K(t)q(t) = f(t) (1)

where q(t), q̇(t), and q̈(t) are the displacement, velocity, and acceleration response at the nodes.

2.1. Substructural dynamics

The overall system domain Ω can further be divided into Ns independent non-overlapping substructures

Ωs, where s = 1, 2, . . . , Ns. Each substructure can further be defined with two domains: internal, Ωsi , and

interface boundary, Ωsb . Except for the nodes lying on Ωsb , all the nodes of the component substructures

belong exactly to one substructure. Accordingly, the GDE for Ωs can be decoupled from that of Ω by

compensating with the unmeasured interface forces gs
b(t).
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where subscript i and b denotes the internal and boundary DoFs and superscript s denotes the pertinent

substructure s. The schematic diagram detailing the substructure nodes can be found in Figure 1.

Figure 1: Schematic diagram of substructuring approach with associated DoFs.

The equivalence and continuity between Ω and Ωs can be ensured through compatibility and equilibrium

conditions. While compatibility ensures that the substructures have identical displacements in the connected

DoFs, the force equilibrium condition enforces that the forces at the boundary DoFs of neighbouring sub-

structures balance out each other. From Equation (2), the dynamics for the domain, Ωsi , corresponding to

the internal DoFs, can further be decoupled from the boundary DoFs as:

Ms
iiq̈

s
i +Cs

iiq̇
s
i +Ks

iiq
s
i = fsi −Ms

ibq̈
s
b −Cs

ibq̇
s
b −Ks

ibq
s
b (3)

with the right side of Equation (3) collectively considered as external force acting on Ωsi . The motion of

the internal DoFs, i.e., qs
i (t), can further be represented as a summation of a quasi-static (qs,d

i ) and a

relative (qs,r
i ) component [17], wherein the quasi-static component (qs,d

i ) provides a rigid body motion to

the subdomain Ωsi and relative component (qs,r
i ) enables relative (/flexible) motion. Thereby, the overall

response can be defined as:

qs
i = qs,r

i + qs,d
i (4)

qs,d
i can further be obtained by forcing all the force components and time-derivative terms in Equation (3)

to zero while assuming the boundary to be free, as

qs,d
i = −Ks

ii
−1Ks

ibq
s
b = ηsqs

b (5)

with ηs acting as a transmissibility term correlating boundary to internal responses. Further, substituting

qs
i (t) in Equation (3), the following can be obtained,
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Next, the relative dynamics of the substructure can be isolated from the above equation by considering all

terms pertinent to the rigid dynamics of the substructure as an external force and subsequently addressing

them jointly with external and resisting forces (right side of Equation (6)).

Ms
iiq̈
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i +Cs

iiq̇
s,r
i +Ks

iiq
s,r
i = fsi −Ms

ibq̈
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s
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i −Ks

iiq
s,d
i (7)

Because of the general nature of a typical linearly damped mechanical system, its system matrices are

banded and sparse leading to very feeble interaction between two distant nodes. With internal and boundary

nodes segregated, the insignificant off-diagonal terms associated with cross-coupling between these distant

node sets, i.e., internal and boundary nodes, therefore, can be ignored without affecting the generality.

Moreover, the impact of the ignored part of damping will surely be overshadowed by the noise which is more

significant, as verified later on. Thus, the minuscule damping can be ignored in the modeling and can still be

accounted for in the model by including it in the modeling error process. Thereby, the insignificant amount

of damping force, i.e. (Cs
iiq̇

s,d
i +Cs

ibq̇
s
b) has been considered under the process uncertainty (discussed later)

and removed from the dynamics from now on.

Ms
iiq̈

s,r
i +Cs

iiq̇
s,r
i +Ks

iiq
s,r
i = fsi −Ms
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b −Ks

ibq
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i −Ks

iiq
s,d
i (8)

Using Equation (5), qs,d
i can be substituted with qs

b as,

Ms
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i +Ks

iiq
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s
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s
b −Ms

iiη
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iiK

s
ii
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and, further can be simplified as,

Ms
iiq̈

s,r
i +Cs

iiq̇
s,r
i +Ks

iiq
s,r
i = fsi − (Ms

ib +Ms
iiη

s)q̈s
b (10)

2.2. State-space formulation of substructure

Finally, the system dynamics defined in physical space can be cast in the corresponding state-space as,

ẋs (t) = Fs (t)xs (t) +Bs (t)us(t) + Es (t) q̈s
b(t) + vs (t) (11)

where, xs (t) =

qs,r
i

q̇i
s,r

 ,Fs (t) =

 0ni Ini

−Ms
ii
−1Ks

ii −Ms
ii
−1Cs

ii

 ,Bs (t) =

 0ni

Ms
ii
−1

, us (t) = fsi and Es (t) = 0ni

−(Ms
ii
−1M

s

ib + ηs)

.
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The additional term vs (t) represents process uncertainty (due to modeling inaccuracies, unmodelled

input, and damping, etc.), which is modeled as a stationary white Gaussian noise (SWGN) of constant

covariance Qv. The measurable acceleration responses q̈s
i correspond to total acceleration due to pseudo-

static (q̈s,d
b ) and relative (q̈s,r

b ) response components combined as ys (t).

ys (t) = S{q̈s,r
i (t) + ηsq̈s

b(t)} = S{Hs(t)xs (t) +Ds(t)us (t) + Ls(t)q̈s
b (t) +ws (t)} (12)

where Hs (t) =
[
−Ms

ii
−1Ks

ii −Ms
ii
−1Cs

ii

]
,Ds (t) = Ms

ii
−1, and Ls (t) = −Ms

ii
−1M

s

ib and ws (t) denotes

measurement uncertainty, described as SWGN of known statistics, R, as ws (t) ∼ N (0,R). S represents

the Boolean selection matrix defining the measured DoFs. Since in reality, responses are discretely sam-

pled, Equations (11) and (12) is presented in discrete time with continuous variables reproduced with their

corresponding discrete-time entities.

Process model : xs
k = Fs

kx
s
k−1 +Bs

ku
s
k +Es

kq̈
s
b,k + vs

k

Measurement model : ys
k = Hs

kx
s
k +Ds

ku
s
k + Ls

kq̈
s
b,k +ws

k

(13)

Selection matrix S has been dropped from the formulation assuming its impact has been adopted in the

discrete-time matrices.

2.3. Interface robustness

With the aforementioned substructure system definition, the approach toward achieving interface robust-

ness is discussed next. Developed with an intent to reject the impact of noise of unknown statistics from the

state evolution, the output injection technique [39] has been exploited for eliminating the requirement of

the interface measurements in this approach. By suitably injecting a part of the measured output (ys
k) into

the state transition model, the imperative requirement of interface measurement can be alleviated. Owing

to the measurement equation (cf. Equation (13)), the following holds true for an arbitrary bounded matrix

Gs
k ∈ R.

0 = Gs
k (ys

k −Hs
kx

s
k −Ds

ku
s
k − Ls

kq̈
s
b,k −ws

k) (14)

Adding Equation (14) to Equation (13) and further setting Ls
k = I−Gs

kH
s
k, process model equation (cf.

Equation (13)) can be modified as,

xs
k =Fs

kx
s
k−1 +Bs

ku
s
k +Es

kq̈
s
b,k + vs

k +Gs
k (ys

k −Hs
kx

s
k −Ds

ku
s
k − Ls

kq̈
s
b,k −ws

k)

=F̃ s
kx

s
k−1 + B̃s

ku
s
k + Ẽs

kq̈
s
b,k +Gs

ky
s
k + ṽs

k

(15)

with F̃ s
k = Ls

kF
s
k, B̃

s
k = Ls

kB
s
k − Gs

kD
s
k, Ẽ

s
k = Ls

kE
s
k − Gs

kL
s
k, and ṽs

k = Ls
kv

s
k − Gs

kw
s
k. If Gs

k is chosen

such that Gs
k = Es

k(H
s
kE

s
k + Ls

k)
†
with † denoting Moore-Penrose Pseudo-inverse operation, Ẽs

k renders to
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a null matrix. Equation (15) is then transformed to Equation (16), with no dependency on the boundary

measurements, q̈s
b,k, as,

xs
k = F̃ s

kx
s
k−1 + B̃s

ku
s
k +Gs

ky
s
k + ṽs

k (16)

with, Equation (16) showing the dependence of xs
k on known states (xs

k−1), and internal DoF measured

response, ys
k, only. Thus, with the proposed approach, states of substructure s can be estimated without

measuring the interface response.

However, the measurement equation, as in Equation (13), is dependent on the unknown interface re-

sponse. To alleviate this, the measurement equation has been transformed through pre-multiplying with

a suitably chosen matrix Ts
k such that Ts

kL
s
k = 0. This leads to the following transformed measurement

equation,

zsk = H̃s
kx

s
k + D̃s

ku
s
k + w̃s

k (17)

wherein, zsk = Ts
ky

s
k, H̃k = Ts

kH
s
k , D̃k = Ts

kD
s
k and w̃s

k= Ts
kR. Eventually, this needs the estimate

for the transformation matrix Ts
k which is the left null space of Ls

k. Taking into account an unknown

and unmeasured perturbation in the measurement equation is a novelty compared to past output injection

approaches.

3. State and parameter estimation with interacting particle ensemble Kalman filter

The proposed state-space formulation for substructure systems has been described in Section 2. Further,

the states and parameters are estimated from the formulated equations with the help of an interacting

filtering technique (IPEnKF) [1, 24]. The health of the structure is parameterized with ps number of

location-based health indices (HIs), which are estimated using a set of particles (ξ) with PF. HI is defined

as the reduction in the flexural rigidity of the element, (EI)dk = ξ.(EI)0k, from its initial health state, (EI)0k.

This allows monitoring health corresponding ps locations of the structure rendering the monitoring resolution

depending on ps. The state (x
s
k) estimation is further approached through EnKF which is nestled within the

PF. The current health estimates are employed to define the current state/system or measurement/output

matrices, and thereby both filters interact with each other leading to state estimates conditional to the

health estimates.

PF employs a crude sample-based uncertainty propagation approach wherein the prior estimates are

propagated through the state evolution equation using Np independent particles (ξps×1), each of which can

be considered as a realization of the multivariate random variable HI. Accordingly, at kth time step, the

prior parameter estimates (and associated uncertainties) are propagated through a state evolution equation

with PF using a set of parameter particles ξ = [ξ1k−1, ξ
2
k−1, · · · , ξ

Np

k−1]ps×Np
. During time evolution, each
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of the particles (ξjk−1) evolve through random perturbations around their current position. A Gaussian

blurring is performed on ξjk−1 with a shift δξk = (1 − α)ξ̄k−1 and a spread of σξ
k

1. The turbulence in the

particle estimation is controlled with the help of α by re-centering the particles towards their mean (ξ̄k−1),

given by the following,

ξjk = αξjk−1 +N (δξk, σ
ξ
k) (18)

Eventually, the particles are evolved based on their likelihood against the current time-step measurement.

Thus, the particle evolution becomes independent of the initial distribution assumed for ξ. Embedded EnKF

for state estimation is then applied to the propagated particles in order to estimate the likelihood.

For each jth particle, EnKF propagates Ne state ensembles through the system model (cf. Equation (16))

conditioned on the current parameter estimate (ξjk from Equation (18)). The predicted value of the states

(xi,j
k|k−1) and transformed measurement (zi,jk|k−1) corresponding to jth particle and ith ensemble is given by,

xi,j
k|k−1 = F̃ i,j

k xi,j
k−1|k−1 + B̃i,j

k ui,j
k +Gi,j

k yk + ṽi,j
k

zi,jk|k−1 = H̃i,j
k xi,j

k|k−1 + D̃i,j
k ui,j

k + w̃i,j
k

(19)

It should be noted that, from here on, superscript s is dropped for better readability. Further, in-

novation for ith ensemble is calculated as the departure of predicted transformed measurement from the

output transformed measurement sensor data εi,jk = zk − zi,jk|k−1. The overall innovation is computed as

εjk = 1
Ne

∑Ne

i=1 ε
i,j
k . The predicted state and transformed measurement error covariance, Cj,xz

k , and the

transformed measurement error covariance (Sj
k) is given by,

Cj,xz
k =

1

Ne − 1

Ne∑
i=1

(
xj
k|k−1 − xi,j

k|k−1

)(
zjk|k−1 − zi,jk|k−1

)T

Sj
k =

1

Ne − 1

Ne∑
i=1

(
zjk|k−1 − zi,jk|k−1

)(
zjk|k−1 − zi,jk|k−1

)T

+TkRTk
T

(20)

where, xj
k|k−1 and zjk|k−1 are the respective ensemble mean of the predicted states and transformed mea-

surement, respectively. From the covariances obtained from Equation (20), EnKF gain is obtained as,

Gj
k = Cj,xz

k (Sj
k)

−1. Based on the innovation mean, εi,jk , and the EnKF gain, Gj
k, the state ensembles are

updated as follows,

xi,j
k|k = xi,j

k|k−1 +Gj
kε

i,j
k (21)

1A + BN(µ, σ) means A + Bz where z follows N(µ, σ)
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Further the likelihood, L(ξjk), of each particle is also calculated, as L(ξjk) = 1

(2π)n
√

|Sj
k|
e−0.5εjk

T
Sj

k

−1
εjk .

For each jth particle, the normalized weight is computed as follows,

w(ξjk) =
w(ξjk−1)L(ξ

j
k)∑Np

j=1 w(ξ
j
k−1)L(ξ

j
k)

(22)

Finally, particle approximations for states and parameters are estimated as follows,

xk|k =

Np∑
j=1

w(ξjk)x
j
k|k and ξk|k =

Np∑
j=1

w(ξjk)ξ
j
k (23)

The proposed approach has been provided as a pseudo-code (cf. Algorithm 1) for the SHM of substructure

systems.

Algorithm 1 Proposed SHM algorithm for substructures

1: procedure IPEnKF(yk,Q,R)
2: Initialize particles {ξj0}, and state estimates {xi,j

0|0}
3: for <each kth measurement yk> do
4: procedure IP-EnKF({ξjk−1}, {x

i,j
k−1|k−1})

5: for <each particle ξjk> do
6: Evolve {ξjk−1} → {ξjk} ▷ as per Equation (18)

7: procedure EnKF(ξjk, {x
i,j
k−1|k−1},yk) ▷ For each jth particle

8: for <each ensemble xi,j
k−1|k−1> do

9: Prediction: Propagate state to xi,j
k|k−1 ▷ Equation (19)

10: Estimate transformed measurement, zi,jk|k−1 ▷ Equation (19)
11: end for
12: Calculate ensemble mean of (xj

k|k−1) and (zjk|k−1) ▷ as per Section 3

13: Evaluate overall innovation (εjk) ▷ as per Section 3
14: Compute covariances (Cj,xz

k and Sj
k) and EnKF gain (Gj

k) ▷ as per Section 3
15: Correction: Correct predicted state estimate ▷ Equation (21)
16: end procedure
17: Calculate ensemble mean of the corrected state, i.e., xj

k|k
18: end for
19: end procedure
20: procedure Particle re-sampling({ξjk})
21: For each ξjk, calculate w(ξjk) ▷ Equation (22)
22: Update: Update state, xk|k, and parameter estimates, ξk|k, as their weighted mean ▷ Equation (23)
23: end procedure
24: end for
25: end procedure

4. Numerical Experiment

The proposed approach has been validated with numerical experiments to establish its efficacy. In this

study, the numerical experiment is carried out using a finite element model of a prismatic simply supported

beam with geometric properties: span = 3 m, area = 0.013 × 0.013 m2, and material properties: mass

density (ρ) = 7850 kg/m3 and elastic modulus (E) = 200 GPa. The numerical model of the beam is divided
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into 10 equal parts as elements, with each element being modeled as a two-noded Euler-Bernoulli beam with

two DoFs at each node (vertical and rotational). In the following, the usual simulation strategy adopted in

this study has been detailed.

Figure 2: Schematic diagram of a simply supported beam model with its substructure.

The model is simulated under an SWGN forcing (N (0, 1e−3N)) exerted on each DoF (both vertical and

rotational) of the structure for a time window of 60 s. Assuming the numerical beam is instrumented at its

fifth element/substructure, i.e., M5, the element is further discretized into six more elements. This leads to

the introduction of five internal nodes within element M5. The simulation recorded the responses at these

internal nodes (cf. Figure 2) at a sampling frequency of 50 Hz (i.e. dt = 0.02 s). To mimic real-life scenarios,

recorded response measurements are further contaminated with SWGN of signal-to-noise ratio (SNR) of 1%.

For simulating damage scenarios, damage in the beam is introduced by reducing the bending stiffness

(EI) of the constituent element/s. The numerical validation has been performed under several operational

conditions: reduced instrumentation, plausible damage, noise severities, estimation for a longer time, etc.

For each of the cases, the reduction of EI, noise SNR levels, damage location and severity, sensor number,

and simulation time have been altered accordingly, while keeping the sampling frequency fixed at 50 Hz.

The proposed approach has ignored the terms in the damping matrix corresponding to cross-coupling

between the internal and boundary DoFs assuming them to be insignificant to cause any impact on the

estimation. In this study, a comparison is therefore drawn between two scenarios: one with and the other

without considering those damping terms. The comparison is presented in Figure 3 wherein it can be verified

that the neglected damping terms are in fact very small and therefore should not affect the estimation

if neglected. Figure 3b presents the relative error between the presence and absence of damping which

corresponds to an SNR ratio of 0.006%, much smaller compared to the minimum level of sensor noise

assumed, i.e. 1%.

Initially, the value of the parameters (health indices) is assumed to be unknown for both the undamaged

and damaged cases. For system estimation purposes, the parameter’s initial distribution is assumed to have

a mean of 1 (corresponding to a 100% healthy state) with a 2% variance, i.e., N (1, 0.02). Meanwhile, the

tuning parameter, α is set to 0.99 (cf. Equation (18)) based on previous experience with IPEnKF [24].
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(b) Error between estimated and measured states

Figure 3: Comparison of states corresponding to the presence and absence of damping.

The response recorded from the substructure under consideration (in this case M5) is used along with the

substructured predictor model. For the PF simulation, 2000 particles are used while the EnKF is simulated

with 100 ensembles.

4.1. Justification of the proposed algorithm

Prior to the validation of the proposed algorithm, the need for this approach has to be established.

For this, the same system response has been processed with four different estimation approaches: 1. The

substructured (M5) model is assumed with fixed end nodes (boundaries), 2. M5 is assumed with SWGN

boundary forces, 3. M5 is estimated by supplying the actual boundary forces as if they have been measured

and finally, 4. M5 is estimated with the proposed algorithm. For all the cases the simulated measurement

response is run through the same IPEnKF strategy, but the substructure support FEM model is different

according to the mentioned cases. The comparative study is presented in Figure 4, wherein it can be verified

that while with the first two assumptions (cf. Figures 4a and 4b), the estimation of the health indices is

not possible, the third assumption yielded prompt and smooth estimation (cf. Figure 4c). However, for

the fourth experiment which avoids the boundary estimation (cf. Figure 4d), the results are found to be

similar to the case when the actual boundary measurements are supplied (case 3). This illustrates that the

proposed method has successfully alleviated the requirement of boundary response measurement without

sacrificing the estimation accuracy.

The predicted measurements obtained from the estimated states with the proposed approach are further

compared with their actual values obtained during simulation. Figure 5a presents the comparison between

the true states and their estimation with the proposed approach. Figure 5b depicts the relative difference

between the measured and estimated acceleration which corresponds to an SNR of 0.9%. Considering that

uncorrelated uncertainties originating from multiple sources are additive, a significant modelling error would
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(a) Estimation assuming fixed boundary conditions (S1-BC)
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(b) Estimation assuming SWGN forcing on the boundary (S2-
SWGN)

0 10 20 30 40 50 60

Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

H
e
a
lt
h
 I
n
d
e
x

 m
1

 m
2

40% Dam m
3

 m
4

 m
5

 m
6

(c) Estimation with boundary forces as known (S3-BM)
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(d) Estimation with the proposed method (S4-ROBUST)

Figure 4: Estimation of health indices under different conditions (dashed lines represent respective actual values).

result in an increase of the observed uncertainty above the expected level, i.e. the 1% noise level. Since the

estimated SNR is at 0.9% , similar to the noise level, it is deduced that the modelling error can be considered

negligible since it does not impact significantly the response estimation and the proposed approach.

4.2. Sensitivity to damage severity

Further, the sensitivity of the proposed algorithm for different levels of damage severity is investigated.

For this, four different damage levels are experimented with, i.e. 20%, 40%, 60%, and 80% along with the

undamaged condition. Accordingly, the element elasticity of one element of the numerical beam is reduced

by the corresponding percentage to simulate damage. It has been perceived that the proposed approach is

equally efficient for all the mentioned damage levels while the estimation has been observed to be smoother

(less fluctuating) for higher damage levels, cf. Figure 6. Alongside, the undamaged condition has also been

detected precisely with no instances of false alarm.
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(b) Error between estimated and measured response

Figure 5: Comparison of reconstructed internal response to the actual measurement response.
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Figure 6: Detection of various damage levels (S5-DQ) in the element m3 with the proposed approach (dashed lines represent
respective actual values).

4.3. False alarm sensitivity

Next, the false alarm sensitivity of the algorithm is investigated. In this attempt, two aspects have been

emphasized: 1. health deterioration owing to incurred damage/s in the substructure should be detected

with precision (this also refers to identifying healthy states causing no false positive alarm and multi-

damage scenario causing no false negative alarm) and 2. damage in other parts of the structure should

not get confused with damage in the monitored substructure and consequent raising of any false positive

alarm. Moreover, the required sensor density to ensure such robustness against false alarms is required to

be investigated.

Accordingly, two experiments are firstly performed in which adjacent and distant elements of the mon-
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itored substructure are damaged while keeping the domain of concern undamaged. The first experiment

assumes damage in the vicinity of the monitored substructure (M5), i.e., M4 and M6 while the second

experiment assumes damage in locations (M2 and M9) away from the concerned substructure M5. The

results are presented in Figure 7. It can be verified that for both cases, the proposed approach identified the

health indices of the monitored substructure M5 and was not confused by the presence of damage elsewhere

in the structure. A separate case study (cf. Table 1) is also undertaken wherein two adjacent elements are

damaged: one within the monitored substructure (m5) while the other outside (M6) the monitored domain.

The proposed approach is observed to detect damage in the monitored element without being deterred by

the damage in the adjacent element.
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(a) With 40% damage in M4 and M6
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(b) With 40% damage in M2 and M9

Figure 7: False alarm sensitivity (S6-DL) with near and far damage locations (dashed lines represent respective actual values).

The capability of the proposed algorithm to assess health under multiple damages within the substructure

has also been envisaged in order to establish that the proposed method can identify the location and severity

of damage distinctly without suppression or false detection of damage elsewhere within the monitored

substructure. The estimation results are presented in Figure 8a which establishes that the proposed approach

performs efficiently even with multiple damage scenarios without failure.

Moreover, a separate experiment is also performed under different instrumentation densities: a number

of 6, 8, and 10 of measurement channels are therefore employed for the estimation (cf. Figure 8b). It should

be noted that since a total of four channels of boundary measurements are being rejected in this numerical

experimentation, the employment of a minimum of five channels of measurement becomes imperative. Ac-

cordingly, the minimum number of channels for the experiment is selected to be 6. However, it has been

observed that mere 6 channels render the problem to be very ill-posed leading to missed detection while 8

and 10 channels have successfully estimated the location and severity of stiffness deterioration.
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(a) Health assessment under multiple damage scenario (S7-DD)
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Figure 8: Performance of the proposed algorithm under different operating scenarios (dashed lines represent respective actual
values).

4.4. Noise severity

The noise severity has been investigated under four different noise levels, i.e., 1%, 2%, 5%, and 10% SNR.

As expected, it has been observed (cf. Figure 9a) that while the proposed algorithm has been successful

in identifying deteriorating health under the mentioned noise severity levels, higher noises are perceived

to cause more fluctuations in the estimation. Further, the stability of the algorithm has been tested by

subjecting it to longer time series data and the pertinent results are presented in Figure 9b. The health

estimation has been observed to be non-divergent and smooth even for prolonged usage, with no evidence

of error accumulation or instability. The temporal variation of particles (health indices) corresponding

to both damaged and undamaged elements has been plotted with a 95% confidence interval for a better

understanding of the Bayesian filtering-based approach.

The performance of the proposed approach in terms of estimated HI and corresponding error has been

summarized in Table 1 for the case studies undertaken. The estimation means over the last 100 iterations

for HIs along with their respective root mean square error (RMSE) are presented in Table 1.

5. Experimental validation - fixed beam

A laboratory experiment has been conducted on a fixed-fixed steel beam of a rectangular cross-section to

evaluate the performance of the proposed algorithm on real-life structures. The relevant geometric properties

as adopted are: span = 1.5 m, area = 261.45 mm2, with depth 8.3 mm and a very rough estimate of the

initial material properties: mass density (ρ) = 7850 kg/m3 and elastic modulus (E) = 190 GPa. The beam is

held in place by clamping both ends, which is then numerically replicated by assuming fixed-fixed boundary

conditions. The proposed model-based health assessment approach replicates the real beam numerically
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Figure 9: Noise sensitivity and stability performance of the proposed algorithm

Table 1: Summarised performance of the proposed method under different scenarios.

Scenario
name

Nsi
HIact

(internal)
Dl SNR (%) Da

HIest (mean)
(internal)

Error
(RMSE)

S1-BC 10 0.6 m3 1 × –
S2-SWGN 10 0.6 m3 1 × –
S3-BM 10 0.6 m3 1 ✓ 0.57 0.06

S4-ROBUST 10 0.6 m3 1 ✓ 0.61 0.02

S5-DQ

10 1 m3 1 ✓ 0.97 0.04
10 0.8 m3 1 ✓ 0.82 0.03
10 0.4 m3 1 ✓ 0.40 0.02
10 0.2 m3 1 ✓ 0.20 0.01

S6-DL
10 1 M2 & M9 1 ✓ 0.98 0.02
10 1 M4 & M6 1 ✓ 0.99 0.02
10 0.2 m5 & M6 1 ✓ 0.29 0.14

S7-DD 10 0.6 in m3 & 0.4 in m4 1 ✓ 0.63 & 0.43 0.04 & 0.03

S8-NIS
8 0.6 m3 1 ✓ 0.65 0.05
6 0.6 m3 1 ✓ 0.82 0.22

S9-NST
10 0.6 m3 2 ✓ 0.62 0.03
10 0.6 m3 5 ✓ 0.64 0.05
10 0.6 m3 10 ✓ 0.72 0.12

S10-SC 10 0.6 m3 1 ✓ 0.61 0.02

Here S1-BC: Substructure boundaries are fixed, S2-SWGN: Substructural boundary measurement
as SWGN, S3-BM: Substructure boundary measurement data is known, S4-ROBUST: Proposed
substructure with robustness, S5-DQ: Damage quantification, S6-DL: Damage location away from
the substructure, S7-DD: Double damage, S8-NIS: Number of interior sensors, S9-NST: Noise sensi-
tivity test, S10-SC: Stability check. Nsi denotes the number of interior sensors, Dl denotes location
of damage induced, and Da denotes the damage assessment.

with a 2D Euler-Bernoulli beam. The experimental beam and its numerical replica (or model) are firstly

discretized into three equal parts as component substructures (M1, M2, M3). The second substructure, i.e.,
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M2, is opted for independent health monitoring and is accordingly discretized into five elements. This leads

to the introduction of four internal nodes within substructure M2. The experimental details and schematic

for the substructured domain are presented in Figure 10a and Figure 10b.

(a) Experimental setup

(b) Schematic numerical model of the real beam

Figure 10: Experimental setup - fixed-fixed beam.

5.1. Bench-marking the undamaged beam

It is always advisable to calibrate the basic material properties of the numerical FEM support model

with respect to the real structure. Further, it accounts for the non-homogeneous nature of the material

property (Elasticity) of the structure. Accordingly, the undamaged beam is excited with an impact load,

and the obtained acceleration, sampled at 500 Hz, is used to estimate its frequencies. In this attempt,

the material density has been found to be quite consistent with no need for any substantial calibration.

However, the estimated frequencies obtained from frequency domain decomposition (FDD) of the recorded

response obtained from the beam do not match with the numerically obtained frequencies where the material

elasticity is assumed to be uniform throughout the length of the beam. The material elasticity is perturbed

to approximately match (within acceptable limits) the numerical frequencies with the ones obtained exper-

imentally (cf. Table 2), and the calibrated uniform elasticity throughout the beam length is estimated as

150 GPa.

The numerical model of the experimental setup is further benchmarked to accommodate the non-

homogeneous nature of elasticity in real-life structures. This has been undertaken through the proposed

health assessment algorithm. Eventually, this entails the re-calibration of the modulus of elasticity for each

of the elements. For this, the substructure M2 is instrumented with four uni-axial accelerometers placed at
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Table 2: Comparison between frequencies obtained experimentally and numerically.

Data Experimental Calibrated numerical Relative error (%)

Frequency (Hz)
ω1 16.36 16.43 0.43
ω2 46.02 45.71 0.67

four equidistant internal nodes fetching structural vibration response only in the vertical DoFs at a sampling

frequency of 500 Hz. 100 ensembles and 2000 particles have been selected for IPEnKF with α = 0.99 (cf.

Equation (18)). Each element elasticity is initiated at 150 GPa which was obtained through the aforemen-

tioned calibration approach. The system health is estimated by assuming prior estimates for all the HIs

as 1 with a standard deviation of 0.02 and subsequently, the algorithm is allowed to update them drawing

inference from the time domain response data collected from the known healthy state of the test structure.

This kind of material property calibration can be considered as health indices benchmarking of a structure

with an unknown health state. The HI estimation results are presented in Figure 11a where it is observed

that the HIs converged to different values (mostly above 1). The model-predicted measurements are also

compared to the actual measurements obtained from the sensors in order to validate the quality of the

updated model. Since the experimental beam structure did not have any visible damage, change in the HIs

has been attributed to an incorrect presumption of the elasticity. Accordingly, the element elasticity of the

concerned substructure has been updated (cf. Table 3). This updated model has further been adopted as

the undamaged benchmark for the experimental beam.
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(a) Benchmarking of HIs for the undamaged structure
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Figure 11: Evaluation of substructure health indices and measurement data comparison for undamaged beam.

5.2. Performance of the proposed algorithm

In the following, the damage has been induced in the third element (m3) of the second substructure

(M2). The experiment is intended to replicate the local deterioration of the structural material leading to
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Table 3: Initial, and benchmarked element elastic moduli.

Elastic modulus (E)
Substructure members

m1 m2 m3 m4 m5

Initial (GPa) 150.0
Calibrated (GPa) 165.7 165.4 168.9 164.2 158.3

loss in thickness (e.g. due to spalling and scaling in concrete, corrosion and rusting in steel, etc.). For

this, some material from the beam has been scrapped along its depth, reducing the depth of substructure

element m2 down to 7.26 mm (average value over the element length), which can roughly be attributed to

33.08% loss in the element stiffness (HI = 0.67). The damage in the m3 element is shown in Figure 12.

The damaged beam has been sampled with four uni-axial accelerometers patched at four internal nodes of

the substructure at a constant sampling frequency of 500 Hz for 2 s with the rest of the hyper-parameters

(required for the algorithm) being the same as mentioned in Section 5.1.

Figure 12: Experimental setup - damaged structure.

The proposed approach is then employed to estimate the HIs corresponding to each of the elements

of M2 substructure without measuring the responses at the substructural boundary nodes (n1 and n6,

cf. Figure 10b). In accordance with Section 4.1, the assumption of SWGN forcing on the boundaries of

substructure, M2, yields an incorrect estimation of the health indices of the substructural elements, cf.

Figure 13a. The health estimation results, presented in Figure 13b, illustrate that the algorithm is capable

of estimation and localization of damage without any false alarms. The estimate of the elasticity of sub-

structural element m3 approximately converges to 0.65 which closely matches its expectation. Further, the

HI estimation is perceived to be very prompt, with the location of the weakened part getting detected

within 0.3 s of its occurrence. The health indicators corresponding to the other non-damaged elements have

also been observed to fluctuate below 1 corresponding to non-significant damage (around 10%) which can,

however, be ignored from a practical viewpoint and is related to the inherent uncertainty of the statistical

algorithm.

5.3. Robustness to boundary conditions

Apart from the application of the proposed algorithm for substructure monitoring, a supplementary

contribution of the proposed approach is its capability to alleviate the requirement of exact boundary

information. Typically structures are idealized with boundaries like free, fixed, or hinged while reality
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(a) Health estimation with the assumption of SWGN forcing acting
on the boundary.
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(b) Health estimation with the proposed approach.

Figure 13: Health estimation in the concerned substructure - M2.

seldom conforms to this idealization. Typically, these boundary fixities have been experienced to behave

like a semi-rigid joint wherein the boundary forces or displacements keep on changing during the operation

of the structure. Such complex behavior can either be modeled in detail, rendering the predictor model

to be complex and computationally inefficient for a recursive estimation platform, or ignored making the

algorithm vulnerable to inaccurate and sometimes false estimation (false alarms). However, if the monitoring

efficiency can be made independent of such boundary forces, such complications can be averted. With the

proposed algorithm, the same can be achieved, detailed next.

To demonstrate this, the experimental focus is shifted from the previously considered substructure to the

entire structure. The beam is now simply divided into 5 main elements and 4 uni-axial accelerometers are

positioned at the internal nodes as depicted in Figure 14a. The actual clamped fixed boundaries of the beam

are considered as the mentioned boundary DoFs in the support FEM model of the proposed approach, cf.

Figure 14b with their forces and displacements to be completely unknown to the investigator. Eventually,

the model of the test structure considers a free-free beam kept in equilibrium with unknown boundary

forces. Keeping all the experimental and algorithm hyper-parameters same as before (cf. Section 5.1),

the measurement data is analyzed with the proposed algorithm in order to arrive at the health indices

of the discretized elements. Figure 15a shows that the algorithm has promptly detected the instance of

health deterioration in the element m3 as expected, establishing the robustness of the algorithm against the

boundary information.

The traditional approach is also applied on the entire structure, which considers the boundary to be

fixed, and the results are compared (cf. Figure 15b). It can however be observed that with a presumption

of fixity in the boundary, the estimated health is more severe compared to the estimation provided by the

proposed approach. Since, through numerical experiments, it has already been established that with the
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boundary condition properly known, the proposed approach matches the actual result, it can be concluded

that the presumption of the proper fixity was not exactly in the true sense. This obviously signifies the

importance of the boundary robustness of the proposed algorithm even for problems wherein the boundary

behavior is presumed to be known while the reality does not conform to the presumption. Eventually, with

the proposed method, uncertainty caused by boundary conditions is eliminated, making it more accurate

than the traditional approach.

(a) Experimental setup

(b) Schematic numerical model of the real beam

Figure 14: Experimental setup - entire structure.
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(a) Robustness of the proposed algorithm to boundary conditions
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(b) Comparison of traditional and proposed approaches.

Figure 15: Comparison between health estimation of the entire structure using traditional (known boundary conditions) and
proposed (unknown boundary conditions) SHM methods.
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6. Conclusion

The standard process for estimating the health of a structure and detecting damage employs sensors

distributed over the entire structural domain to collect responses. Further model-based approach brings in

the additional spatial correlation between the co/non-collocated measurements. However, this traditional

approach may be difficult to implement for high-dimensional structures due to the associated computational

workload and requirement of dense instrumentation. This article demonstrates a novel Bayesian filter-

based approach to alleviate such issues by monitoring only a subdomain of interest in order to achieve

computationally cheaper and prompt estimation while instrumenting only a subdomain of interest. The

imperative requirement of monitoring the interface boundaries is further avoided through an output injection

method, which limits the number of sensors employed for SHM of the substructure to be greater than

the rejected interface boundaries. The approach combines two of the most efficient filtering strategies,

i.e. PF and EnKF, that allows parallelization of the estimation algorithm. The stand-alone interface

independent estimation approach further allows complete parallelization, and consequently, component-wise

estimation, which is suitable for distributed health monitoring systems. The proposed approach thereby

enables monitoring a large structural domain either by independent estimation of its subdomain in a parallel

or sequential approach. Further, the robustness of the proposed algorithm against the unknown boundary

condition for full-scale structure is also demonstrated in this attempt. The algorithm has been validated with

numerical and real experiments that established the efficacy of the proposed algorithm towards accurate,

precise, and prompt detection, localization, and quantification of health deterioration.
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