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Hitting times on the lollipop graph

Francois Castella* and Bruno Sericolal

December 12, 2024

Abstract

We consider the moments and the distribution of hitting times on the lollipop graph which is the
graph exhibiting the maximum expected hitting time among all the graphs having the same number of
nodes. We obtain recurrence relations for the moments of all order and we use these relations to analyze
the asymptotic behavior of the hitting time distribution when the number of nodes tends to infinity.

Keywords : Markov chain; Hitting times; Lollipop graph; Moments; Asymptotic analysis.

1 Introduction

Random walks are widely used in applied mathematics, physics and computer science and much attention is
devoted to the analysis of performance measures of random walks in graphs. Examples of such performance
measures are the cover time which is the time needed to visit at least once all the nodes of the graph, or
the hitting time of a particular subset of nodes which is the time needed to reach one node of the subset.
Many applications of random walks on graphs are proposed in [2] as for instance the analysis of electrical
networks which are detailed in [I0]. Very interesting surveys on random walks on graphs are [3] and [16] while
[1I7] additionally contains many applications in both computer science and networks. In telecommunication
systems random walks are used to explore the network or to collect information. For instance, in the context
of graph theory for social networks, a notion of centrality has been used to assess the relative importance
of nodes in a given network topology and a novel form of centrality based on the second order moments of
return times in random walks was proposed in [15].

It has been shown in [12] and [I1] that the expected cover time in a random walk with n states is at least
(1 —o(1))nIn(n) and at most (4/27 4+ o(1))n3. In the case of a regular graph, for which each vertex has the
same number of neighbors, it is at most 2n?, see [I1]. In [5] the authors consider an extension of the cover
time called the marking time defined as follows. When the random walk reaches node ¢, a coin is flipped
and with probability p; the node i is marked. The marking time is then the time needed by the walk to
mark all its nodes. They give general formulas for the expected marking time of a random walk and provide
asymptotics when the p;’s are small. In [14], the authors first prove that for any transition probability
matrix, both the expected hitting time and the expected cover time of the path graph is Q(n?). They also
prove that for some particular Markov chains called degree-biased random walks, the expected hitting time
is O(n?) and the expected cover time is O(n?In(n)). The cover time of a discrete-time homogenous Markov
chain is analyzed in [19] where both its distribution and its moments are considered with applications to
particular graphs namely the generalized cycle graph, the complete graph and the generalized path graph.

In this paper we consider hitting times on the lollipop graph which consists of a complete graph (a clique)
on m vertices and a path graph on n — m vertices. One end of the path graph is connected to one vertex,
denoted by m, of the clique, and its other end is the target vertex n for the hitting times. Such a graph has
been denoted by L7, for n,m € N, with 2 < m < n. It is represented in Figure [I| for m = 8 and n = 14.
Observe that when m = n we obtain the well-known complete graph K,,. The expected hitting time of the
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Figure 1: The lollipop graph L}*

path end node n, when starting from a node ¢ € {1,...,m — 1}, has been obtained in [9] where the authors
prove that the maximum expected hitting time among all the n-vertex graphs is obtained for the lollipop
graph L™ when m = [2(n—1)/3], with value (4/27+0(1))n3. This major result is obviously quite important
and shows that a detailed analysis of the lollipop graph is relevant.

This is the goal of our paper. The novelty of the proof techniques lies in the way we obtain detailed
recurrence formulas for the calculation of all moments of the hitting times. These formulas then make it
possible to exhibit the asymptotic behavior of all the moments. This phase is clearly the hardest to come
by. From these asymptotic moments, we obtain the asymptotic distribution of the hitting times using a
standard argument of complex analysis.

The paper is organised as follows. In section 2, we give general formulas for the distribution and for all
the moments of the hitting times in a general Markov chain. We use these results in section 3 to derive
the mean and the variance of the hitting times on the lollipop graph. Our proof for obtaining the expected
hitting times on the lollipop graph differs from the one of [9] but we need it to obtain higher order moments.
We also obtain in section 3 the moment generating function of the hitting times and we propose a simple
method to compute the convergence domain of this function which consists in evaluating the eigenvalues
and in particular the spectral radius of the substochactic matrix arising in the distribution expression of the
hitting time. We propose in section 4 a general recursive way to obtain all the moments of the hitting time
T, of node n and we use this recursion to obtain the asymptotic behavior of the distribution of 7,, when n
tends to infinity for various values of m. As a particular case we obtain that, when m = [2(n — 1)/3], the
asymptotic distribution of 277}, /(4n?) is exponential with rate 1. Section 5 concludes the paper.

2 General results

Consider a homogeneous discrete-time Markov chain X = {X,, n € N} over a finite state space S. We
denote by P the transition probability matrix of X. We suppose that X is irreducible and, for every j € .S,
we define the hitting time 7} of state j as the first instant at which state j is reached by X, i.e.

T; =inf{n > 0| X,, = j}.

The irreducibility of X implies that, for every j € S, Tj is finite almost surely. Let A be a non empty subset
of states of S. We denote by Ty the hitting time of subset A, defined by the time needed to reach A, i.e.

Ty =inf{n>0|X, € A}.

The complementary subset of A in S, S\ 4, is denoted simply by A¢. The partition {4, A°} of S induces a
decomposition of P into four submatrices as

Py Py ae
P= AT
< PAC7A PAC >



where matrix P4 (resp. Pac) contains the transition probabilities between states of A (resp. A°) and matrix
P4 ac (resp. Pac 4) contains the transition probabilities from states of A (resp. A€) to states of A° (resp. A).
We also denote by 1 the column vector with all its entries equal to 1, its dimension being specified by the
context. With these notations, we have, for all i € A° and k > 1, see for instance [18],

P{Ta=k|Xo=1i} = (Pi-'Pac al);. (1)
The r-th moment of the hitting time of subset A starting from state i € A€ is then given by

E(T; | Xo =) =Y k"(P5: ' Pacal);. (2)
k=1

The following theorem gives a finite expression of this r-th moment which involves only the successive powers
of matrix (I — Pye)™".

Theorem 1 For every r > 1, we have
E(T; | Xo=1) = cne ((I —Pa)t 11) |
=1 ¢

where, for every £ =1,....,r,

cre = (=1)" é(fl)j <§)]r

j=1

Proof. For r > 0 and z € (0, 1], we introduce the notation G, (z) = Z k"xF 1P We prove by induction

k=1
that, for » > 1 we have

T 4
Go(x) =Y ene (I — aPae) ™" where ¢, = (=1)7 Y (—1)! (f>g
=1 j=1

The result is true for r = 1. Indeed, for » = 1 we have
Gi(z) = kak_leZZl,
k=1
which gives

/ Gy(t)dt =Y "k (/ tk‘ldt) Piot =) " a"Phit = 2Go(x) = o(I — 2Pac) ™"
0 k=1 0 k=1
By taking the derivative with respect to x, we get

Gi(2) = (I —2Pac) P + 2Psc(I —2Pac) 2 = (I —2Pac +xPac) (I — 2Pac) 2 = (I — xPsc) 2.

On the other hand, the equality is satisfied since ¢;; = 1.
Suppose that the relation is true for index r — 1, i.e. suppose that

r—1 4
_ _ WEANEE
Gr_1(x) = E ¢r—10 (I — xPye) D) where Cro10=(—1)" L E (-1)/ (j)‘] L
=1 j=1



We then have -
/ Gr(t)dt = kb PhTY = 2G o (2).
0 k=1
By taking the derivative with respect to x, we get
Gr(z) = Gr_1(z) + 2G_(2).

Using the induction hypothesis we obtain

r—1 r—1
Gr(l‘) = Z Cr_14 ([ - l‘PAc)_(£+1) + xPje Z(ﬂ + 1)CT7175 (I — JIPAC)_(Z+2) .
(=1 (=1

Observing that £Pac({+ 1)cp_10 = —( + 1)cr—1,0(I — xPse) + (£ + 1)cr_1,0l, we get

r—1

r—1
(C+1)er—1,0 (I — CCPAC)i(EJrl) + Z(f +1)er_1,0 (I — :L‘PAc)i(Z+2)

r—1
Gr(2) = erro (I —wPae) “FY -
/=1 1 /=1

~
Il

r—1 r
- ZECT—LE (I - xPAC)_(ngl) + chr—l,f—l (I — IPAc)_(Z+1)
(=1

=2
r—1
= —crm1a (I = aPac) 2+ Y Uermtomr — crmr) (I = wPac) ™ e,y (1= aPae)” Y
=2

Note that —c¢,—11 = (—1)""' = ¢.1. Moreover since it is well-known that ¢,_1,-1 = (r — 1)!, we have
rCr_1,r—1 =7! = ¢y . Finally, for £ =2,...,7 — 1, we obtain

Hersia = ead = | S (E i 1>jr_1 Sy (é)jr—l

=1 J = J
= (1 jé(—l)je (-0 - comeve
—1
= (0 ) (f)] T
—(—1)T€_1(—1)J<j>jr+( 1) (—=1)4r

We thus recover

G,(z) = Zc,«,g (I - xPAc)_(K'H) ,
=1

which completes the proof by induction. Using relation , we obtain

T

E(T} | Xo = 1) = (Gr(1)Pac,al)i = > e (I = Pac)™ (I = Pac)™ Pac,al) .
=1 ’

Matrix P being stochastic we have (I — PAC)_1 Pye a1 =1, which completes the proof. |



As a byproduct of Theorem [I| the reader may note that taking r = 1 in the Theorem we get the expected
hitting time of subset A, i.e.
E(Ta | Xo=1)= (- PAC)fl]l)Z-’ (3)

while taking r = 2 we get the second order moment of T4, i.e.

E(T2 | Xo = i) = — ((1 Pyt 11) 12 ((1 — Py)7? 11) . (4)
In this spirit, the following section is devoted to the analysis of all moments of the hitting time on the lollipop
graph.

3 The lollipop graph

Recall that for n,m € N, with 2 < m < n, the n-vertex lollipop graph, L, consists of a clique on m vertices
and a path graph on n — m vertices. The m vertices of the clique are numbered 1,...,m and the n — m
vertices of the path are numbered m + 1,...,n, vertex m being the one joining the clique and the path as
shown in Figure

We consider a random walk on the vertices of a lollipop graph L”,, that is a Markov chain X = {Xj, k €
N}, for which the transition probability from a state i to each neighbor j of i occurs with equal probability.
More precisely the state space of X is the set S ={1,...,m—1,m,m+1,...,n} with transition probability
matrix P which non zero entries are given by

1
Pj=— for d,je{l,....m—1}andi# j,
PR or i€ {Lm—1) and i
P, ! f e {1 1}
o = ——— or i N
’ m—1

1 .
Pj=— for je{l,...,m—1,m+1},
Toom

1 .

Pi,iflzpi,iJrl:i for ZE{m—l—l,...,?’L—l},
Pyp_1=1.

For example, this matrix is represented below for m =5 and n = 9.

0 1/4 1/4 1/4]1/4] 0 0 0| 0
1/4 0 1/4 1/4(1/4] 0 0 0| 0
1/4 1/4 0 1/4[1/4] 0 0 0| 0
1/4 1/4 1/4 0 [1/4] 0 0 0 | 0
p=|"1/5 1/5 1/5 1/5] 0 |1/5 0 0 | 0 (5)
0 0 0 0 |1/2] 0 1/2 0 | 0
o 0 0 0] 0/]1/2 0 1/2| 0
o 0 0 O0/]0] 0 1/2 0 |1/2
0O 0 0 0]0]0 o0 170

The hitting time on the lollipop graph is the time needed to reach state n when the initial state is state
i=1,...,n—1. According to the notation of the previous section, it is given by the random variable T,,.
As usual, we use the convention that a sum of terms ZZ() is set to 0 when a > b. Concerning the r-th
moment of T,,, we will write E;(T7,) for E(T} | Xo = i), V;(T},) for the variance V(T,, | Xo = i) and for any
event E, P;(FE) for P(F | Xy = 1).



3.1 Mean hitting time
Using relation (3) with A = {n}, we obtain for i =1,...,n — 1,
Ei(Tn) = (I — Pp,.n—13) '),

Matrix Py, n,—1} is the submatrix obtained from P by deleting row n and column n. As suggested by the
example above, we decompose matrix Py ,_1y through the partition {1,...,m—1}, {m}, {m+1,...,n—1}
of the set of states {1,...,n — 1} as follows.

—1 0
@ m—1
_ T L T
P{l,.“,n—l} - —1 0 —C 5 (6)
m m
1
0 - R
5¢
where T denotes the transpose operator, ) is the (m—1,m—1) matrix given, for i # j, by Q; ; = 1/(m—1), ¢
is the unit colum vector defined by ¢ = (1,0, ...,0) " with dimension n—m—1 and R is the (n—m—1,n—m—1)
matrix, of which non zero entries are given by R; ;1 = R; ;41 =1/2fori=m+1,...,n— 1.

We then have the following explicit expression of the mean hitting time of state n when starting from
state i, with ¢ # n. A part of this result has already been obtained in [9] when ¢ € {1,...,m — 1} using
another proof. The proof used here is relevant because it is the starting point for the obtention of higher
order moments for which we need in addition the mean hitting time of state n when starting from state
ie{m,....,n—1}.

Theorem 2 For every n,m € N, with 2 < m < n we have
Ei(T,) = (mn—m)(m?>—=2m+n)+m—1 for i=1,...,m—1
Ei(T,) = (mn—m)(m?>=2m+n)—(Gi—m)(m?>—=2m+i) for i=m,...,n.

Proof. We introduce the column vector V = (v1,...,v,_1)" defined by V = (I — P{1,...7n—1})71]1~ We
decompose vector V following the partition used in @, by writing

i U1 Um+1
V= Um , with V; = and Vo =
‘/2 Um—1 Un—1

We then have E;(T,) = v; with

Vi—QVi— —m 1=1
m—1

_ 1 1
V=(I~-Ppq,. n-1y) = (I- Py, p-))V=1=4q v, ——1"V; - —cVh=1
m m

Um

1/2—70—13‘/2:]1.

Observing, by symmetry, that [E;(T;,) has the same value for every i € {1,...,m — 1}, we have v; = --- =
Um_1. We denote this common value by v. We then have

(m—2)v

Vi =vl, QV; =vQl = 1, 1"Vi=(m—1)v, ¢ Va=um41,



which leads to

m = m (7)
1 1 .
Vi — =Vi—1 — =Viy1 = 1, fori=m+1,...,n—1,
2 2
where we have defined v,, = E,(T},) = 0. Using the first relation of @ in the second one of , we obtain
Umy1 = v —m?. Defining z; = v; — v;1 for i = m,...,n — 1, the third relation of gives z; = z;_1 + 2,
fori=m+1,...,n—1 with 2z, = vy — V1 =v—m+1— (v —m?) = m? —m+ 1. Tt follows that

2

Zmti = Zm + 26 = m” —m + 1 + 2¢ and thus we obtain by telescoping

n—1 n—m-—1

U = Zzi: Z Zmai = (n—m)(m? — 2m 4 n).
i=m =0

We then get the value of v using v = v,,, + m — 1. In the same way, we have

mti—1 i—1
V= Ui = +Z 2= zmie=i(m® —m+1) +i(i — 1) =i(m® —m + 1),
t=m =0
which gives for i =0,...,n —m,
Vi = Um —i(m? —m +1i) = (n —m)(m? — 2m +n) —i(m? —m + 1),
that is v; = (n —m)(m? —2m +n) — (i — m)(m? —2m +14), for i =m, ..., n. [ |

3.2 Variance of the hitting time

To evaluate the variance of the hitting time T),, we first calculate the second order moment E(77?). Using
relation with A = {n}, we obtain for i =1,...,n—1,

Ei(T) = — (I = Pyapon-1y) '), +2((I = Py one1y) ~21),

Theorem 3 For every n,m € N, with 2 < m <n we have, fori=1,...,m—1
n—1
Ei(T?) = 2(n — m)[(m? —m + 1)v —m(m —1)] + (2m — 3)v + 4 Z (n—£8)v,
{=m+1
and fori=m,...,n

n—1 i—1
Ei(T2) = 2(n — )[(m* —m+ 1)v —m(m — 1)] — v; + 4 ( Yo n—Ou— Y (i em) :

l=m+1 l=m+1

where the values of v and vy, which are given by Theorem @, are v = (n —m)(m* —2m +n) +m — 1 and
ve=(n—m)(m?>—=2m+n)—({—m)(m?—2m+1{), ford=m,...,n—1,

Proof. The proof is close to the one of Theorem We first introduce the column vectors V = (v, ..., vn,l)—r
and W = (w1, ..., w,_1)" defined by

V=(I-Pu,  n1) 'L, W=(I-Pu, _ n1) °L



Vector W is thus given by W = (I — P{L”_,n,l})_lV, where vector V' has been obtained in Theorem [2| As
we did for vector V', we decompose vector W following the partition used in @, by writing

Wl w1 Wm+1
W=1 w, |, wthW,; = and Wy =
W Wi —1 Wn—1
We first evaluate the vector W which is given by
W, — QW — w7m1 =W

_ 1
W=(I-Py, n13) Ve T-Py o)W =V<=2Q w,——1TW; — —c Wa = v,
m m

szwTMchWZ:VQ.

Observing, by symmetry, that IE;(72) has the same value for every i = 1,...,m—1, we have w; = - -+ = wy, 1.
We denote this common value by w. We then have
-2
Wy=wl, QW) =uwQl = un, 1ITW1 = (m—Dw, ¢ Wa = w1,
m—
which leads to
(m—2)w Wy,
_ _ -
m—1 m—1
wy — DO Wit (8)
m m
1 1 .
w; — iwi,l — §U)»L‘+1 =, fori=m+1,...,n—1,

where we have defined w,, = [E,,(T?) = 0. The first relation of (8)) gives w,, = w— (m—1)v. Using this result
in the second relation of and the fact that v, = v — (m — 1), we obtain w11 = w — m?v +m(m — 1).

Defining z; = w; — w41 for ¢ = m,...,n — 1, the third relation of gives z; = z;—1 + 2v;, for
i=m+1,...,n—1with 2, = Wy — Wpnt1 = (M? —m + 1)v —m(m — 1). It follows that
7 m-+1
Zrmai :zm—|—2va+f: (m2—m+1)v—m(m—1)—|—2 Z vy,
=1 f=m+1
and thus
n—1 n—m-—1 n—1
Wy, = Zzl = Z Zmyi = (n—m)[(m* —m 4+ 1)v —m(m —1)] +2 Z (n — £)vy.
i=m 1=0 l=m+1
We then get the value of w using w = w,, + (m — 1)v. In the same way, we have
mAi—1 i—1 m+i—1
Wiy, — Winti = Z Ze :szH =i[(m* —m+Dv—m(m—1)] +2 Z (m+1i— 0)vy,
l=m £=0 {=m+1
which gives for i =1,...,n —m,
m—+i—1
Win i = Wy — i[(M? —m + v —m(m —1)] — 2 Z (m+1i—£)ve
l=m+1
n—1 m+i—1
=(n—m—9)[(m*—m+1)v—m(m—1)]+2 < PIRCENITEESY (m+i£)w> :
l=m-+1 l=m-+1



that is, fori=m+1,...,n,

~

u}iz(n—i)[(m2_m+1)v—m(m—1)]+2< i (n— 0w, — i (i—ﬁ)v5>. 9

l=m+1 l=m+1
Since E;(T?) = 2w; — v;, we obtain for i = 1,...,m — 1, E;(T?) = 2w — v = 2w,, + (2m — 3)v, that is

Ei(T?) = 2(n — m)[(m? —m + 1)v —m(m —1)] + (2m — 3)v + 4 Z_: (n—£8)v,
{=m+1

and, fori=m,...,n—1,

Ei(T,f):2(n—i)[(m2—m+1)v—m(m—1)]—vi—|—4< z_: (n—£0)v, — i (i—ﬁ)w),

l=m-+1 l=m-+1
which completes the proof. |
The variance of T},, when the initial state is state i, is then given by V;(T,,) = E;(T2) — E;(T,,)*.

3.3 Moments generating function of the hitting time

Using relation 7 the probability mass function of T,, is given, for every k > 1, by

]P {T - k} = (Pk ' n—l}P{lr"’n*l}’{n}]l)i -

The column vector B = (by,...,b,_1)' defined by B = Pp1. n—1},{ny 1 has all its entries equal to 0, except
the last one i.e. its (n — 1)-th entry which is equal to 1/2. We then have for every k > 1,

with B = (0,...,0,1/2)T. The matrix Py, n—1) being an irreducible sub-stochastic matrix, its spectral
radius p,, satisfies 0 < p,, < 1. The moment generating function of the hitting time 7;, when the initial state
is state 4 is given by the function

M;(t) = E; (e!™) Ze“ﬂP {T, =k} = Z th (Pk o 1}B)i:et (Ii (etP{l,__i,n_l})’“B).

This series converges for all real numbers ¢ such that e’p, < 1, that is for all ¢ such that t < —1In(p,,). For
these values of ¢, we obtain

-1
My(t) = ((I = ¢'Ppy, ) B)i .
An explicit expression of the moment generating function M;(t) is given by the following theorem.

Theorem 4 For every n,m € N, with 2 < m <n and for all t such that t < —In(p,) we have

M;(t) = = 1 for i=1,....m—1

§ A
Ap—m L€
£=0

i—m+1 (10)

—0t
§ Aj—m, €
n—m-+1

§ —£t
Ap—m L€
£=0




where the a; ¢ are given by

i_o4o i+l—2 i+l—2
0 =22 (2 Jmea( ) i it s even
2 2

et i+6-3 i+l-3 itl—1
(-1)7=z (m—1)22 <i_§+1)m+2<i_§_l) +4(i_§_1> if i—{ s odd
2 2

2

b b
with the convention that ( ) =0ifaé¢{0,....,.0—1} and ( ) =1 for all b < 0.
a

=

Proof. We introduce the column vector M (t) = (M (t),..., M,_1(t))" defined by

M(t)=e (I—e' Py nny) B

As we did in the proofs of the previous theorems, we decompose vectors M (t) and B following the partition
used in @, by writing

MM(t) My(2) My (t)
M(t) = Mn;(t) , with MM (t) = : and M@ (t) = :
M) (t) My_1(t) M, ()
0
B 0
B=| 0 |,withBO=[ : | and B® =
B® 0 0
1/2

We then have
M(t)=e" (I - etP{l,m’n,l})_l B (I—¢"Py,. ,13)M(t) =€'B

MO (t) —etQMM (1) — ;

t t
=0 Mat) - S1TMO @) - S TME @) =0
m m

t
M@y = M) gy — e,

Observing, by symmetry, that [E; (etT") has the same value for every i € {1,...,m — 1}, we have M (t)
oo = Mp,—1(t). We denote this common value by u(t). Hence

MO = u(t)1, @O = @1 = "y Ty @) = (1)), MO = Myia(r),

m —

which leads to

- - =0 (11)

Mz(t)_% zfl(t)_% ’i+1(t):07 fori:m+17"'7n_1a

10



where we have used the fact that M, (t) = E, (e/™) = 1. The first relation of gives
My, (t) = [(m —1)e™" — (m — 2)] p(t).
Using this result in the second relation of (1), we obtain M,,41(t) = me™"M,,(t) — (m — 1)u(t), that is
Mypi1(t) = [m(m —1)e " —m(m —2)e”" — (m — 1)] u(t).
The third relation of can be written as
M;(t) =27 "M;_1(t) — M;_»(t), fori=m+2,...,n,

This second order recurrence relation together with the expressions of M, (t) and M,,+1(t) implies that
M, +i(t) can be written as

i+1
— it .
Myi(t) = lz a; e ] w(t), fori=0,...,n—m. (12)
£=0
We then must have for i =2,...,n —m,
i+1 i i—1 i+1 i—1
—et —(+1)t —et —rt —rt
Zai,ee = ZQGFMG (1t _ 20442,26 = 22%711716 - Zaifl@e .
£=0 £=0 £=0 r=1 £=0
It follows that the coefficients a; ; must satisfy, for ¢ =2,...,n —m,
Qa0 = —a;—20
(7% = 2047;,1’[,1 — Q;—2¢ for ¢ = 1, =1
;i = 2a;-1,—1
Qiiv1 = 2a;-1;
with ago = —(m—2),a01 =m—1,a10=—(m—1), a11 = —m(m —2) and a1, = m(m — 1). These initial
values suggest that the coefficients a; ¢ can be expressed, for i =2,...,n —m, as
i—L0+42 . . .
(-1)7= " (m—2)a;, if i—{iseven
Qi ¢ = ,
i—4+41 . R .
(=1) = (m—1)a;, if i—{isodd,
where ) )
;0 = Q;_2p
a;, = 2a,_ 4, +aiopforl=1,...i—1 (13)
/ _ lA
Qa; ; = 2‘%‘71,171
/ _ li
Qi i1 = 2%—1,1‘

with a{),o =1, a(),l =1, a'1,o =1, a1 1 =m and a1 2 = m. It is then easily checked that the following explicit
expression of the a;,e satisfies relations

itl—2 i+0—2
21 < & >m+2<i?2> if ¢—/¢iseven
2 2
i+£—3 itl—
2 <1—§+1)m + 2<i—§—1 > if i—/¢isodd
2 2

b
with the convention that < > =0ifa¢{0,...,0—1} and < > =1forall b<0.
a

w
N———
+
B
N

T
oS s
Lol
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Since M,,(t) = 1 we get by taking ¢ = n — m in relation ,

1+1
Z aie ot
1 =0

w(t) = p— and My,44(t) = P , fori=0,...,n—m

—0t —0t
E Ap—m € g Qp—m €
=0 £=0

which can be written as

1—m—+1
> imee™
£=0 .
Mi(t):nﬂn+1 , fori=m,... ,n.
Z anfm,leilt
£=0
This completes the proof. |
Observe that, since M;(0) = 1 for every i = 1,...,n, we have
1—m—+1
Z Gi—mye =1, foralli=m,... n.
£=0

The moment generating function M;(t) is defined only for ¢ < —In(p,,) and it is well-known from the Perron-
Frobenius theorem that p, is an eigenvalue of matrix Pgy . ,_13. That is why we study the eigenvalues of
matrix P(; . ,—1} in the following subsection.

3.4 Eigenvalues

We analyze in this section the eigenvalues of matrix P(;,. ,,_13. For fixed2<m <nand k=1,...,n—1
we consider submatrix Py . xy of matrix P which consists in removing the n — 1 — & last lines and columns
of matrix Ppy . ,—13. We denote by Ry (z) the characteristic polynomial of matrix Pgy  x which is the
determinant of matrix xl — Ppy  x), that is

.....

Ri(z) = |o — Py, .-
The following theorem gives the characteristic polynomial Ry (z) of matrix Ppy  xy, for k=1,...,n — 1.

Theorem 5 We have

k-1
Rk(x):(m_lr)fjl(k_l) (x—l—ll) , fork=1,... m—1
m(m — 1)2? —m(m —2)x — (m — 1) 1 me2
finte) = mim 1) (o)
R (&) = 2Ron(z) — 5 R 1(2)
Ry () = 2Ry—1(x) — iRk—Q(x), fork=m+2...,n—1

Fork=1,...,n—m+1, we have

st = i) (a0 -20)

12



where the k-th order polynomial Si(x) has k distinct real roots which interlace with the k — 1 distinct real
roots of Si_1(x), for k > 2.

Matriz Ppy,.. n—1y has n —1 real eigenvalues : —1/(m — 1) with multiplicity m — 2 and n —m + 1 other
distinct real eigenvalues with multiplicity 1. All its eigenvalues belong to the interval (—1, 1) with the greatest
one which is its spectral radius p,, belongs to the interval [1/2,1).

Proof. For every k =1,...,m —1 and x € R, the matrix I — Py} is given by (2 — Py, x})ii =
and (v — Pgy,. xy)ij = —1/(m — 1), for i # j. We also consider the k x k matrix M (k,z) defined by
Mia(k,2)=—-1/(m—1), M;;(k,z) =, for i > 2 and M, ;(k,z) = —1/(m — 1), for i # j.

The determinants Ry(x) and Dg(x) of matrices oI — Py .y and M(k,xz) respectively can then be
written recursively, for k£ > 2 as

k—1
Rk(CC) = IRk_l(I) + ka_l([L’)
-1 k—1
Dk:(x) = mkal(-r) + ka,l(fE),

Indeed, we performed the expansion of the determinants Ry (x) and Dy (z) using the first row. The first term
is obtained from the expansion of the first column and the second term is obtained from the k — 1 identical
terms derived from the expansion of the second to the (k —1)-th column. The initial values of these relations

T e () (k) mee g ()

It is easily checked by induction that the solution to these equations is given, for k =1,...,m — 1, by

k—1 1 \F! 1 1 \F1
Rk(x):<x_7n_1) (x+TfL—l> ande(l')Z—m_l(I—f—m_l) .

We consider now the characteristic polynomial of matrix Py . ;). The matrix I — P(y . ) is given by
(I — Py, my)ii = @, (] — P,my)iy = —1/(m —1), for i = 1,...,m — 1 with 7 # j and (z —
P, .m}y)m,; = —1/m, for j # m. The characteristic polynomial R,,(z) of matrix Pf; ., is then given by

Ron() = 2R+ () + %Dm_l(x).

Here we performed the expansion of the determinants using the last row. The first term is obtained from
the expansion of the last column and the second term is obtained from the m — 1 identical terms derived
from the expansion of the (m — 1)-th column to the second column. Replacing R,,—1(z) and D,,_1(x) by
their values obtained above, we get

m(m —1)a? —m(m —2)x — (m — 1) 1 2
R, (z) = — .
(z) m(m — 1) $+m—1
Concerning the characteristic polynomials Ry, 41(z), ..., R,—1(z), we observe that (see (6) and the ex-

ample ) the submatrix obtained from matrix Py . ,_1) by deleting its m — 1 first rows and columns is a
tridiagonal matrix. We thus easily get

1

Rm-‘rl(x) = me(x) - %Rm—l(l‘)

and, fork=m+2,...,n—1,

Ri(z) = 2R 1 (z) — iRk_g(x).

13



For k=1,...,n—m+ 1, we introduce the notation

Rm—i—k—Q(x)

Sk(x) = m—2"
1
(w + — 1)
We then have ) )
Si(a) = M=),
o) = m(m — 1z —mfzgn_—l)Z)x —(m— 1)7
Sy(x) = 2S5 (x) — ﬁSl(a:) (14)
and, for k=4,...,n—m+1, .
Sk(x) = xSk_1(x) — ZSk_Q(x). (15)

For k=1,...,n—m+1, S is a k-th order polynomial which satisfies

lim Si(z) =

r—r—00

{ —oo if - kis odd and lim Si(z) = +o0. (16)

+o0o if Kk iseven T—00

We denote by v(k), e ,*y,(f) the k roots of Si. For k = 1, we easily have
(1) _ m—2
1 m—1

For k = 2, S5 is a second order polynomial with 2 real roots which are

@ _ m(m—2) —/m(m?—4m + 4) @  m(m—2)+/m(m3—4m + 4)
o= and 7, = :
2m(m — 1) 2m(m — 1)
It is easily checked that we have
(2) <0 <’y( ) <7§2)'

Consider now relations and ., and fix an mteger k=3,...,n—m-+1. Let v be a root of Si_;.
We then have Sj_1(v) = 0 which gives by both (14) and ( . Sk Sk 2(y) < 0. Suppose that Sk(y) = 0.
Since Si—1(7v) =0, Sk(v) = 0 is equivalent to Sy_ 2( ) = 0. Writing (15]) for integer & — 1, this implies that
Sk—3(y) = 0, which in turn implies recursively that Sp_4(v) =0, ..., SQ(’y) = 0. Using now , this implies
that S1(vy) = 0, which gives v = ’yi ), which is wrong because the 2 roots %2) and 'yéz) of Sy are different
from *yg).

Tt follows that if v is a root of Sip_1 then Si(7)Sk—2(7) <0, forall k=3,...,n —m + 1.

We have seen above that the roots of S; and Sy are real and interlace, i.e. that the root of S is in
between the two real roots of S;. Suppose that the roots of Sp_; and Sy are all real and interlace, i.e. that
there is always a root of S;_; in between two successive roots of Si. We thus have

(k) (k—1) (k)

k k-1 k
n? <"V <t < D<Ml <

V2 <Mk
It follows, using , that for £ =1,... k,
Se_1 (7)) > 0if k + € is even and S_1(7{¥) < 0if k + £ is odd.
Since Sk+1(fy£ )S;C 1(p )) < 0, we deduce that for £ =1,... k,

Skﬂ(vék)) < 0if k+ ¢ is even and Skﬂ(%fk)) > 0if k+ ¢ is odd.

14



This implies that in each open interval (%5’1)1,7[5’“)) there is a root of Siy1. Moreover, since SkH('y,(Ck)) <0

and lim, ., Sk(z) = 400, we have ’ygr;l) > ’y,(fk). In the same way, if k is even then since Sk+1(7§k)) >
0 and lim, o Sky1(x) = —oo, we have %kﬂ) < %k). If & is odd then since S’;Hl('y%k)) < 0 and
lim, o Sg+1(x) = 0o, we also have ’ygkﬂ) < 'yik). The rest of the proof is due to the Perron-Frobenius
Theorem. [ |

This result allows us to compute recursively by dichotomy the spectral radius p,, of matrix Py, . 1y for
any precison € given in advance. From Theorem@, for kK > m, py, is the greatest root of polynomial Sk_,,41
defined in the proof of this theorem. The recursion then begins with

-2 ~m(m—2)+y/m(m3 — 4m + 4)
and pm1 = 2m(m — 1) ’

_m

Pm = m_1
From Theorem |5, we have py € (pr—1,1) and thus the algorithm starts with a := p_1 and b:= 1. We then
compute Sg_m+1((a+0)/2). If Sy_pmy1((a+b)/2) > 0 then we set b := (a+b)/2 and if Si_pm41((a+b)/2) <0
then we set a := (a + b)/2. We repeat these instructions until |Sk_m+1((a + b)/2)| < €, which finally leads
to pr := (a+b)/2 with a precision equal to e. The algorithm shown in Table 1 computes the spectral radius
pr of matrix Py j_1y obtained by removing the n — k last lines and columns of matrix Py . ,_1y, for
k=2,...,n.

input : m>3,n>m,¢
output : spectral radius py of submatrix Py x_1y to within ¢, for k =2,...,n

k—
for k=2tom —1do px = endfor

(m—1z—(m—2)

Si(x) := p— “formal expression of a 1st degree polynomial”
m—2
Pm = ——
m—1 ) ) )
L _ ~(m —
Sa(z) := m(m )z mr(nn(;n_ 0 Jo = (m ) “formal expression of a 2nd degree polynomial”
_ m(m—2)+ Vm(m? —4m + 4)
it = 2m(m — 1)

S3(x) := xS2(x) — S1(x)/(2m) “formal expression of a 3rd degree polynomial”
a4 = pm+1, b=1.0, err =1.0
while |err| > € do
err = Ss((a+b)/2)
if (err > 0) then b = (a + b)/2 else a = (a + b)/2 endif
endwhile
P = (a+b)/2
for k=4ton—m+1do
Sk(z) := xSk_1(x) — Sk—2(x)/4 “formal expression of a kth degree polynomial”
a = pm4k—2, b=1.0, err =1.0
while |err| > eps do
err = Ss((a + b)/2)
if (err > 0) then b = (a +b)/2 else a = (a + b)/2 endif
endwhile
Pkt 1= (0 B)/2
endfor

Table 1: Algorithm computing the spectral radius pj of matrix Py . ,_1} obtained by removing the n — k
last rows and columns of matrix Pgy . ,_1y, for k =2,... n and a fixed precision .

.....

15



We give below some numerical values of pj, for m = 14, n = 23 and ¢ = 10710, We get pp = (k — 2)/13
for k=2,...,13 and

p14 = 0.923076923, p15 = 0.994873556, p1s = 0.997361532, p17 = 0.998227892, p15 = 0.998668330,
p19 = 0.998934946, pap = 0.999113674, pa1 = 0.999241811, pao = 0.999338174, p23 = 0.999413270.

4 Asymptotic analysis

We analyze in this section the asymptotic behavior of both the moments and the distribution of the hitting
time T, when n tends to infinity.

4.1 Maximum expected hitting time and corresponding moments

From Theorem [2| we easily see, as expected, that the maximum expected hitting time on the lollipop graph
is obtained when the initial state is any state ¢ € {1,...,m — 1}. The value of m which gives the maximum
expected hitting time together with the corresponding maximum was obtained in [9]. We recall this result
in the following corollary of Theorem [2] and we give, for this maximal value of m, the expected hitting time
on the lollipop graph for the values ¢ = m and i = n — 1 of the initial state.

Corollary 6 For everyn >3 andi € {1,...,m — 1}, we have
%n3—%n2+§n—l if m=0 mod3
m:IQI,I.%}fanEi(Tn) = %n?’ - %n2 + gn - ;—i if m=1 mod3
%n3—%n2+§n—§—2 if n=2 mod 3,

the mazimum being reached for m = [2(n — 1)/3]. For this value of m, we have
4n3 4n?
Em(Tn) n:n)o 77 and En_l(Tn) n—N)oo 7
Proof. From Theorem [2| we have to find, for a fixed n > 3, the maximum of the sequence u(m) defined by
u(m) = (n—m)(m? —=2m+n)+m—1=-m3+ (n+2)m? — (3n — )m +n? — 1.
The difference u(m + 1) — u(m) gives
u(m+1) —u(m) = —(m+ 1> +m> + (n+2)(m+1)2—=m?) — Bn—1)(m+1—m)
=-3m?+ (2n+ 1)m —2(n — 1)
2(n—1
=-3(m—-1) (m(n3>>

It is thus easily checked that u(m) is maximal when m = [2(n — 1)/3]. The maximal mean hitting time is
then given by u([2(n — 1)/3]).

[2(n— 1) 2n 2n 4 4 1 5, 2
Ifn= d 3 th _ = - d )= 3o 2 Zn—1
n =0 mod 3 then 3 3 an u(3) 27n 9n +3n
[2(n—1)] 2(n —1) 2(n —1) 4 4 1, 4 13
Ifn=1 d 3 th _ = = =7 d S I R A - =
" e R B 3 wmeu T3 27 T T Ty
If n =2 mod 3 then M = 2n —1 and u 2n—1 :in3—1n2+gnf§,
3 3 3 27 9 3 27
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When the initial state i € {m,...,n — 1} its enough to use Theorem ]

The following corollary of Theorem [3| gives the second order moment of T,, when m = [2(n — 1)/3] and
the initial state is any state ¢ € {1,...,m — 1}, that is when the mean hitting time is maximal.

Corollary 7 For everyn >3 withm = [2(n—1)/3] andi=1,...,m — 1, we have

32 4 56 5 35 , 112 5 22 , .
—n’ — — —n® - — —n* —4 = d
729n 72971 81n 31 n° + 9 n n+3 if n=0 mod3

32 ., 56 . 187 , 76 4 1010 , 182 671 .
—_— —_ — —_— _ — _— _n — — =1
720" T 720" T2 T 1™ T 720" T ag" T 729 iy mod 3

32 o 56 5 209 , 1024 , 1654 , 2320 635
22 6 90 5 2 _ 299 —92 mod 3.
720" 729" t7a0" T T e T e tam Vom o

Proof. It consists simply in setting m = [2(n—1)/3] in Theorem [3] that is by taking successively m = 2n/3,
m=2(n—1)/3and m = (2n —1)/3. ]

In order to deal with the other moments we first give a recursion to compute them for all the values of m
and n with 2 < m < n. This recursion follows the same lines that have been used in the proofs of Theorems
2l and B

While Theorem [I] gives a vector expression of the moments of 7},, Theorem [§] gives, using this vector
expression, a recurrence relation to compute the coordinates of this vector which are given in relations ([17)
and . These two relations are quite important because they are used in Theorem |§| and Theorem
get the asymptotic behavior of the moments of T,.

From Theorem [T} to get the r-th moment of 7}, we need to evaluate the coordinates of the column vector

(I — P{l,_“yn_l})ﬂ 1. We introduce the notation

Theorem 8 For every n,m € N, with 2 < m <n and for every r > 1, we have

(r)

fori=1,...,m—1, thev; ' are all equal to o) which are recursively given by

n—1
o) = (n —m) {(m2 —m+ Do) —m(m — 1)1)“72)} +(m— 1) 42 Z (n— E)vy_l) (17)
l=m+1

and fori=m,...,n,

of" = (n—1) [(m2 —m+ DY —m(m — 1)1;(’“*2)} +2 ( f (n— 0l - i (i— mé“”) (18)
t=m+1 t=m+1
with initial conditions v~ =0 and vgo) =1, foralli=1,...,n.
Proof. Let V(") the comumn vector defined, for r > 0, by
VO =(I-Py._,1y) L
We then have V(® =1 and for all r > 1,

VO =(I-Py o)) VI = (I - Py )V =V 0D,
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As we did in the proof of Theorems |2/ and [3] we decompose vector V(") following the partition used in @7
by writing

o o o
v = o0 | with Vl(r) = and VQ(T) = :
(r) r T

V U'Sn)—l U£Ll1

For r > 1, we have

(r)

Vl(r) o Qvl(r) _ T:’i . 1= Vl(r_l)

r r— T 1 r 1 r r—
(L= Py VO = VD s L0 E]ITVl( ) _ ECTV; ) — )

o)

r m r r—1
V2<>_7C_RV2<):V2< )

(r) _ ..
... =

Observing, by symmetry, that IE; (7)) has the same value for every i € {1,...,m — 1}, we have v
vg)_l. We denote this common value by v("). We then have

m — 2)v(™)

VO o1, QU = oq1 = LTV = =1, TV =0l

m—1

which leads to

()
o) — (m = 2)p" L ()
m—1 m—1
O (et L PR (19
m m m m
r 1 1 r— .
o) = Jolh = Sl =Y fori=mA L, 1,

where we have defined vl = E,(T}) = 0. The first relation of gives
o) =) — (m — 1)pD), (20)
Using this result in the second relation of , we obtain

vgz_l = o™ — 2D Lo () — D)y,

From , we have v("—1) — v,(;;_l) =(m — 1)11(’"*2), which is equal to 0 for = 1, since have V(") = 1. We
thus introduce the notation V(=1 = 0 which is the null vector. It follows that for all r > 1, we have

v,(,:ll =0 —m2Y Lom(m — 1)o7,

Defining z; = 0" — vgi)l for i = m,...,n — 1, the third relation of gives z; = zj_1 + 21}1.(“1), for

g

i=m+1,...,n—1 with z, = o5 — vgll =(m? —m+ 1) —m(m — 1)v=2). Tt follows that
7 m-+1i
Zmai = Zm + 221}7(,:[}) =(m?*—m+ 1)11(7’_1) —m(m — l)v(r_Q) +2 Z véril),
/=1 l=m+1
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and thus

n—1 n—m-—1 n—1
o) = Z z; = Z Zm+i = (n—m) [(m2 —m+ )oY —m(m — 1)1}“72)} +2 Z (n— E)vér_l).
i=m 1=0 {=m+1

We then get the value of v(") using v(") = UE,:) + (m— 1)’0(T_1). In the same way, we have

m4i—1 i—1 i—1 m+4/t
() — Uﬁ;ﬂi—z = Z 20 = szﬂ; =1 {(m2 —m~+ 1) —m(m — 1)11(“2)] +2 Z Z ’U§T_1)
t=m £=0 £=0 j=m+1
m—+i—1
= [(m2 —m+ oY —m(m — 1)v(7"_2)} +2 Z (m+i— ﬁ)vy*l)
l=m+1
which gives for i =1,....,n —m,
m—+i—1
oSk = ol =i [m? = m e e —m(m = 1] =2 3 (mi = oY
l=m+1

=(n—m—1i) [(m2 —m+ )oY —m(m — 1)1}(’"_2)}

n—1 m—+i—1
+2 ( Z (n— E)véril) - Z (m+i— E)vér1)> ,

{=m-+1 {=m+1

which can also be written, for i =m +1,...,n, as

n—1 i—1
o = (n =) [(m® = m+ Do = m(m = 1)o D] 42 ( DA A S (- mﬁ”) .

l=m+1 f=m+1

This concludes the proof. |

4.2 Asymptotic moments and distribution

Armed with Theorem [8] we are now in position to tackle the asymptotic analysis of the various moments
E;(Tr) for r > 1 as n — oo. Naturally, the result strongly depends on the asymptotic behaviour of the
parameter m along with n. We consider in this section the two following cases. The first case is the most
natural one, namely the case when

m

— — a for some 0 < a < 1.

n n—oo
Theorem [9] and Corollary [I0] give a complete description of the asymptotic behaviour of both all moments
and distribution of T,, in this case. The second case is the complementary situation when m < n. More

technically, we investigate the case when
m
— — 0.

\/ﬁ n— 00
Theorem [11] and Corollary [12| give a complete description of the asymptotic behaviour of both all moments
and distribution of T}, in this case.
Let us begin with the situation when m/n — a. The following theorem gives the asymptotic behavior
of the r-th moment of T;, in this situation.
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Theorem 9 Assume there is an a € (0,1) such that for every n > 3, we have

m=an(1+¢e(n)), for some sequence £(n) satisfying e(n) — 0.
n—oo

Then, for every given value of r > 1, there exists a r-dependent sequence €,.(n) such that for any n > 3 and
anyi=1,...,m—1, we have
Ei(T7) = rla® (1 —a) n® (1 +£,.(n)),

where the sequence £,.(n) goes to zero as n — co. Note that as in Theorem@ both sides of this relation are
independent of 1.
Proof. The proof is based on the asymptotic analysis of the v(") and vi(r) obtained in Theorem

From now on, and in order to keep reasonably light notation, any function denoted either by ¢,.(n), or
er(n,i) fori=1,...,m—1, or e.(n,i) for i =m,...,n—1, or simply by e(n) if there is no dependence on r,
denotes a sequence which goes to zero as n goes to infinity uniformly in ¢, in the sense that

o) 52,0 mex ler(m il 220, mex len(mi)| 20, () 20 (1)

The precise value of such functions may change from line to line in the computations below.

First step
In this step we prove by induction on r that for each r, there exists sequences ¢,(n) and e,(n, ) such that

v = (a®(1—a))" 0¥ (1 +e.(n)),

(22)
vgr) =a?(1—a)" 3" Yn—1i)+ne.(n,i), fori=m,....,n—1,
where e, (n) and €,(n,i), for i =m,...,n — 1, go to zero as n — oo in the sense defined in .
If is true for some given 7, then we have
n—1 n—1
Z (n— E)vy) = Z (n—10) [a* (1 —a)" "0 (n—£) + n*e.(n, )]
l=m+1 l=m+1
n—m—1 n—m-—1
=a”(1—a)'p*! ( Z €2> +n* e, (n) ( Z E)
=1 =1
)3 )2
—a?'(1 - a)r—ln?)“lw (1+e(n—m)) + n37’£r(n)w 1+ e(n —m))
1—=a)3n3 1—a)2n2
(1 ay gyt L2 g) " (14 e(n)) + %7 (n) L ;) T (1 +emn))
=n?(H e (n). (23)

Here we used the fact that n —m = (1 — a)n(1 + e(n)). We also used the variable change ¢ := n — ¢ in the
original sums over ¢ and the well-known asymptotic behaviour

k ka+1

£~ —— >0. 24
> B e o o
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In the same spirit, if (22)) is true for some given r, then we also have, for any i =m,...,n — 1,

i—1 i—1

ST oi—0u = Y (-0 [ (1 —a) 0¥ 0) + 1% e (n, 0)]
l=m+1 L=m+1

% 1
=a*"(1—a) " 'n¥1! < Un—i+ €)> +n3en(n,1) <

(=1 (=1
n—1)(i —m)? i—m)3
=a”(1—a)"'p*! <( )(2 ) (I4+e(i—m))+ =me 3 ) (1+e(i— m)))
e, (i) 0 (i )
= n3(r+1)ar(n7i), (25)

where we used the variable change ¢ := n — £ in the original sums over ¢ and the fact that our assumptions
on m and i imply (n —i)(i —m)? = n'e(n, i), together with (i —m)? = n*s(n,i) and (i — m)? = n3e(n, ).

Now, using the expression of v(") given by relation , we may deduce that, if is true for integers
r and 7 — 1, then we have

-1
D = (n —m) [(m2 —m+ 1) —m(m — 1)1)(7"_1)} + (m— 1) 42 Z (n— E)U( )
l=m+1

= [(1 — a)n + ne(n)] [a*n® + n’e(n)] {U(r) - v(r_l)} + [an + ne(n)] o™ 4+ n30 e (n)
=a*(1 —a)n®(1 +e(n)) [U(T) - v(r_l)] + 03 e, (n)
= a2(1 — a)nd(1 + £(n)) [(a2(1 —a)) ¥+ n3rsr(n)] + 30+ e, (n)

(a2(1 _ a))v”rl R34 30 (),

where we have used m = an(1 + e(n)), together with relation for the values r and r — 1, as well as the

necessary relation . Similarly, using the expression of vi(r) given by relation , we obtain that, if
is true for integers r and r — 1, then we have for : =m,...,n — 1,

n—1 i—1
o7V = (=) [(m® = m+ 1)) — m(m = 1)u V] 42 ( > =0y = Y (i- m@”)

l=m+1 {=m+1

= (n—i)a*n*(1+¢(n

)|
= (n —i)a*n?*(1 +¢(n)) [(a2 (I1—a) n?’r + n?’Tsr(n)} + 03+ e, (n,4)

a2(r+1)(1 )r 3r+20, )+n3(r+1)5 (n Z)

(™) _ p(r— 1)}+n3(r+1) o(n,9)

where we have used m = an(l + g(n)), together with relation for the values r and r — 1, as well as the

necessary relations an

We have proved that if (22) is true for integers r and r — 1, then the same relation holds for integer r + 1.

To conclude this first step, there remains to prove that is true for integers r =1 and r = 2.

(0) (-1

For r =1, since v; * = 1 and v, = 0, for any i, using relation in the case r = 1 we have

oM = (n—m)(m?—m+1)+(m—1)+2 Z (n—20)

=a?(1 —a)n® + ns(n).
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Similarly, using relation in the case r = 1 we have for i =m,...,n — 1,

v£1>=<n—z'><m2—m+1>+2< S -0- Y <i—z>>

{=m-+1 {=m-+1
= (n —1i) (¢’n® 4+ n’e(n)) + n’e(n,1)

= a*n?*(n — i) + n3e(n,i).

Thus, relations are true for r = 1.
In the same way, for 7 = 2 using now relations and (25)) in the case r = 2, which is legitimate due to
the previous verification, and inserting these relations in (17]) and in the case r = 2, we get successively

n—1
v® = (n—m) [(m2 —m+ Do —m(m — 1)] +(m—1)oM +2 Z (n— é)vél)
l=m-+1

= (a*(1 - a))2 n® 4+ nSe(n),

and, fori=m,...,n—1,

vZ@) =(n—1) {(m2 —m+ 1) —m(m — 1)} +2 i (n— E)vél) — lz_: (i — E)vél)>

L=m+1 {=m+1
= (n—1i) [a*(1 — a)n® + n°c(n)] + ne(n,i) = a*(1 — a)n®(n — i) + n’e(n, ).

Thus relations are valid for r = 2. This concludes our recursion.
Second Step.
Inserting the above results in the formulae obtained in Theorem [§] we have for every i =1,...,m — 1,

T . - L
E(T)) = Zc,@gv(l) = ZCM [(az(l —a)) n3* +ne4(n)
=1 =1

=Cpy [(aQ(l — a))r n3 + n?’rar(n)}
=7l (a*(1 —a)) n* +ne,(n),
which completes the proof. |

Theorem [J] now allows us to determine the asymptotic behavior of the distribution of the hitting time
T,, when m/n — a as n — oo.

Corollary 10 Assume there is an a € (0,1) such that for every n > 3, we have
m=an (1+¢e(n)), for some sequence e(n) satisfying e(n) — 0.
n—oo

Then, for allt >0, and everyi=1,...,m—1

. T, L
Proof. Let Z be a random variable exponentially distributed with rate 1. It is well-known that for every
r >0, we have E(Z") = r!. Thus the power series > - E(Z")z"/r! has a positive radius (it is equal to 1).

This implies, from Theorem 30.1 of [7], that the random variable Z is uniquely determined by its moments.
From Theorem [J] we have for every r > 1,

i B (G ) ) =2
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It follows from Theorem 30.2 of [7] that, for alli =1,...,m —1
lim IP; L>t =P{Z>ty=e"
n—oo ' | a?(1 —a)n3 B -

which completes the proof. |

In the particular case where
m = [2(n—1)/3],
which corresponds to the maximum expected hitting time as shown in Corollary [6 we obtain by taking
a = 2/3 in Theorem |§| and Corollary

. 4n®\" , 27T,
E(T))=r! (;) +n%e(n) and lim P {43 > t} =e "
n

n——0o0

Observe, as expected, that the maximum of a?(1 — a) in (0, 1) is obtained for a = 2/3 and is equal to 4,/27.
Note also that when
m=n,

the lollipop graph L7 is the complete graph K,. In that case we easily obtain that T,, has a geometric
distribution with parameter 1/(n —1). We thus get

n—1

P{T, >k} = (1—1>k.

We deduce easily that for the complete graph we have, for all ¢ > 0,

lim IP{ Tn >t}:e_t.
n—> 00 n—1

This ends our discussion of the case m/n — a as n — 0.

Let us now investigate the complementary case when m < n. More technically, we now discuss the case
when
250
ﬁn—)oo ’
We stress here that the more general case where the parameter m is sublinear with respect to n, i.e. the

case when m ~ an” for some 8 € (0,1) and some a > 0, is much more complicated when 8 > 1/2, and
n—o0

will be the subject of further reasearch. We thus somehow restrict our attention to the case 8 < 1/2 below.
Theorem 11 Assume that for every n > 3, we have

m = v/ne(n), for some sequence £(n) satisfying e(n) — 0.
n—oo

Then for every r > 1, there is a sequence €,(n) such that for anyi=1,...,m — 1 we have

E(T7) = |E§23,T'n2 (14¢e,.(n)),

where Es,. are the well-known Euler numbers.

Proof. As we did for Theorem@ the proof is based on the asymptotic analysis of the v(") and vlm obtained
in Theorem |8 Set m = y/ne(n), and use the notation defined in .
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We prove by induction that for every n > 1, we have

(26)

(r) — (_1)yror ~_ Bw apw o 2r , _ B
v, (—1)"2 <;(2k‘)!(2(r—k))!l n >+n er(n,i), for i=m+1,....,n—1.

If is true for a fixed r then we have,

n—1 n—1 T
Z (’I’Z - [)Uér) = Z (n - 6) [(_1)727‘ (Z (2k)!(2E(jnkk))!€2(T_k)n2k> + n275r(n7 f)‘|

l=m-+1 l=m-+1 k=0
_ (_1)r2r i Esp Z p2(r=k) _ nil p2(r—k)+1
(2k)(2(r —
k=0 {=m+1 {=m+1
n—1
+n?e,(n) l Z ( —E)]
L=m—+1
We now observe, using 7 that
n—1 n—1 m
Z 62(1"—1@') — ZEQ(T_IC) _ ZKQ(T—IC)
f=m+1 (=1 =1
n2(7'—k)+1 m2(r—k:)+1
=——(1+4¢_ - (1 +4¢&,_
s =k 1 e sy (U Ers(m))
n2(T7k)+1
=—7( r— )
2k 1)
where we have used that m = y/ne(n). Similarly we observe
n—1 2(r—k)+2 n—1 n—m—1
_ n TL
Z P2r=k)+1 _ pICEys) (I1+¢e,—x(n)) and Z Z = ? (14+¢e(n)).
{=m-+1 l=m-+1 =1
This provides
n—1 ") T E 1 1
) ) _1yor 2k 2r+2 1+€r— |: -
E:;H(” Joe” = (=1) 2 2R — k) ( A by o kT
2r+2 ( )
=(=1)"2"n 2(?"+1) Eak 242,
(=" 14 e( 2 GO+ 1R +n"" e, (n)
_l’_

0
>E2k> n?*2e (n).

( 1)7“27“ 2(r+1)
TR+ < 2%
Using now the well-known relations

— (2(r+1) .
Eyiry1y = — Z ( ok )Ezk and (—1)"™ Eap1) = [Eagrrnl,
k=0
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we conclude that

n—1

) _ 2 By
S (-l = DL 2t | 20+, (). 9
2 S Gy e 27

Following the same lines, if is true for a fixed r then we have, for i =m,...,n—1,

i—1 r i—1 i—1
i— U(T) — (_1\"9r Eor n2k i 2(r—k) | _ 2(r—k)+1
3 o=y S [ 5 o) - ( 8,0
+02 > (i = O)er(n,0)
l=m-+1
. r E, ) i2(r—k)+l i?(r—k})-&-Q '
= (=172 k;) (2k;)!(2(rk— k))!”% [lz(r k) +1 20 —k)+ 2] (1 +&r-(D))
—|—n2rer(n,z)%§5 14
=1
= (=1)"2" (1 +&.(n,9)) <kz_0 (2k)!(2(fjf1 - k))!n2ki2(rk)+2> 22, (0, i)
=0 (kzzo (2k)!(2(ff1 - k))!”%ﬂrﬂ_k)) e (n, ). (28)

We are now in position to prove relations by induction.
Suppose relations are true for integers r and r — 1. We then have, using together with formula

(L7)

n—1
v = (n — m) [(m2 —m+ 1)) —m(m - 1)0“_1)} Hm =D +2 37 (-0

l=m-+1
2T|E2T| T r 2T|E2 r+1 | r
= n [ne(n)] o) n® (14 e,(n)) +n? 412, (n) + 2(2(7"7—1(—1)))!712( (14 e.(n))
2 |

_2(r41) 2(r4+1)or | 2(r+1) 2(r41)
=n er(n) +2n 2 G0+ 1) +n er(n)

2" Eayri)l
_ T (r+1) 2(r+1)

7(2(7"4—1))! +n g(n).

Similarly, if relations are true for integers r and 7 — 1, we then have, using and together with
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formula ,fori:m,...,n—l,

n—1 1—1
o™V = (=) [(m® = m+ 1)) = m(m — 1)p D] 42 ( > n—0v) = Y (- M))
l=m-+1 {=m-+1

2" Eor| o

T 2r|l;2(r4’1)| 2(r+1)
o)1 n (1+e.(n))+2———=n

2(r+ 1)

= n [ne(n)) (1+er(n))

g Bk 2% 2(r+1— .
—2(=1"2" (r+1-k) 2r+D),
= <k:0 CRIr+1-k)" " + 02 De, (n,4)

2T|E2(r+1)| 2 J E2k . _ .
—9- 1 (r+1) _9(_1)797 2k20r+1-k) | 4 p20r+1) :
e+ )" =) ];)(2k)!(2(r+1—k))!n ‘ " er(n,1)

r4+1

E
— (_1)rtlgrt+l 2k 2k 2(r4+1—k) 2(r+1) . .
Y <,§<2k>!<2<r+1—k>>!” Z T e ),

where we used the well-known fact that [Ea(,1q1)| = (=1)" 1 Ey(py).
To complete our recursion, there remains to check that relations are valid for r =1 and r = 2.

For r = 1, since v(?) = Ugo) =1and oD ="V =0 for any ¢, we have, using relation

%

oM = —m)(m?—m+1)+(m—1)+2 ni (n—10)

l=m+1
n—m-—1
= n[ne(n)] +n'/%e(n) + 2 Z 1
=1
2| F
=n2e(n) +n?(1+¢e(n)) = |2'2|n2 + n%e(n),
since |Es| = 1, and, whenever i = m,...,n — 1, using formula (18), we also have
n—1 i—1
oM = (n—i)(m2—m+1)+2< Yo n-0- > (i—€)>
l=m-+1 {=m+1

:n[ne(n)]+2< _Z:_ E) —2<_z:_ E)

= n’e(n) + n? (1 + a(n)) — (i —m)? (1 +e(i— m))

=n?— (i — m)2 + n25(n,i) =n

101 - E2 2k -2(1— 2 .
=(-1)'2 (Z Wlk—k))'n k2 k)> +n*e(n, i),

k=0
since Fy = 1 and FE5 = 1. Thus, relations (26| are true for r = 1.
In the same way, for r = 2, using relation (27) for » = 1 in , which is legitimate thanks to the previous
verification, provides

2 —i% 4 n%(n,q)

n—1
v® = (n—m) [(m2 —m+ 1) —m(m — 1)] +(m—=1)oM +2 Z (n— 6)111&1)
{=m+1

2|E
‘4|4| n* + n46(n)

= n [ne(n)]n (1+£(n) + [n22(n)| n? (1 + £(n)) +

ont|E 5
= 7n4|‘ il + n'e(n) (: 6”4 + n'e(n) since By = 5> ,
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and, using relations and forr=11in , which is legitimate thanks to the previous verification,
provides for i =m,...,n—1,

UP(n@ﬁm27n+nwwmml1ﬂ+@nnwn+2<33(n@¢” i:ga@”)

l=m+1 {=m+1
= (n —1i) [[ne(n)] n® (1 +&(n)) — ne(n)] + [nl/Qe(n)} n? (1 + 5(n))

4 (2” i+ nte(n) — (<12 (Z E’“n”) Fate(n i))
q (2k)!1(2(2 = k))! ’

k=0
2nt E E
= 2%E4 + 44—?@'4 + 42'—22|n2i2 +nte(n, i)

2
FE ) 1
11292 2k 2(2—k), 2k 4 : O 4 2.2 La ., 4 :
=(-1)2 (,;_0 CBIEE k))!l n ) +n*ep(n, i) <— g i + 5 +n E(n,z)).

Thus relations are also valid for r = 2.
This completes the proof of relations by induction.
Now armed with relation 7 we use Theorem |1} to deduce that, for every i =1,...,m — 1, we have

T T 2Z|E |
0 _ 2] 2¢ 2¢
e = Y [T+ )]

/=1
27| Eoy|
CT '
' (2r)!
QT‘E2T|’F! 2

— Wn T+ nQTET(n),

which completes the proof. |

Ei(Ty)

n27- 4 n2r€r (n):|

Theorem [T1] allows us to determine the asymptotic behavior of the distribution of the hitting time T},,
when m/+/n tends to 0 when n tends to infinity.

Corollary 12 Assume that for every n > 3, we have

m = /ne(n), for some sequence e(n) satisfying e(n) — 0.

n—oo
Then for all t > 0 and for everyi=1,...,m — 1, we have
| T, 1S (<DF 7 (2k + 1)?
nh_I>I’lOOIP,L{277I2>t}—7TZ(2k<F1)€ y where )\k—f

k=

0
Proof. Introducing the notation Y,, = T},/(2n?), we deduce from Theoremthat, foreveryi=1,...,m—1,
lim E; (Y,))

o |E2T|7"!
n—>o00 n/ (2’)")!.

Consider the sequence of positive reals numbers s, defined by

‘EQT |’I"
S, = .
(2r)!

The first values of this sequence are so = 1, s; = 1/2, so = 5/12, s3 = 61/120, s4 = 277/336. Our task is
now to identify the probability measure p associated with the asymptotic moments given by the sequence

Sr, t.€. such that for any r,
o0
Sp = / a"du(t).
0
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This problem is well-known and is called the Stieltjes moment problem. If such a measure exists it is called
a normalized (because sp = 1) Stieltjes moment sequence. If the measure is unique then the sequence s, is
said to be determinate, see for instance [0].

First, a sufficient condition for determinacy is given by the following relation, called Carleman’s condition

oo

Do = oo (29)

r=1

To prove (29)), we use the well-known fact (see for instance [8]) that

|E2r‘ 4r+1
(2r)! r—o0 r2r+l’

Using the Stirling formula for r!, this leads to

4r+1 r
Sy —_ (i) 27r.
e

~J
r—300 7'(27’4'1

Since 1/2r tends to 0 when r tends to infinity, we can write

1/2r
2 42 2
s/ o Jr i ~ Jr.
7—>00 7'('\/6 ﬁ r—>00 ﬂ'\/é

Thus

-1/2r 71'\/éi
r r—oo 2 \/F
This series being divergent the Carleman condition is satisfied.
Second, in order to determine the probability measure p, we use the following relation, which can be
found in [I] or in [4].

S

for every r > 0.

i (=DF (/2P By
Pt (2k 4+ 1)2r+1 2(2r)!
Introducing the notation

A = M for every k >0,
the moments s, can then be written as

Eorlr!l 4SS (=1)F 7!
LA e

87‘ -_— 77‘
(2r)! ™ 2k +1) A,

k=0
Observing that r!/A} is the r-th order moment of the exponential distribution with rate i, we obtain that
the probability measure p is given by the density
0 if t<0
f(t) = 4. (=1)F
= G R L EY)
™= (2k+1)

We then obtain, using the Fréchet-Shohat Theorem, see [13] or [20],

T, = R e DL
lim P;{ % >t = dr = — —Akt
b {2n2> } /t J(@)da wkg(%ﬂ)e
which completes the proof. |
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Note that this result applies in the particular case m = 2, for which the lollipop graph L% is nothing but
the classical path graph.

Corollaries 10 and 12 show that T,,, properly normalized, converges in distribution to an exponential
distribution and to a linear combination of exponential distributions respectively. The fact that these lim-
its involve exponential distributions seems to be intuitively clear because T,, is reached after a geometric
number of attempts. Nevertheless, observe that the normalisation term which leads to the convergence in
distribution is of the order of E(T},). Indeed, when m = an, Corollary 10 tells us that T,, /IE(T},) converges in
distribution. In the same way, for instance when m is constant, Corollary 12 tells us that T, /IE(T},) converges
in distribution. This means that the convergence of T, /IE(T},) should occur for more general graphs.

5 Conclusion

We considered in this paper both the distribution and the moments of the hitting time on the lollipop graph
L7 which has the maximum expected hitting time among all the n vertex graph. We obtained recurrence
relations for all order moments and we used these relations to analyze the asymptotic behavior of the hitting
time distribution when n tends to infinity. The main difficulty was to exhibit the asymptotic behavior of
all order moments which has led to the asymptotic behavior of the distribution of the hitting times 7;,. We
observed that for several values of m depending on n, the random variable T;, /IE(T},) converges in distribution.
Further research will thus be to analyze more general graphs to see if this convergence still occurs. A first
step will be to consider other particular graphs such as the barbell graph obtained by connecting two copies
of a complete graph by a bridge or the tadpole graph obtained by joining a cycle graph to a path graph.
Another quite interesting question would be to wonder whether the lollipop graph maximizes some of the
higher moments among all n vertex graphs.
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