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We present a new and powerful algebraic framework for graph rewriting, based on drags, a class of graphs
enjoying a novel composition operator. Graphs are embellished with roots and sprouts, which can be wired
together to form edges. Drags enjoy a rich algebraic structure with sums and products. Drag rewriting natu-
rally extends graph rewriting, dag rewriting, and term rewriting models.
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1 INTRODUCTION
Rewriting with graphs has a long history in computer science, graphs being used to represent
data structures, as well as program structures and even concurrent and distributed computational
models. They therefore play a key rôle in program evaluation, transformation, and optimization,
and more generally in program analysis; see, for example, [5].

As rewriting graphs is very similar to rewriting algebraic terms, the same questions arise: What
rewriting relation do we need? Is there an efficient pattern-matching algorithm? How can one
determine if a particular rewriting system is confluent and/or terminating?

The above questions have, for these reasons, been addressed by the rewriting community since
themid-seventies in research initiated byHartmut Ehrig and his collaborators, either in the context
of general graphs equipped with pushouts [16], or for particular classes of graphs, specifically
those that do not contain cycles [30]. In particular, termination and confluence techniques have
been elaborated for various generalizations of trees, such as rational trees, directed acyclic graphs,
jungles, term-graphs, lambda-terms, and lambda-graphs, aswell as for graphs in general. See [9, 10]
for detailed accounts of these techniques and [20] for a survey of implementations of various forms
of graph rewriting and of available analysis tools.

Drags, the alternative model considered here, are directed graphs equipped with roots and
sprouts that facilitate composition. They can be viewed as networks of processing units that ac-
cept a given (finite) number of data as inputs and deliver data as outputs that can be sent over
an arbitrary (finite) number of one-way channels. Channels can of course be duplicated, allowing
thereby for arbitrary sharing. There is an order among the input channels of a processing unit so
as to appropriately discriminate among the inputs. Inputs enter a drag at its sprouts, which are
vertices without successors, labeled by variables. Outputs exit the drag at its roots, which are in-
coming edges with no source. Duplication is modeled by multiplicity of a given root vertex and of
a given variable labeling several sprouts. Thus, drags differ from ordinary directed labeled graphs
in their distinguishing of roots and sprouts.

The generality of this graph model requires that these one-way channels connect the processing
units in an arbitrary way via their respective roots and sprouts. Connecting two drags defines a
composition operator so that matching a left-hand side of rule 𝐿 in a drag 𝐷 amounts to writing
𝐷 as the composition of a context graph 𝐶 with 𝐿, and rewriting 𝐷 with the rule 𝐿 → 𝑅 amounts
to replacing 𝐿 with 𝑅 in that composition. Composition plays therefore the rôle of both context
grafting and substitution in the case of trees, which appear as a simple case of drags. In sharp
contrast with term rewriting, however, drag rewriting takes advantage of the underlying graph
model: subdrags shared by 𝐿 and 𝑅 need not be removed before being (re-) generated. This holds
for sprouts as well. On the other hand, distinct sprouts labeled by the same variable must, in
the composition, point to equimorphic subdrags of the drag to be rewritten, equimorphic drags
being identical up to the names of their vertices. This is similar to the double-pushout approach
to rewriting (DPO) formalism, which specifies which vertices are to be removed, which are to be
(re-) generated, from which variables are absent, and which applies to many different categories
of graphs. In our model, this specification is implicit, following the determination of the user that
left-hand and right-hand sides of a rule do or do not share specific subgraphs.

One important objective of this work is tomakemodeling of sharing in graph structures possible
so as to enable formal proofs of sharing techniques in programming languages using graphs.

In this work, we completely revamp the preliminary drag model of [12]. In particular, the ar-
rangement of roots in this work is muchmore useful, variables provide muchmore flexible sharing,
the notion of rewriting rule is much more general, and we end up with a much better algebra. Re-
peated (nonlinear) variables are used to restrict matches to equimorphic subgraphs. Distinct drags
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may now share vertices, which is economical when rewriting. The proposed model encompasses
term rewriting as a special case, in stark contrast to the prior work. Composition is facilitated by
a new notion of step-by-step wiring of connections from sprouts to roots. We develop a pleasant
algebra of drags with sum and product. These advances are supported by new, original notions
of morphisms for drags. We observed that seemingly minor changes in the details of the formal-
ism have had far-flung effects and have required significant effort to put all the pieces together in
place.

2 THE DRAG MODEL
Drags were introduced in [11, 12] and developed further in [23]. Retaining the moniker, we intro-
duce here a completely new version, which is much better behaved and allows for easier general-
ization, while at the same time is more simply defined.

Drags are finite directed rooted labeled ordered multi-graphs. Some vertices with no outgo-
ing edges are designated sprouts. Other vertices are internal. We presuppose the following: a set
of function symbols Σ, whose elements, equipped with a fixed arity, serve as labels for internal
vertices; and a set of nullary variable symbols Ξ, disjoint from Σ, used to label sprouts.

A finite multiset is a function from a finite base set 𝐸 to the set N of natural numbers. Finite
multisets are often enumerated as in {𝑎,𝑎,𝑏, 𝑎,𝑏, 𝑐}. Finite sets are finite multisets all of whose
elements occur precisely once as in {𝑎,𝑏, 𝑐}. Given two finite multisets 𝑀 over 𝐸 and 𝑁 over 𝐹 , a
(total) multi-map 𝑓 ∶ 𝑀 → 𝑁 is some (dependent) function 𝑓 + ∶ (𝑎,𝑚) ↦ (𝑏,𝑛), 0 < 𝑚 ≤ 𝑀(𝑎),
0 < 𝑛 ≤ 𝑁 (𝑎), so that 𝑓 (𝑒) will denote the multiset of elements {𝑓 +(𝑒, 1), . . . , 𝑓 +(𝑒,𝑀(𝑎))}. (The
second arguments𝑚,𝑛 of the function description 𝑓 + serve as indices of the multiple 𝑀(𝑎), 𝑁 (𝑏)
occurrences of the first arguments 𝑎,𝑏.) A multi-map 𝑓 ∶ 𝑀 → 𝑁 is partial if the associated map
𝑓 + is partial, and multi-injective (multi-equijective) if the associated map 𝑓 + is injective (bijective,
respectively). If 𝑀,𝑁 are finite sets, then 𝑓 is a classical injective (bijective) map from 𝑀 to 𝑁 .
Finally, a map 𝑓 ∶ 𝐸 → 𝐹 extends to a finite multiset {𝑎𝑖}𝑖 over 𝐸 as the multi-map returning the
finite multiset {𝑓 (𝑎𝑖)}𝑖 over 𝐹 .

To ameliorate notational burden, we use vertical bars ∣_∣ to denote various quantities, such as
length of lists, size of expressions, of sets or multisets, and even the arity of function symbols. We
use ∅ for an empty list, set, or multiset, ∪ for both set and multiset union (which takes the max-
imum of multiplicities for multisets), ∩ for set and multiset intersection (minimum for multisets),
∖ for set and multiset difference (natural subtraction for multisets), ⊎ for disjoint union (which
adds multiplicities), and ∈ for membership (𝑎 ∈ 𝑀 iff 𝑀(𝑎) > 0 for multiset 𝑀). We will identify
a singleton set or multiset with its single element to avoid unnecessary clutter. So, for example,
𝑎0 ∪ {𝑎𝑖}𝑖=𝑛𝑖=1 = {𝑎𝑖}𝑛𝑖=0.

Definition 1 (Drag). A drag 𝐷 is a tuple ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, where
(1) 𝑉 is a finite set of vertices (vertices have a name);
(2) 𝑅 ∶ 𝑉 → N is a finite, possibly empty, multiset of vertices, called roots; when 𝑅(𝑣) > 0,

vertex 𝑣 is rooted; when 𝑅(𝑣) = 0 it’s rootless; sprouts can be rooted;
(3) 𝑆 ⊆ 𝑉 is a set of sprouts, leaving 𝐼 = 𝑉 ∖ 𝑆 to be the internal vertices;
(4) 𝐿 ∶ 𝑉 → Σ∪Ξ is the labeling function, mapping internal vertices 𝐼 to labels from vocabulary

Σ and sprouts 𝑆 to labels from vocabulary Ξ (vertices have a label);
(5) 𝑋 ∶ 𝐼 → 𝑉 ∗ is the successor function, mapping each vertex 𝑣 ∈ 𝑉 to a list of vertices in 𝑉

whose length equals the arity of its label (that is, ∣𝑋(𝑣)∣ = ∣𝐿(𝑣)∣, recalling that the arity of
𝑓 ∈ Σ is denoted ∣𝑓 ∣). Sprouts have no successors.

The pair (𝑅, 𝑆) of roots and sprouts is the interface of drag 𝐷 .
Drags are accordingly based on ordered multigraphs with roots.
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Definition 2 (Linear; ground; empty; disjoint). A drag 𝐷 is linear if no two sprouts in S(𝐷) have
the same label, ground if it has neither root (R(𝐷) = ∅) nor sprout (S(𝐷) = ∅), and empty (denoted
by ∅) if it has no vertices at all (V(𝐷) = ∅). Two drags are disjoint if they share neither vertex nor
variable.

Here is an example of a linear drag with three internal vertices (blue and yellow), one (red) root
and two (green) sprouts:

𝑥

𝑦
𝑎

𝑜

𝑜

Definition 3 (Accessibility). Drags are directed: If 𝑏 is the 𝑘th vertex in the list𝑋(𝑎) of successors
of vertex 𝑎 of drag𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, then 𝑎 Ð→𝑘 𝑏 is a directed edgewith tail 𝑎 and head 𝑏, 𝑘 being
usually omitted.The reflexive-transitive closure𝑋∗ of the successor relation𝑋 is called accessibility.
We also write 𝑎𝑋𝑏, 𝑎 → 𝑏 ∈ 𝑋 , or just 𝑎 Ð→ 𝑏, as well as 𝑎𝑋∗𝑏, 𝑎 Ð→∗ 𝑏, or 𝑎 → 𝑏 ∈ 𝑋∗.

(1) A vertex 𝑣 is said to be accessible from vertex 𝑢, and likewise that 𝑢 accesses 𝑣 , if 𝑢𝑋∗𝑣 .
(2) Two vertices are unrelated if neither is accessible from the other.
(3) Accessibility extends to sets as expected, denoting the set of vertices of𝐷 that are accessible

from any vertex in𝑊 ⊆ 𝑉 by 𝑋∗(𝑊 ).
(4) A vertex 𝑣 is accessible (without qualification) if it is accessible from some root, that is if

𝑣 ∈ 𝑋∗(𝑟) for some rooted vertex 𝑟 .
(5) A path of length 𝑛 is a sequence 𝑢0, . . . ,𝑢𝑛 of vertices such that ∀𝑖 ∈ [0..𝑛−1] ∶ 𝑢𝑖 Ð→ 𝑢𝑖+1 ∈

𝑋 . The path is trivial if 𝑛 = 0.
(6) A cycle is a (non-trivial) path such that 𝑠𝑛 = 𝑠0. A loop is a cycle of length one.

Definition 4 (Connected component). Given a drag 𝐷 , a connected component is a subdrag of 𝐷
generated by a set𝑊 of vertices closed under predecessor, ancestor, and equal labeling of sprouts:
∀𝑢∀𝑣 such that 𝑢𝑋𝑣 ∶ 𝑢 ∈𝑊 iff 𝑣 ∈𝑊 , and ∀𝑠 ∶ 𝑥∀𝑡 ∶ 𝑥, 𝑠 ∈𝑊 iff 𝑡 ∈𝑊 .

Definition 5 (Predecessor; indegree). We denote by pred(𝑣, 𝐷), or simply pred(𝑣), the number of
incoming edges to 𝑣 in drag𝐷 , and by in(𝑣, 𝐷), or simply in(𝑣), called the indegree of 𝑣 , the number
of its incoming edges plus the number of times 𝑣 is a root of 𝐷 : in(𝑣, 𝐷) = pred(𝑣, 𝐷) + 𝑅(𝑣).

A vertex is a source of a drag if it has no predecessor, is a sink if it has no successor, and is isolated
if it has neither predecessor nor successor, hence is both a source and a sink.

A tree is a ground drag all vertices of which have one predecessor, except for a lone vertex with
none. A forest is a ground drag with no cycle, all vertices of which have zero or one predecessor.
A dag is a ground drag sans cycles.

Here is a ground drag that is not a dag:

𝑎

𝑎

𝑎
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Remark 6. Two other natural data structures are possible for the roots of drags: lists with rep-
etitions and sets. Sets imply that arbitrarily many output channels can be given access to a given
root. Multisets put a precise bound on that number and have slightly better algebraic behavior
compared to lists with repetitions, which were used in [12]. Completing the set of natural num-
bers with an infinite value allows one to easily encode set-like behavior by a multiset, another
reason for our choice here.

Remark 7. Another important difference vis-à-vis [12] is that we now also consider drags with
inaccessible vertices, such as ground drags all of whose vertices are inaccessible.

Notations:
● When convenient, a drag 𝐷 will be denoted ⟨V(𝐷),R(𝐷),S(𝐷),L(𝐷), 𝑋(𝐷)⟩, with
I𝑛𝑡(𝐷) being its internal vertices, Acc(𝐷) its set of accessible vertices, Var(𝐷) the set
of variables labeling its sprouts, and Dom(𝑅) the domain of the partial function 𝑅.
● We write 𝑟 [𝑛] ∈ 𝑅 to indicate that there are 𝑛 copies of the rooted vertex 𝑟 in the multiset 𝑅,

that is, 𝑅(𝑟) = 𝑛, but also 𝑟 ∈ 𝑅, considering 𝑅 as the set of rooted vertices. A root may also
be seen as an edge without designated tail; so we will sometimes use the notationÐ→ 𝑟 or
z→ 𝑟 to indicate that vertex 𝑟 is rooted.
● We write 𝑢 ∶ 𝑓 when the vertex 𝑢 (possibly a sprout) has label 𝑓 (possibly a variable). The

labeling function extends to lists, sets, and multisets of vertices as expected.
● In examples, we will often name vertices by their label, when the intention is clear. In case

of ambiguity, we will index the label by a positive number, so that 𝑓 (𝑥, 𝑥) has vertices 𝑓 ,
𝑥1, and 𝑥2. Combining these notations, 𝑓 [2](𝑥, 𝑥[1]) has now two roots at vertex 𝑓 and one
root at vertex 𝑥2. In that case, we will alternatively write 𝑓 [2](𝑥1, 𝑥[1]2 ).
● In pictures, roots will be illustrated by incoming arrows, possibly indexed by a natural

number indicating their multiplicity.

3 CONTEXTS AND SUBDRAGS
Definition 8 (Subdrag; context). Let 𝐷 be the drag ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, and let𝑊 ⊆ 𝑉 . We define the

following notions:
(1) The restriction 𝐷 ∣𝑊 of drag 𝐷 to vertices𝑊 is the drag

𝐷 ′ = ⟨𝑊 ∪ 𝑆 ′, 𝑅′, 𝐿′, 𝑋 ′, (𝑊 ∩ 𝑆) ∪ 𝑆 ′⟩
where
(a) 𝑆 ′ = {𝑠𝑣 ∶ 𝑣 ∈ 𝑉 ∖𝑊, ∃𝑤 ∈𝑊 ∶𝑤𝑋𝑣} are new sprouts, the 𝑠𝑣 being new vertices;
(b) 𝑅′(𝑤) = 𝑅(𝑤) + Σ 𝑣Ð→𝑘𝑤∈𝑋,𝑣∈𝑉∖𝑊 𝑘 , for each𝑤 ∈𝑊 (hence in(𝑤,𝐷 ′) = in(𝑤,𝐷));
(c) 𝐿′ coincides with 𝐿 on𝑊 , while 𝐿′(𝑠𝑣) = 𝑥𝑣 for each 𝑠𝑣 ∈ 𝑆 ′, where 𝑥𝑣 is a fresh variable;
(d) 𝑋 ′ coincides with 𝑋 on𝑊 , and for each 𝑠𝑣 ∈ 𝑆 ′, 𝑢 Ð→𝑘 𝑠𝑣 ∈ 𝑋 ′ iff 𝑢 Ð→𝑘 𝑣 ∈ 𝑋 .

(2) The subdrag 𝐷 ⇂𝑊 of 𝐷 generated by 𝑊 is the restriction of 𝐷 to the set of all vertices
accessible from 𝑊 . That is, 𝐷 ⇂𝑊 = 𝐷 ∣𝑋∗(𝑊 ). The subdrag is void when 𝑊 = ∅, trivial
when 𝑋∗(𝑊 ) = 𝑉 (as for 𝐷 ⇂𝑅 because all vertices of 𝐷 are accessible from 𝑅), and strict
when not trivial.

(3) The context 𝐷 ↾𝑊 of𝑊 in 𝐷 is the restriction of 𝐷 to the set of vertices that are inaccessible
from𝑊 , viz. 𝐷 ∣𝑉∖𝑋∗(𝑊 ).

Let 𝐷 a drag reduced to a single internal vertex 𝑣 and edge 𝑣 Ð→ 𝑣 . Then, the restriction of 𝐷 to
𝑣 is 𝐷 itself. Examples of drags, subdrags, and context drags are shown in Figure 1.

Subdrags need no new sprouts since their vertices are closed under succession, but context
drags do. On the other hand, a (nontrivial, non-void) subdrag always has new roots. In particular,
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𝐷 =

𝑓
↘

𝑔

↓↑
ℎ ←U

𝐸 =

𝑔
↘

𝑔

↓↑
ℎ ← 𝑔U

𝐷 ⇂𝑔 = 𝐸 ⇂ℎ =
↓
𝑔

↓↑
ℎ→ ←

𝐷 ↾𝑔 =

𝑓
↘

𝑥

𝑦U

𝐸 ↾ℎ =

𝑓
↘

𝑥 ′

𝑦′← 𝑔U

Fig. 1. Two drags with the same subdrag but different context drags.

a nontrivial subdrag of a term at some position in the term has a root at its head, while the subterm
has none. These new roots play an important rôle in the reconstruction of 𝐷 from 𝐷 ∣𝑊 and 𝐷 ↾𝑊 .

Lemma 9. The subdrag relation is a well-founded order.

PRoof. Because strict subdrags have fewer vertices. □

4 AN EXAMPLE
To motivate the development of drag rewriting, consider an example. The goal is to take a ring of
blue vertices (a ground drag) like this:

𝑎

𝑎

𝑎

and create instead a ring consisting of red vertices, in the same quantity as the blue but going in
the opposite direction, like this:

𝑐

𝑐

𝑐

To make what’s happening clearer, we will be using red for original edges, blue for new, and green
for temporary ones.

We seek a rewriting algorithm that can apply at the same time—in parallel—to many vertices
along the ring.

The left-hand and right-hand sides are drags; see [12]. Left roots map to right roots, and the two
share variables.

There are two rules. The first creates the red vertex and introduces a gray vertex to keep track
of connections.

𝑎

𝑥

Ô⇒
𝑐

𝑜

𝑥
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The two new vertices, red 𝑐 and gray 𝑜 , are added with edges connecting them in both directions.
The edge from 𝑎 to whatever 𝑥 may be is replaced by an edge from 𝑜 . Instead of the root 𝑎 on the
left, it is 𝑜 that becomes the new root. Vertex 𝑎 becomes detached as its incident edges are removed
by the rule.

Applying this rule thrice to

𝑎

𝑎

𝑎

starting at the lower left and proceeding counterclockwise, we get the following sequence of drags:

𝑐

𝑜

𝑎

𝑎𝑎

𝑐 𝑐

𝑜 𝑜

𝑎

𝑎 𝑎

𝑐

𝑐

𝑐

𝑜

𝑜

𝑜
𝑎

𝑎

𝑎

The orphaned 𝑎 vertices are left shaded.
The next rule connects the added red vertices in the opposite direction:

𝑦

𝑐

𝑜

𝑥

Ô⇒
𝑦

𝑥

𝑐

𝑒

The red 𝑐 vertex on the left is dotted and the one on the right is dashed to indicate that they are
actually distinct vertices. The edge from it is redirected (in blue) to the other vertex pointed to by
the gray 𝑜 that points to the original head of the edge from 𝑐 . A new, yellow double-rooted vertex
𝑒 is created to replace the deleted, double-rooted 𝑜 , and serves to preserve incoming edges. The
two edges to the vertex signified by variable 𝑥 have been cut, so are now just roots.
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Applying this rule to

𝑐

𝑐

𝑐

𝑜

𝑜

𝑜

three times, we get

𝑐

𝑐

𝑐

𝑒

𝑜

𝑜

𝑐

𝑐

𝑐

𝑒

𝑜

𝑒

𝑐

𝑐

𝑐

𝑒

𝑒

𝑒

This rule cannot be applied before a red vertex is created by the previous rule. Later on, we will
consider garbage collection for vertices like 𝑒 that have served out their purpose. Actually, the old
𝑐 vertex also sticks around and can be recycled.

An alternative is to allow the left-hand and right-hand drags to share internal vertices—not just
sprouts, but to have separate sets of edges for the two sides. The two rules are the same as before,
except that now the red vertex 𝑐 in the second rule is shared by both sides:

𝑦

𝑐

𝑜

𝑥

Ô⇒
𝑦

𝑥

𝑐

𝑒

The red 𝑐 vertex on the two sides has a solid border to make it clear that it is the same vertex on
the two sides. The edge from 𝑐 to 𝑥 is redirected to 𝑦, as before. As in the previous version, the
gray 𝑜 vertex is only in the left drag, while the yellow 𝑒 is only in the right one. The application of
this rule would look the same as the above, except that the red vertices are preserved by the rule.
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Later, in Section 13.2, we will mention another possible style of rules, with sharing of subdrags
between left- and right-hand sides.

5 DRAG MORPHISMS
A vertex of a drag has both a name (an element in 𝑉 ) and a label, taken from Σ or Ξ. In particular,
the sprouts of a drag are vertices labeled by variables from Ξ. The vertices of ordinary terms, on
the other hand, are usually left nameless, with their positions (in a Dewey-decimal-like notation)
standing in for names. In the term tradition, sprouts are variables: the difference between a sprout
and its label does not matter because the term framework does not distinguish between two terms
that correspond to distinct isomorphic graphs. Drags being graphs, two drags may be identical
or they may be isomorphic as graphs. This distinction becomes crucial when it comes to sharing,
which is why it is not relevant for terms, where there is no sharing. Of course, terms can be seen
as a particular kind of drag, but, as just stressed, it is important to understand that term equality
for trees corresponds to isomorphism of drags, not identity.

To define precisely the kinds of equalities on drags in which we are interested, notions of drag
morphism, drag monomorphism, and drag isomorphism are required.These must of course reduce
to the corresponding notions on graphs for ground drags. The possibility that drags share vertices
will require special care. Another important matter is categoricity.

As usual, morphisms will be maps from the set of edges of the input drag to the set of edges
of the target drag that are the identity on shared vertices. What differs from the usual graph mor-
phisms is that we need to take care of variables, regarding which there will be three problems. First,
internal vertices need be mapped to internal vertices, as is already the case with terms. Second,
the drag may be non-linear, two or more sprouts being labeled the same. Such sprouts cannot be
mapped independently of each other. Third, two vertices of the input drag may be mapped to the
same vertex of the target drag in case the mapping is not injective. This is a standard situation for
morphisms, but this has to happen for monomorphisms as well, if only for two sprouts sharing the
same label. But monomorphisms may also have to map a sprout and an internal vertex of the input
drag to the same vertex of the target drag: Monomorphisms will be injective on internal vertices
only. We address the two latter questions in turn.

In the sequel, we consider two arbitrary drags 𝐷,𝐷 ′ that possibly share vertices. We make the
implicit assumption throughout the paper that sharing propagates to the successors of shared
vertices. In other words, if a vertex is shared, then all its reachable vertices are shared between the
drags, too.

Definition 10 (Premorphism). Given two drags 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩, 𝐼
and 𝐼 ′ their respective sets of internal vertices, a premorphism from 𝐷 to 𝐷 ′ is a map 𝑜 ∶ 𝑉 → 𝑉 ′,
called vertex map which restricts to mappings from 𝐼 to 𝐼 ′ and preserves their labels, is the identity
on shared vertices, and such that 𝑢′ Ð→𝑖 𝑣 ′ ∈ 𝑋 ′ iff 𝑢 Ð→𝑖 𝑣 ∈ 𝑋 for some vertices 𝑢, 𝑣 such that
𝑢′ = 𝑜(𝑢) and 𝑣 ′ = 𝑜(𝑣). We define the edge map of the premorphism as 𝑜𝑋 (𝑢 Ð→𝑖 𝑣) = 𝑜(𝑢) Ð→𝑖

𝑜(𝑣).

In case 𝐷 and 𝐷 ′ are ground drags, premorphisms are just graph morphisms.

Definition 11 (Equimorphism). Given two drags 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩, an
equimorphism is a premorphism 𝑜 that is bijective, preserves labels at all vertices [𝐿′(𝑜(𝑢)) = 𝐿(𝑢)
for all 𝑢 ∈ 𝑉 ], preserves all edges [𝑜(𝑢) Ð→𝑖 𝑜(𝑣) ∈ 𝑋 ′ iff 𝑢 Ð→𝑖 𝑣 ∈ 𝑋 ], and preserves roots at all
vertices [𝑅′(𝑜(𝑢)) = 𝑅(𝑢) for all 𝑢 ∈ 𝑉 ].
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Given a non-injective premorphism between drags 𝐷 and 𝐷 ′ that possibly share vertices, a
difficulty is to make explicit the relationship between the roots of 𝐷 and those of 𝐷 ′. To this end,
we need to categorize edges into several subsets:

Definition 12 (Outside/entering/created/mapped edges). Given drags 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ =
⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩, with 𝐼 and 𝐼 ′ their respective internal vertices, a premophism 𝑜 ∶ 𝑉 → 𝑉 ′, an
internal vertex 𝑢′ ∈ 𝐼 ′, and an edge 𝑢′ Ð→𝑖 𝑣 ′ ∈ 𝑋 ′, we use the following terminology:

(1) Edge 𝑢′ Ð→𝑖 𝑣 ′ is an outside edge if 𝑢′ is not the image by 𝑜 of an internal vertex of 𝐷 , and
either 𝑣 ′ is not an image of an internal vertex of 𝐷 or else 𝑣 ′ ∈ 𝑆 ′ ∖ 𝑆 .

(2) Edge 𝑢′ Ð→𝑖 𝑣 ′ is an entering edge of 𝐷 ′ at 𝑣 ′ = 𝑜(𝑣) if 𝑢′ is not the image by 𝑜 of a vertex
of 𝐷 , and 𝑣 ′ is the image of an internal vertex of 𝐷 or else 𝑣 ′ ∈ 𝑆 ′ ∩ 𝑆 (hence 𝑢′ ≠ 𝑣 ′ in both
cases). We denote by
● #ee(𝑣 ′) the number of entering edges of 𝐷 ′ at 𝑣 ′.

(3) Edge 𝑢′ Ð→𝑖 𝑣 ′ is created by the creating edge 𝑢 Ð→𝑖 𝑠 ∈ 𝑋 if 𝑢′ is the image by 𝑜 of some
internal vertex 𝑢 of 𝐷 and 𝑠 is a sprout such that 𝑜(𝑠) = 𝑣 ′ ∈ 𝑉 ′ ∖𝑉 . We denote by
● Sce(𝑣 ′) the set of all creating edges of 𝐷 at 𝑣 ′, and by
● #ce(𝑣 ′) its size.

(4) Edge 𝑢′ Ð→𝑖 𝑣 ′ is mapped from inside edge 𝑢 Ð→𝑖 𝑣 such that 𝑜𝑋 (𝑢 Ð→𝑖 𝑣) = 𝑢′ Ð→𝑖 𝑣 ′

(hence 𝑢′ is the image by 𝑜 of internal vertex𝑢) if either 𝑣 ′ ∈ 𝐼 ′ or else 𝑣 ′ ∈ 𝑆 ∩𝑆 ′. We denote
by
● #me(𝑣 ′) the number of inside edges mapped to an edge with head 𝑣 ′.

We additionally define the set of contributing vertices of 𝐷 at arbitrary vertex 𝑣 ′ of 𝐷 ′ as

● Scv(𝑣 ′) =
⎧⎪⎪⎨⎪⎪⎩

{𝑣 ∈ 𝐼 ∶ 𝑜(𝑣) = 𝑣 ′} if 𝑣 ′ ∈ 𝑉 ′ ∖ (𝑆 ∩ 𝑆 ′)
{𝑠 ∈ 𝑆 ∶ 𝑜(𝑠) = 𝑠 = 𝑣 ′} if 𝑣 ′ ∈ 𝑆 ∩ 𝑆 ′,

and denote the total number of its (contributed) roots by
● #cr(𝑣 ′).

Note that the set Scv(𝑣 ′) of contributing vertices of𝐷 at 𝑣 ′ is empty if 𝑣 ′ is a sprout not shared by
both drags, since the inverse image of a sprout is never an internal vertex, and it is that sprout if 𝑣 ′
is shared. If 𝑣 ′ is an internal vertex, all internal vertices 𝑣 of 𝐷 such that 𝑣 ′ = 𝑜(𝑣) are contributing
vertices of 𝐷 at 𝑣 ′.

In case 𝑜 is not injective, there may be several edges 𝑢 Ð→𝑖 𝑠 for the same created edge
𝑜(𝑢) Ð→𝑖 𝑣 ′, hence created edges form a multiset, while creating edges form a set, of course.
Likewise, several edges of 𝐷 forming a set may be mapped to the same inside edge of 𝐷 ′, forming
a multiset. Furthermore, the same edge of 𝐷 ′ can be both a created edge and an inside edge ob-
tained, possibly several times, from different edges of 𝐷 . Entering edges always form a set. On the
𝐷 side, an edge is either mapped at or creates an edge of 𝐷 ′. The situation is illustrated in Figure
2, vertex 𝑣 ′ being the head of an edge 𝑢′ Ð→𝑖 𝑣 ′ of 𝐷 ′ created twice and mapped thrice, and is the
head of an entering edge𝑤 Ð→𝑗 𝑣 ′ ( 𝑗 = 𝑖 is of course possible), which is unique given𝑤 and 𝑗 .

If 𝑜 is injective, there cannot be, for a given edge 𝑢′ Ð→𝑖 𝑣 ′ ∈ 𝑋 ′, two different creating edges
𝑢1 Ð→𝑖 𝑠1 and 𝑢2 Ð→𝑖 𝑠2, nor two different mapped edges 𝑢1 Ð→𝑖 𝑣1 and 𝑢2 Ð→𝑖 𝑣2, nor a creating
edge 𝑢1 Ð→𝑖 𝑠1 and a mapped edge 𝑢2 Ð→𝑖 𝑣2. In that case, the inverse image 𝑢 of 𝑢′ is a unique
internal vertex, implying that the pair (𝑢, 𝑖) is unique as well.

Finally, “exiting” edges do not exist: Imagine 𝑢′ Ð→𝑖 𝑣 ′ to be an edge of 𝐷 ′ such that 𝑢′ = 𝑜(𝑢),
for 𝑢 ∈ 𝐼 , while 𝑣 ′ is not the image of any 𝑣 ∈ 𝐼 . Then, there must be some edge 𝑢 Ð→𝑖 𝑤 in 𝐷 by
the definition of premorphisms, implying that 𝑣 = 𝑜(𝑤), a contradiction.

Definition 13 (Preserving). A premorphism 𝑜 between drags 𝐷 and 𝐷 ′
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𝑣 ′

𝑖

created mapped

𝑤
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𝑖
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𝑢6𝑣6
𝑖

Fig. 2. Creating (left), entering (below) and mapped (right) edges. Vertices and edges are blue for 𝐷 and red
for 𝐷′.

● preserves equimorphic subdrags if it maps equimorphic subdrags of the source drag to
equimorphic subdrags of the target drag;
● preserves roots at vertex 𝑣 ′ of 𝐷 ′ such that Sce(𝑣 ′) ≠ ∅ if 𝑅(𝑣 ′) = #cr(𝑣 ′)− #ce(𝑣 ′)− #ee(𝑣 ′).

The idea behind root preservation is that an edge is created in 𝐷 ′ from both a creating edge of
𝐷 and a root at some contributing vertex of 𝐷 . Likewise, a root at a contributing vertex is also
needed to form the entering edges of 𝐷 ′. Vertices of 𝐷 ′ whose set of contributing vertices is empty
have no antecedent in 𝐷 by 𝑜 , apart from non-shared sprouts; their roots don’t serve to establish
new edges. This will become apparent when studying matching in Section 10, which makes heavy
use of edge categorization and root preservation.

Definition 14 (Morphism). A morphism from drag 𝐷 to drag 𝐷 ′ is a premorphism that preserves
roots at all contributing vertices and preserves equimorphic subdrags.

Definition 15 (Monomorphism and isomorphism). Amonomorphism is a morphism whose vertex
map restricts injectively to internal vertices. An injection is a monomorphism whose vertex map is
the identity on internal vertices. An isomorphism is amonomorphismwhose vertexmap is bijective
on 𝑉 .

Since an edge 𝑜(𝑢)Ð→𝑖 𝑜(𝑣) is characterized by the pair (𝑜𝑉 (𝑢), 𝑖), which is unique when 𝑜𝑉
is injective, the edge map 𝑜𝑋 of a monomorphism 𝑜 is injective on all edges. That’s why we do not
need to state it, even though 𝑜 is not injective on all vertices. This would not be the case were an
edge simply a pair 𝑢 Ð→ 𝑣 instead of a triple 𝑢 Ð→𝑖 𝑣 .

Just like monomorphisms on terms, monomorphisms on drags relate to matching. Thinking in
terms of matching is useful for understanding the subtleties of our categorization of edges, which
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𝑓13 →

𝑥1 𝑥2

1 2 ↪

𝑔 ℎ

𝑓2

1

1

1 2

𝑜(𝑥1) = 𝑜(𝑥2) = 𝑜(𝑓1) = 𝑓2

𝑓1→

𝑓22 →

𝑥1 𝑥2

𝑥3

1 2

1 2

→

𝑓3

1

1

2

2

𝑜(𝑓1) = 𝑜(𝑓2) = 𝑓3

𝑜(𝑥1) = 𝑜(𝑥2) = 𝑜(𝑥3) = 𝑓3

Fig. 3. A monomorphism (↪) on the left and a morphism (→) on the right. Edges: black for mapped, red for
created, blue for entering, green for outside. Incoming arrows at some vertex annotated with numbers stand
for multiple roots.

governs the notion of root preservation used for defining morphisms. The following commented
examples illustrate this categorization of edges.

Example 16 (Morphism). Consider drags 𝐷 = 𝑓 [1](𝑓 [2](𝑥, 𝑥), 𝑥), with vertices 𝑓1 (above) and
𝑓2 (below) labeled by the binary symbol 𝑓 and three other vertices 𝑥1, 𝑥2, and 𝑥3 (in depth-first
order), and 𝐷 ′ = 𝑓 (self, self), a drag with a single vertex 𝑓3 labeled 𝑓 , two edges 𝑓3 Ð→1 𝑓3 and
𝑓3 Ð→2 𝑓3, and no root. Observe that the mapping 𝑜 ∶ 𝐷 → 𝐷 ′ such that 𝑜(𝑓1) = 𝑜(𝑓2) = 𝑜(𝑥1) =
𝑜(𝑥2) = 𝑜(𝑥3) = 𝑓3 is a premorphism. This example is represented on the right of Figure 3.

Edges 𝑓3 Ð→1 𝑓3, 𝑓3 Ð→2 𝑓3 are created edges of 𝐷 ′, the first being created once (from edge
𝑓2 Ð→1 𝑥1) and the second twice (from edges 𝑓1 Ð→2 𝑥3 and 𝑓2 Ð→2 𝑥2). But the first is also
obtained twice, as both created and mapped by 𝑜𝑋 (from the edge 𝑓1 Ð→1 𝑓2).

We show that root preservation holds at 𝑓3.The number of roots at 𝑓3 is 0.The number of mapped
edges is 1 (they don’t count for root preservation). The number of entering edges is 0. The number
of creating edges is 3. And the number of contributed roots at 𝑓3 is 3.

Since root preservation is satisfied (0=3-3-0), 𝑜 is a morphism. □

Example 17 (Monomorphism). The same Figure 3 shows on its left a morphism that maps the
internal vertex 𝑓1 to vertex 𝑓2, and both sprouts 𝑥1 and 𝑥2 to the internal vertex 𝑓2. The right
drag has one outside edge issuing from vertex ℎ, one entering edge issuing from vertex 𝑔, and
two created edges 𝑓2 Ð→1 𝑓2 and 𝑓2 Ð→2 𝑓2 originating from two creating edges 𝑓1 Ð→1 𝑥1 and
𝑓1 Ð→2 𝑥2 of the left drag. We are left with checking root preservation for 𝑓2, which has no root,
and a single contributing vertex, 𝑓1, which has three roots, that is: 0 = 3− 2− 1, which is therefore
satisfied. We have a monomorphism.
Example 18. Figure 4 (left) is an example of a monomorphism [𝑜(𝑓1) = 𝑓2, 𝑜(𝑎1) = 𝑎2, 𝑜(𝑥) = 𝑎2]

with all kinds of edges. Note that the left vertex labeled 𝑎 has lost its root, used by the creating
edge 𝑓1 Ð→1 𝑥 to create the edge 𝑓2 Ð→1 𝑎2. In this example, the set of contributing vertices is
reduced to the vertex 𝑎1, the inverse image of 𝑎2.

On the right, all edges are creating (for the left drag) or created (for the right drag). Note that
𝑎 has two roots, but it could have fewer or more. The reason is that 𝑎 has no inverse image that
is internal in the left drag: its set of contributing vertices is empty. Thinking in terms of matching,
vertex 𝑎 belongs to the matching context and may come along with any number of roots it has in
the context.
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𝑓1

𝑥→ 𝑎1 ←

1 2
↪

𝑓2

𝑎2
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ℎ ← 2

1

𝑔 1

𝑓1

𝑥1→ 𝑥2

1 2 ↪

𝑓2

𝑎→ ←

1 2

Fig. 4. More monomorphisms.

𝑓1

𝑥1→ 𝑥2

1 2

ℎ1

𝑦

↑
4

1

ℎ2

𝑧

1 ↪

𝑓2

𝑦
↗

𝑔 ←

ℎ3 ℎ4
1 1

1

1 2

𝑜(𝑓1) = 𝑓2, 𝑜(ℎ1) = ℎ3, 𝑜(ℎ2) = ℎ4, 𝑜(𝑥1) = 𝑜(𝑥2) = 𝑜(𝑧) = 𝑜(𝑦) = 𝑦

Fig. 5. A monomorphism with shared sprout 𝑦.

In Figure 5, 𝑜(𝑓1) = 𝑓2, 𝑜(ℎ1) = ℎ3, 𝑜(ℎ2) = ℎ4, and 𝑜(𝑥1) = 𝑜(𝑥2) = 𝑜(𝑧) = 𝑦. In this example,
sprout𝑦 is shared by both drags, hence does not belong to the context:𝑦 is its own set of contribut-
ing vertices, and its number of roots is then determined by the left drag. Vertex 𝑦 has four roots in
left drag, but there are three creating edges which require those three roots, which have therefore
disappeared in the right drag, only one is left.

Figure 6 shows a variation of the example of Figure 5, where sprout 𝑦, whose number of roots is
now unimportant, is mapped to a non-shared sprout 𝑡 (it could be an internal vertex as well), and
a vertex 𝑔 has been added so as to have an outside edge 𝑔 Ð→1 𝑡 (in green), which shows clearly
that both vertices 𝑔 and 𝑡 originate from the context, hence may have any number of roots one
likes.

Example 19 (Isomorphism). We now show that the two drags 𝐷 = 𝑓 (𝑥,𝑦[1]) and 𝐷 ′ = 𝑓 (𝑥, 𝑧[1]),
sharing the sprout labeled 𝑥 , where𝑦 and 𝑧 are different, are isomorphic. Using the map 𝑜 ∶ 𝐷 → 𝐷 ′

such that 𝑜(𝑓1) = 𝑓2, 𝑜(𝑥) = 𝑥 and 𝑜(𝑦) = 𝑧, 𝑜 being the identity for the shared vertex 𝑥 , implying
that 𝑜𝑋 (𝑓1 Ð→1 𝑥) = 𝑓2 Ð→1 𝑥 and 𝑜𝑋 (𝑓1 Ð→2 𝑥) = 𝑓2 Ð→2 𝑧, we get 𝑜(𝐷) = 𝐷 ′. Note that 𝐷
has no created or entering edge, hence the rootÐ→ 𝑦 in 𝐷 is not utilized for compensation, it can
be identified to the root Ð→ 𝑧 of 𝐷 ′. The map 𝑜 is clearly a monomorphism that is bijective and
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𝑓1

𝑥1→ 𝑥2

1 2

ℎ1

𝑦

↑

1

ℎ2

𝑧

1 ↪

𝑓2

𝑡

𝑔 ←

ℎ3 ℎ4
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1
↗
2

𝑜(𝑓1) = 𝑓2, 𝑜(ℎ1) = ℎ3, 𝑜(ℎ2) = ℎ4, 𝑜(𝑥1) = 𝑜(𝑥2) = 𝑜(𝑦) = 𝑜(𝑧) = 𝑡

Fig. 6. A monomorphism with a green outside edge.

preserves roots and edges, hence is an isomorphism. Were the vertex 𝑧 in 𝑣 replaced by a vertex𝑤
labeled 𝑦, both drags would be equimorphic, regardless of whether 𝑤 is shared with the vertex 𝑦
in 𝑢. □

Monomorphisms enjoy an additional key preservation property equivalent to root preservation,
which we may use without saying in the sequel:

Lemma 20. Let 𝐷 and 𝐷 ′ be two drags with respective vertices 𝑉 and 𝑉 ′, and 𝑜 a morphism from
𝐷 to 𝐷 ′ injective on internal vertices and preserving equimorphic subdrags. Then, 𝑜 is root preserving
(hence is a monomorphism) iff it preserves indegrees, that is,

∀𝑣 ′ ∈ 𝑉 ′ such that 𝑣 ∈ Scv(𝑣 ′) ∶ in(𝑣, 𝐷) = in(𝑣 ′, 𝐷 ′).

PRoof. Note first that 𝑣 ∈ Scv(𝑣 ′) is unique if it is internal since 𝑜 is injective on internal vertices,
and unique as well if 𝑣 = 𝑜(𝑣) is a shared sprout, the only two cases for which a contributing vertex
exists.

Assuming first that 𝑜 is root preserving, we have

in(𝑣 ′, 𝐷 ′) = pred(𝑣 ′, 𝐷 ′) + 𝑅′(𝑣 ′)
= (#me(𝑣) + #ce(𝑣) + #ee(𝑣)) + (#cr(𝑣) − #ce(𝑣) − #ee(𝑣))
= #cr(𝑣) + #me(𝑣)
= 𝑅(𝑣) + pred(𝑣) = in(𝑣, 𝐷).

Assuming conversely that in(𝑣 ′, 𝐷 ′) = in(𝑣, 𝐷), the same sequence of equalities shows root
preservation for the pair (𝑣, 𝑣 ′). □

We write 𝑜 ∶ 𝐷 → 𝐷 ′ if 𝑜 is a premorphism or morphism, 𝑜 ∶ 𝐷 ↪ 𝐷 ′ or 𝐷 ⊆𝑜 𝐷 ′ if 𝑜 is a
monomorphism, 𝐷 ≃𝑜 𝐷 ′ if 𝑜 is an isomorphism, 𝐷 ≡𝑜 𝐷 ′ if 𝑜 is an equimorphism, and 𝐷 = 𝐷 ′ if 𝑜
is identity. The subscript 𝑜 will often be omitted. Monomorphisms may be abbreviated “monos”.

The action of morphisms on sprouts or roots is a specificity of the notion of (nonground) drags.
A root being seen as a potential edge, it must be mapped to either a root if it is unutilized, or to
an edge if it is used to build an edge. Sprouts of the same labeling being equimorphic, they must
be mapped by morphisms to equimorphic subdrags, possibly sprouts of the same labeling. This
condition on sprouts is vital to ensure that morphisms compose.
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Note the difference between a monomorphism and an injection: both preserve labels of internal
vertices, but injections also preserve their names, while monomorphisms need not. Like monomor-
phisms, injections may have entering as well as created edges.

By being a bijection at all vertices, an isomorphismmust restrict to sprouts, hence maps a sprout
of𝐷 labeled by some variable 𝑥 to a sprout of𝐷 ′ labeled by some variable𝑦 possibly different from
𝑥 . It follows that isomorphisms have no entering edges, and no created edges either. They must
therefore preserve root multiplicity at all vertices, hence the isomorphism restricts to roots as well.
Isomorphisms are therefore morphisms whose restrictions to internal vertices, sprouts, and roots
are all bijections. Like monomorphisms, isomorphisms do not preserve names of vertices. For that
reason, a drag isomorphism does not render the drags equal.

Equimorphic drags are copies of one another, possibly sharing subdrags or being even identi-
cal. Therefore, equimorphisms preserve equimorphic subdrags, hence are morphisms, and, being
bijective, they are isomorphisms that preserve the labeling of sprouts.

We have already pointed out the strong preservation condition of equimorphic drags by mor-
phisms: the weaker condition that identically labeled sprouts be related by isomorphism, as sug-
gested in [12], would not ensure the following key properties:

Lemma 21. Morphisms, monomorphisms, injections, isomorphisms, and equimorphisms are closed
under composition.

PRoof. Consider 𝑜 ∶ 𝐷 → 𝐷 ′ and 𝑜 ′ ∶ 𝐷 ′ → 𝐷 ′′, and let 𝑜 ′′ = 𝑜 ′ ○ 𝑜 ∶ 𝐷 → 𝐷 ′′ their composition.
Premorphisms compose because restrictions to internal vertices compose, and 𝑜 ′′ is the identity

on shared vertices by the definition of composition.
Equimorphisms compose since bijections do, and preservation properties are transitive.
Morphisms compose: Being an equality property, root preservation is transitive. Since equimor-

phisms compose, preservation of equimorphic subdrags is transitive as well.
Monomorphisms compose: Injectivity on internal vertices is preserved by composition.
Being monomorphisms whose vertex map is the identity, injections compose.
Being monomorphisms whose vertex map is bijective, isomorphisms compose. □

Classically, graphs and their morphisms form a category but have no roots at their internal
vertices nor variables at their leaves that can be redirected to the roots.Their presence in drags and
the associated preservation properties that morphismsmust satisfymake nontrivial two properties
that are usually obtained naturally.

Drag morphisms are indeed defined on equivalence classes of drags modulo isomorphisms be-
cause, given any input drag, an isomorphism preserves its roots at all vertices andmaps its equimor-
phic subdrags to equimorphic subdrags of the output drag.

Monomorphisms on graphs are just injective morphisms between their sets of vertices. Here,
monomorphisms are more complex maps, being injective on internal vertices only, as are substitu-
tions on terms, which actually implies that 𝑜𝑋 is injective on all edges thanks to the natural number
component of an edge. But we also need to take care of roots: this is the rôle of root preservation.
All together, these properties imply that our monomorphisms are indeed monomorphisms in the
categorical sense:

Lemma 22 (CategoRicity). Given drags 𝐷,𝐷 ′, 𝐷 ′′, let 𝑜,𝑜 ′ be two morphisms from 𝐷 to 𝐷 ′ and 𝜅
be a morphism from 𝐷 ′ to 𝐷 ′′ such that 𝜅 ○ 𝑜 = 𝜅 ○ 𝑜 ′. Then, 𝑜 = 𝑜 ′ iff 𝜅 is a monomorphism.

PRoof. Given a morphism 𝑜 , let us consider its edge map 𝑜𝑋 wich takes as argument an edge
𝑢 Ð→𝑖 𝑣 of the input drag and returns the edge 𝑜(𝑢)Ð→𝑖 𝑜(𝑣) of the target drag. A first property
of edge maps is that they commute with composition. A second, key property of edge maps is that
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they are injective whenever their underlying vertex maps are injective on internal vertices of the
input drag, that is, are monomorphisms.

Assume 𝜅 is a monomorphism. Then 𝜅𝑋 ○𝑜𝑋 = (𝜅 ○𝑜)𝑋 = (𝜅 ○𝑜 ′)𝑋 = 𝜅𝑋 ○𝑜 ′𝑋 . Since categoricity
reduces to injectivity for functions on sets, 𝑜𝑋 = 𝑜 ′𝑋 , which implies that 𝑜 = 𝑜 ′ since an edge
𝑢 Ð→𝑖 𝑠 is characterized by the pair (𝑢, 𝑖).

Conversely, let us assume that 𝜅 ○ 𝑜 = 𝜅 ○ 𝑜 ′ for all morphisms 𝑜 and 𝑜 ′ from 𝐷 to 𝐷 ′. Let now
(𝑢′, 𝑣 ′) be a pair of internal vertices of 𝐷 ′ such that 𝜅(𝑢′) = 𝜅(𝑣 ′). Taking monomorphisms for 𝑜
and 𝑜 ′, let 𝑢 and 𝑣 be the internal vertices of 𝐷 such that 𝑢′ = 𝑜(𝑢) and 𝑣 ′ = 𝑜(𝑣), hence defining 𝑢
and 𝑣 uniquely. Then using our assumption, 𝜅(𝑜(𝑢)) = 𝜅(𝑢′) = 𝜅(𝑣 ′) = 𝜅(𝑜 ′(𝑣)). It follows from
our assumption that 𝜅(𝑢′) = 𝜅(𝑣 ′), hence 𝜅 is injective on internal vertices of 𝐷 ′, showing that it
is a monomorphism. □

TheoRem 23. Drags equipped with their morphisms, monomorphisms, and isomorphisms form a
category.

Notations: We conclude this section by introducing notations for various equalities that are
relevant for drags. If two drags 𝐷 and 𝐷 ′ are isomorphic, we write 𝐷 =𝜄𝜎 𝐷 ′, where 𝜄 is a bijection
between their vertices and 𝜎 , a bijection between the variables of corresponding sprouts. If they
are equimorphic, 𝜎 is the identity, in which case we write 𝐷 =𝜄 𝐷 ′. The notation 𝐷 = 𝐷 ′ (not to
be confused with definitional equality) will be reserved for the case where 𝐷 and 𝐷 ′ are the very
same drag.

Two drags 𝐷 and 𝐷 ′ are disjoint if they share no vertices nor variables. Renaming apart two
drags 𝐷 and 𝐷 ′ amounts to renaming bijectively the shared vertices and variables of 𝐷 ′ so that 𝐷 ′′
is isomorphic to 𝐷 ′ while 𝐷 and 𝐷 ′′ become disjoint.

6 DRAG OPERATIONS
There are twomain operations on drags, sum and product, that are reminiscent of similar operations
used in the literature, although in restricted settings compared to here.The third,wiring, is in some
sense more fundamental than product, which amounts to a particular case of wiring a sum.

6.1 Sum
Our first operation on drags is a very simple, familiar one when both drags are disjoint: It consists
of placing two drags side by side to form a new drag.

Adding together drags that share vertices and edges requires an assumption:
Definition 24 (Compatibility). Two drags 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ are com-

patible if (i) 𝑉 ∩𝑉 ′ is closed under 𝑋 and 𝑋 ′, (ii) 𝐿 and 𝐿′ as well as 𝑅 and 𝑅′ coincide on 𝑉 ∩𝑉 ′,
(iii) 𝑠 ∶ 𝑥 ∈ 𝑆 and 𝑡 ∶ 𝑥 ∈ 𝑆 ′ for the same variable 𝑥 implies 𝑠, 𝑡 ∈ 𝑉 ∩𝑉 ′, and (iv) 𝐷 and 𝐷 ′ have the
same indegree at each shared vertex 𝑣 , at least equal to the total number of shared (counting for
one each) and non-shared edges heading at 𝑣 .
In words, compatible drags that share a vertex must also share the whole subdrag generated by
that vertex. Similarly, sharing a variable implies sharing the corresponding sprouts. Also, they
must have enough roots at their shared vertices so as to have the same indegree.

Definition 25 (Sum). The parallel composition or sum 𝐷 ⊕ 𝐷 ′ of two compatible drags 𝐷 =
⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ is the drag ⟨𝑉 ∪ 𝑉 ′, 𝑅′′, 𝐿 ∪ 𝐿′, 𝑋 ∪ 𝑋 ′, 𝑆 ∪ 𝑆 ′⟩, where,
∀𝑥 ∈ 𝑉 ∪𝑉 ′ ∶ 𝑅′′(𝑣) = 𝑅(𝑣) − ∣{𝑢 Ð→𝑖 𝑣 ∈ 𝑋 ′ ∖𝑋}∣ = 𝑅′(𝑣) − ∣{𝑢 Ð→𝑖 𝑣 ∈ 𝑋 ∖𝑋 ′}∣.

Note that the equality statement when defining the number of roots at all vertices in the union
of two drags follows from the definition of compatibility. Note also that 𝑅′′(𝑣) = 𝑅(𝑣) if 𝑣 ∈ 𝑉 ∖𝑉 ′
and 𝑅′′(𝑣) = 𝑅′(𝑣) if 𝑣 ∈ 𝑉 ′ ∖𝑉 , implying that the union of disjoint drags is their juxtaposition.
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The following straightforward properties of parallel composition are important:

Lemma 26. Given two compatible drags 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩,
(1) 𝐷 ⊕𝐷 ′ preserves indegrees of 𝐷 and 𝐷 ′ at all vertices;
(2) the injections from 𝑉 and 𝑉 ′ to 𝑉 ∪𝑉 ′ are monomorphisms from 𝐷 and 𝐷 ′ to 𝐷 ⊕𝐷 ′.

PRoof. Preservation of indegrees at all vertices follows from the definitions of compatibility and
sum. Being identities, these injections are therefore injective morphisms that protect indegrees,
hence are monomorphisms by Lemma 20. □

Parallel composition allows to define the intersection of two compatible drags:

Definition 27 (Intersection). The intersection of two compatible rags 𝐷 and 𝐷 ′ with vertices 𝑉
and 𝑉 ′ respectively is the subdrag of 𝐷 ⊕𝐷 ′, denoted 𝐷 ∩𝐷 ′, generated by 𝑉 ∩𝑉 ′.

Once more, we remark that indegrees are preserved at all vertices of the intersection.

6.2 Wiring
The purpose of wiring a drag 𝐷 is to add new edges to a drag by connecting sprouts to roots.
Informally, a set of wires will be a set of pairs made out of a sprout and a root, written as 𝑠 ↝ 𝑟 .
Wiring 𝐷 will be the action of redirecting all edges 𝑢 Ð→ 𝑠 in 𝐷 , including the roots of 𝑠 , so that
they become edges 𝑢 Ð→ 𝑟 or roots of 𝑟 in a new drag 𝐷 ′. Wiring may use a succession of wires
like 𝑠 ↝ 𝑡 and 𝑡 ↝ 𝑟 that generate chains of wirings.

Definition 28 (Wire, origin, target). Given a drag 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, a wire is a pair 𝑠 ↝ 𝑟 of
vertices of 𝐷 , whose origin 𝑠 is a sprout and target 𝑟 a vertex different from 𝑠 .

Definition 29 (Wiring chain). Given a set of wires𝑊 of a drag𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, we define 𝑠 >𝑊 𝑟
for 𝑠 ∈ 𝑆 and 𝑟 ∈ 𝑅, if 𝑠 ↝ 𝑟 ∈𝑊 or if there is a vertex 𝑡 such that 𝑠 ↝ 𝑡 ∈𝑊 and 𝑡 >𝑊 𝑟 .

In a wiring chain 𝑠0 ↝ 𝑠1 ↝ ⋯ ↝ 𝑠𝑛 ↝ 𝑟 , all but possibly the final element 𝑟 are sprouts, and the
final element 𝑟 is a root—and possibly also a sprout.

Definition 30 (Well-behaved set of wires). A finite set𝑊 of wires of 𝐷 is well-behaved if:
(1) functionality: ∀𝑠 ↝ 𝑟, 𝑠 ↝ 𝑟 ′ ∈𝑊 ∶ 𝑟 = 𝑟 ′;
(2) injectivity: ∀𝑟 ∈ 𝑅 ∶ Σ𝑠>𝑊 𝑟 pred(𝑠) ≤ 𝑅(𝑟);
(3) well-foundedness:𝑊 does not induce a cycle among the sprouts of𝐷 , that is, the restriction

of >𝑊 to 𝑆 × 𝑆 is acyclic.
The domain Dom(𝜉) of𝑊 is the set of sprouts that are origins of a wire.

Condition (1) implies that 𝑊 is a partial function from 𝑆 to 𝑉 . We will therefore be able to
consider the restriction of that function to a subset of its domain. If 𝑉 ′ ⊆ 𝑉 , we will say that𝑊
restricts to 𝑉 ′ if ∀𝑠 ↝ 𝑟 ∈𝑊 ∶ 𝑟 ∈ 𝑉 ′ if 𝑠 ∈ 𝑉 ′.

Condition (2) means that vertex 𝑟 is a root with a multiplicity large enough so that rewiring
edges from 𝑠1, . . . 𝑠𝑛 to 𝑟 does not require more roots of 𝑟 than are available, which is yet another
manifestation of multi-injectivity. In contrast with [12], sprouts at the origin of a wire disappear
with their roots, which are therefore lost if there were any.

Condition (3) allows us to compare sprouts. Well-foundedness of this order aims at defining
wiring by induction.

It also implies the following:

PRoposition 31. The relation ≥𝑊 is a partial order for any well-behaved set of wires𝑊 .
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An empty set of wires is trivially well-behaved. A wire 𝑠 ↝ 𝑡 , considered as a singleton set, is
well-behaved iff it satisfies injectivity, that is, if the indegree of 𝑠 is no larger than the number of
roots of 𝑟 .

We now define the drag obtained by adding wires to an existing drag, starting with the case of
a single wire 𝑠 ↝ 𝑟 . The idea is that sprout 𝑠 is removed, all edges ending up in 𝑠 (but not its roots)
are moved to 𝑟 using its roots in the same number:

Definition 32 (Elementary wiring). Given a drag 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and a wire 𝑠 ↝ 𝑟 , we define
the drag 𝐷𝑠↝𝑟 , after wiring, as the drag ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ such that:

(1) 𝑉 ′ = 𝑉 ∖ 𝑠;
(2) 𝑅′ = 𝑅 ∖ (𝑅(𝑠) ∪ 𝑅(𝑟)) ∪ 𝑟𝑅(𝑟)−pred(𝑠);
(3) 𝐿′ = 𝐿 ↾ 𝑉 ′, the restriction of labels 𝐿 to vertices in 𝑉 ′;
(4) 𝑋 ′ = 𝑋 ∖ {𝑣 Ð→ 𝑠 ∶ 𝑣𝑋𝑠} ∪ {𝑣 Ð→ 𝑟 ∶ 𝑣𝑋𝑠};
(5) 𝑆 ′ = 𝑆 ∖ 𝑠 .

In Definition 28, the condition that the origin of a wire is distinct from its target ensures that
the sprout origin of the wire has disappeared from the resulting drag. The calculation of the new
multiset of roots in item (2) expresses the fact that each edge redirected from the origin to the
target of the wire consumes a root of the target, while the roots of the origin are lost.

In the particular case where 𝑠 ∶ 𝑥 and 𝑡 ∶ 𝑦 are both rootless isolated sprouts, wiring allows one
to rename the sprout labeled 𝑥 by the sprout labeled 𝑦.

Lemma 33. Elementary wiring preserves indegree at all remaining vertices.

PRoof. Using the notations of Definition 32, the property is trivial for all vertices but 𝑟 , and
true for 𝑟 since the removed roots of 𝑟 are replaced by an equal number of predecessors of 𝑠 . □

To define wiring for an arbitrary set of well-behaved wires, we write a non-empty well-behaved
set of wires𝑊 as the union 𝑠 ↝ 𝑟 ∪𝑊 ′, where sprout 𝑠 is maximal in >𝑊 . Well-foundedness of >𝑊
allows us to wire 𝑠 ↝ 𝑟 first, and then recur on𝑊 ′, which can be easily shown well-behaved:

Lemma 34. Let𝑊 = 𝑠 ↝ 𝑟 ∪𝑊 ′ be a well-behaved set of wires of 𝐷 such that 𝑠 is maximal in >𝑊 .
Then,𝑊 ′ is a well-behaved set of wires of 𝐷 ′ = 𝐷𝑠↝𝑟 .

PRoof. Bymaximality assumption, 𝑠 does not occur in𝑊 ′ which is therefore a set of wires of𝐷 ′.
Functionality and membership follow straightforwardly from well-behavedness of𝑊 , as well as
well-foundedness, since it restricts to subsets. Injectivity holds at all vertices since Σ𝑡>𝑊 𝑟pred(𝑡) =
Σ𝑡>𝑊 ′𝑠pred(𝑡) + pred(𝑠). □

It follows that all subsets of a well-behaved set of wires are well-behaved.
We can now define recursively wiring with an arbitrary well-behaved set𝑊 of wires. Not only

do we define the new drag 𝐷𝑊 , but also trace the vertices of the original drag along the recursive
computation, with or without their root multiplicity.

Definition 35 (Wiring, resolution, natural injection). Given a well-behaved set of wires𝑊 of a
drag 𝐷 , we define the drag 𝐷𝑊 , after wiring, by induction on the size of𝑊 , where for a non-empty
set of wires𝑊 , we write 𝑠 ↝ 𝑟 ∪𝑊 ′ for𝑊 = {𝑠 ↝ 𝑟} ∪𝑊 ′,

𝐷∅ = 𝐷
𝐷𝑠↝𝑟∪𝑊 ′ = (𝐷𝑠↝𝑟 )𝑊 ′ .

The resolution𝑊 (𝑡) of sprout 𝑡 of 𝐷 in the domain of𝑊 is the (unique) root 𝑟 in 𝐷 that is the
minimal one such that 𝑡 ≥𝑊 𝑟 , together with its root multiplicity in 𝐷𝑊 after wiring. (There is
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Fig. 7. Formation of cycles via composition, two versions.

a unique minimum on account of functionality of well-behaved sets of wires.) Also, the natural
injection of 𝐷 into 𝐷𝑊 is the map𝑊0(𝑡) which returns the same vertex as𝑊 (𝑡) without its root
multiplicity.

Since 𝑊 ′ is a well-behaved set of wires for the drag 𝐷𝑊 by Lemma 34, the recursive call
(𝐷𝑠↝𝑟 )𝑊 ′ makes sense. The functions, resolution and natural injection, could also be defined by
induction in the same way that the post-wiring drag was. Note that in case 𝑡 is an internal vertex,
the vertex itself is not changed by wiring, but its multiplicity might be.

Note also that a cycle is generated in a wired drag in case a sprout 𝑠 is accessible in the original
drag from its resolution, implying that a loop (a cycle of length 1) can only be generated on an
internal vertex.

Example 36. Figure 7 displays two examples of wiring, illustrating the recursive calculation of
the result. We start with a drag union of two drags, and a well-behaved set𝑊 of two wires written
underneath. The number of times a vertex is a root is indicated next to the root arrow’s origin; the
number 1 is often omitted. Labels can serve here as vertex names since no two vertices have the
same label. The middle drag is the result of the first step of the calculation, with the remaining set
of one wire written again underneath.

For the first calculation, both edges that ended up in sprout 𝑥 , which has disappeared, are now
redirected to sprout𝑦, which has a single root left, since two roots have been utilized by redirecting
the edges 𝑓 Ð→ 𝑥 andℎ Ð→ 𝑥 and one for the root of 𝑥 . The rightmost drag is the final result, there
is no set of wires left. Note that starting with the wire 𝑦 ↝ ℎ in which 𝑦 is not maximal would not
make sense, since 𝑥 ↝ 𝑦 would not be a wire anymore after the first step of the calculation. The
tracing of𝑊 (𝑥) is indicated in red, 𝑥 moving to 𝑦 and then to ℎ.

The second calculation is similar. We note that it yields the same result. This is no coincidence,
as we shall see. □

For the recursive calculation of Definition 35 to make sense, we need to show that the resulting
drag does not depend upon the choice of a maximal wire 𝑠 ↝ 𝑟 :

Lemma 37. Given a drag 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and a well-behaved set of wires𝑊 , 𝐷𝑊 and𝑊 (𝑣), for
each vertex 𝑣 ∈ 𝑉 , are well-defined.

PRoof. By induction on the size of𝑊 . We give the proof for the wiring definition.
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If𝑊 is empty, the result is straightforward. If it contains a single maximal wire, the induction
hypothesis applies. Otherwise, let𝑊 = 𝑠 ↝ 𝑟 ∪ 𝑠′ ↝ 𝑟 ′ ∪𝑊 ′ where 𝑠 ↝ 𝑟 and 𝑠′ ↝ 𝑟 ′ are distinct
wires, maximal for >𝑊 . Let 𝐷 ′ = (𝐷𝑠↝𝑟 )𝑠′↝𝑟 ′ and 𝐷 ′′ = (𝐷𝑠′↝𝑟 ′)𝑠↝𝑟 . Note that𝑊 ′ is well-behaved
for both 𝐷 ′ and 𝐷 ′′, even if 𝑟 = 𝑟 ′. By functionality, 𝑠 ≠ 𝑠′, and by maximality, 𝑠′ ≠ 𝑟 and 𝑠 ≠ 𝑟 ′,
hence redirecting the edges ending up in 𝑠 to 𝑟 and those ending up in 𝑠′ to 𝑟 ′ can be done in any
order, showing that 𝐷 ′ = 𝐷 ′′.

Using Definition 35 twice for each calculation, 𝐷𝑊 = 𝐷 ′𝑊 ′ if 𝑠 ↝ 𝑟 is chosen first, and 𝐷𝑊 =
𝐷 ′′𝑊 ′ if 𝑠′ ↝ 𝑟 ′ is chosen first. Since 𝐷 ′ = 𝐷 ′′, we conclude by the induction hypothesis that 𝐷𝑊

is well-defined. □

Wiring has three important properties illustrated at Figure 7:
Lemma 38. Let 𝐷 be a drag and𝑊 a well-behaved set of wires of 𝐷 . Then,
(1) 𝐷𝑊 and 𝐷 have the same internal vertices and total number of edges—not counting roots as

edges;
(2) all vertices 𝑢 of 𝐷𝑊 have the same indegree in 𝐷 and 𝐷𝑊 ;
(3) whenever 𝑊 ′ is a well-behaved set of wires such that ∀𝑡 ∈ V(𝐷) ∶ 𝑊 (𝑡) = 𝑊 ′(𝑡), then

𝐷𝑊 = 𝐷𝑊 ′ .

The fact that wiring preserves indegrees, just like monomorphisms must, will turn out to be a
key observation (Lemma 77 below).

PRoof. The third property follows from the other two, which hold because internal vertices,
total number of edges, and indegree of vertices are all preserved by an elementary wiring step—
thanks to Lemma 33 for indegree. □

6.3 Coherence
We haven’t yet required that different wires sharing the same label satisfy an assumption implying
that the corresponding sprouts are related. More precisely, given a drag 𝐷 and a set of wires𝑊 ,
we want two sprouts 𝑠 ∶ 𝑥 and 𝑡 ∶ 𝑥 of 𝐷 , with the same label 𝑥 , to become equivalent after wiring.
Ideally, we would like to check the property without computing 𝐷𝑊 , that is, read it on 𝐷 and𝑊 .
In [12], we required that 𝑟 = 𝑟 ′ for any two wires 𝑠 ∶ 𝑥 ↝ 𝑟 and 𝑠′ ∶ 𝑥 ↝ 𝑟 ′ belonging to𝑊 , a model
called forced sharing, and suggested that a more general equivalence should be drag isomorphism.

It turns out, however, that drag isomorphism is too weak. Take for example the drag 𝐷 =
𝑓 (𝑥, 𝑥,𝑦, 𝑧, 𝑎,𝑏) and the set of wires 𝑊 = {𝑥1 ↝ 𝑦, 𝑥2 ↝ 𝑧,𝑦 ↝ 𝑎, 𝑧 ↝ 𝑏}. The sprouts 𝑥1 and 𝑥2
are replaced by equivalent drags, but won’t remain equivalent in 𝐷𝑊 since 𝑥1 will be eventually
replaced by 𝑎 and 𝑥2 by 𝑏. We could then expect that equimorphism, which is weaker than equality
but stronger than isomorphism, could do.

And indeed, equimorphism in 𝐷 of the subdrags generated by 𝑟 and 𝑟 ′ is one possible answer,
although not the most general one. There is however a difficulty: Equimorphism is not preserved
along the wiring process, although it is finally restored. For an example, let us consider the drag 𝐷
made of three copies of 𝑓 (𝑥), numbered 1,2,3. Let𝑊 = 𝑥3 ↝ 𝑓1 ∪𝑊 ′, with𝑊 ′ = {𝑥1 ↝ 𝑓2, 𝑥2 ↝ 𝑓3},
be a set of wires that satisfies this equivalence condition. Wiring the sole wire 𝑥3 ↝ 𝑓1 yields the
drag 𝐷 ′ made of three subdrags, the first two are still the same as before while the last has be-
come 𝑓3(𝑓1(𝑥1)). Wires𝑊 ′ no longer satisfy the property, since 𝑥1 maps to 𝑓2, which generates
the subdrag 𝑓2(𝑥2), while 𝑥2 maps to 𝑓3 which generates now the subdrag 𝑓3(𝑓2(𝑥2)), two non-
isomorphic subdrags. On the other hand, applying all wires at once yields the drag which has
three vertices 𝑓1, 𝑓2, 𝑓3 and three edges 𝑓1 Ð→ 𝑓2, 𝑓2 Ð→ 𝑓3, 𝑓3 Ð→ 𝑓1. Obviously, the subdrags gener-
ated by 𝑓1, 𝑓2, 𝑓3 are still equimorphic. This is the reason why we did not include coherence into the
definition of a well-behaved set of wires: recurring on𝑊 would have become impossible. Wiring,
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hopefully, makes sense even when 𝑊 is not coherent, hence our choice. The question however
remains, whether we need a property weaker that equimorphism. To illustrate the need, let us
consider the drag 𝐷 = 𝑓 (𝑥, 𝑥,𝑦, 𝑎) and the set of wires𝑊 = {𝑥1 ↝ 𝑦, 𝑥2 ↝ 𝑎,𝑦 ↝ 𝑎}. Obviously, 𝑦
and 𝑎 do not generate equimorphic drags in 𝐷 , but they do in 𝐷𝑊 . This tells us that the condition
should be checked on the result of wiring𝑊 in 𝐷 . We now give the formal definition of a coherent
set of wires:

Definition 39. Let𝐷 be a drag and𝑊 a well-behaved set of wires of𝐷 . We say that𝑊 is coherent
(strongly coherent, respectively) if it satisfies the two following properties:

(1) Fullness: All sprouts with the same label are the origin of a wire as soon as one is.
(2) Equimorphism: For any twowires 𝑠 ∶ 𝑥 ↝ 𝑟 and 𝑠′ ∶ 𝑥 ↝ 𝑟 ′ of𝑊 ,𝑊0(𝑟) and𝑊0(𝑟 ′) generate

equimorphic subdrags of 𝐷𝑊 (of 𝐷 , respectively).

Note that forced sharing is a simple, particular case of strong coherence.
Like for the sum operation, wiring relates to the existence of certain morphisms between the

wired drag and the original drag that will play a key rôle when it comes to rewriting drags.

Lemma 40. Let 𝐷 be a drag having no isolated sprout and𝑊 a well-behaved, coherent set of wires
of 𝐷 . Then the natural injection from 𝐷 to 𝐷𝑊 defines a monomorphism.

PRoof. The natural injection 𝜄 from 𝐷 to 𝐷𝑊 is a map 𝜄 that is the identity on the internal
vertices of 𝐷 , hence preserves their labels, is injective and indegree preserving by Lemma 38 (2),
and maps every sprout to its resolution;

Since every vertex of 𝐷𝑊 is a vertex of 𝐷 , the set of entering edges is empty. Edges of 𝐷 of the
form 𝑢 Ð→𝑖 𝑠𝑖 , where 𝑠𝑖 is a sprout such that 𝑣 ′ = 𝑜(𝑠𝑖), create the edge 𝑜(𝑢) Ð→𝑖 𝑣 ′ of 𝐷𝑊 . This
edge takes the place of a root at 𝑣 in 𝐷 if the inverse image of 𝜄 contains an internal vertex or is
a sprout 𝑠 = 𝑜(𝑠) shared between 𝐷 and 𝐷𝑊 , a root that has therefore disappeared in 𝐷𝑊 , hence
ensuring root preservation. The case where 𝑣 ′ is a sprout whose inverse image is a set of sprouts
all different from 𝑠 is simply impossible here since a resolution vertex must be a vertex of 𝐷 . We
are left with showing that 𝜄 preserves equimorphic subdrags of𝐷𝑊 , which follows from coherence
of𝑊 . □

Coherence can actually be checked without requiring the full computation of 𝐷𝑊 : any property
implying coherence and preserved by wiring would do.This is of course the case of forced sharing,
but we can do better.

Lemma 41. Given a drag 𝐷 , a well-behaved set of wires𝑊 of 𝐷 is coherent iff𝑊 =𝑊 ′ ∪𝑊 ′′ for
some coherent𝑊 ′ and strongly coherent𝑊 ′′.

In words, coherence is achieved in the drag resulting from the whole computation as soon as, for
every variable 𝑥 , the various wires 𝑠 ∶ 𝑥 ↝ 𝑟 generate equimorphic subdrags in the drag computed
so far. Note that only nonlinear variables of 𝐷 need be checked for strong coherence.

PRoof. The only-if direction follows directly from the definition of coherence by taking𝑊 ′′ = ∅.
The converse is by induction on the size of𝑊 ′′, the base case being obtained for𝑊 ′′ = ∅, which
yields coherence of𝑊 =𝑊 ′ by assumption.

If 𝑊 ′′ is non-empty, let 𝑥 be a variable maximal in >𝑊 ′′ and 𝑊 ′′ = 𝑊 𝑥 ∪𝑊 ′′′, where 𝑊 𝑥 =
{𝑠𝑖 ∶ 𝑥 ↝ 𝑟𝑖} is the set of wires in𝑊 ′′ whose origins are labeled 𝑥 . The origins of wires in𝑊 ′′′ are
therefore labeled by variables other than 𝑥 . We will first show that (i)𝑊 ′ ∪𝑊 𝑥 is coherent, then
that (ii)𝑊 ′′′ is strongly coherent with respect to 𝐷𝑊 ′∪𝑊 𝑥 , before concluding that𝑊 is coherent
via the induction hypothesis.
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(i) Since 𝑥 is maximal, the subdrags generated by the 𝑟𝑖 ’s are identical in 𝐷𝑊 ′ and (𝐷𝑊 ′)𝑊 𝑥 , estab-
lishing property (i).
(ii) Since replacing sprouts labeled 𝑥 in equimorphic subdrags of 𝐷𝑊 ′ by equimorphic subdrags of
𝐷𝑊 ′ yields equimorphic subdrags of (𝐷𝑊 ′)𝑊 𝑥 , property (ii) follows. □

6.4 Product
While wiring operates on a single drag, product operates on a pair of drags via a connecting device
we call a switchboard:

Definition 42 (Switchboard). Given two disjoint drags 𝐷,𝐷 ′, a switchboard 𝜉 for 𝐷,𝐷 ′ is a pair
of partial functions ⟨𝜉𝐷 ∶ S(𝐷) → R(𝐷 ′), 𝜉𝐷′ ∶ S(𝐷 ′) → R(𝐷)⟩, called switchboard components,
such that 𝜉𝐷 ∪ 𝜉𝐷′ is a coherent well-behaved set of wires for 𝐷 ⊕ 𝐷 ′. We also say that ⟨𝐷 ′, 𝜉⟩ is
an extension of 𝐷 and 𝐷 ′ its context extension. Switchboard 𝜉 is one-way if either one of 𝜉𝐷 and 𝜉𝐷′
has an empty domain.

Drags 𝐷 and 𝐷 ′ being disjoint, 𝜉𝐷 ∪ 𝜉𝐷′ is well defined. Therefore, 𝜉 can be identified with
𝜉𝐷 ∪ 𝜉𝐷′ . Note further that 𝜉𝐷 and 𝜉𝐷′ need not be true injective functions as in [12], where roots
were lists with repetitions: Injectivity has been adapted to multisets of roots in our definition of a
well-behaved set of wires.

Composition can now be defined as a wiring operation on 𝐷 ⊕𝐷 ′:

Definition 43 (Composition). Let 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ be disjoint drags,
and 𝜉 a switchboard for 𝐷,𝐷 ′. Their cyclic composition or product is the drag 𝐷 ⊗𝜉 𝐷 ′ = (𝐷 ⊕𝐷 ′)𝜉 .

Example 44. In Example 36, the first drag is the union of two drags that share no vertices, and
the set of wires is just their switchboard.The result is therefore the composition of these two drags
with respect to that switchboard. □

Lemma 38(1) applies to composition: The total number of edges of 𝐷 ⊗𝜉 𝐷 ′ is the sum of the
number of edges of 𝐷 and 𝐷 ′, a property already noted in [12]. The indegree is preserved at all
vertices of 𝐷 ⊗𝜉 𝐷 ′ since indegrees are preserved by the sum of disjoint drags and by wiring.

When restricted to one-way switchboards, cyclic composition is dubbed “sequential” in [17].
Many other names coexist that target other classes of graphs and particular cases of composition.

A direct definition of a switchboard and of composition of two disjoint drags connected by a
switchboard was given in [12]. Our definition here assumes (a) that roots are multisets, instead
of the lists there, (b) that resolution vertices have enough roots for transferring the edges of its
corresponding origins, instead of edges and roots there, and (c) that coherence is ensured via
equimophism instead of sharing. These two models therefore have different behaviors.

Apart from these differences, both definitions are similar: our goal now is to give a definition
of composition via wiring in the style of the direct definition used in [12]. In the context of com-
position of two drags 𝐷,𝐷 ′ with respect to switchboard 𝜉 , we define:

Definition 45 (Resolution). Let𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ be disjoint drags, and
𝜉 a switchboard for 𝐷,𝐷 ′. The resolution of a sprout 𝑠 ∈ 𝑆 ∪ 𝑆 ′ is the vertex 𝜉 !(𝑠) = 𝜉0(𝑠), viewing
the switchboard 𝜉 as the set of wires𝑊 in Definition 35.

The direct definition of composition has now become a simple property of the wiring definition:

Lemma 46 (Composition). Let 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ and 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩ be compatible drags,
and 𝜉 be a switchboard for 𝐷,𝐷 ′. Then 𝐷 ⊗𝜉 𝐷 ′ = ⟨𝑉 ′′, 𝑅′′, 𝐿′′, 𝑋 ′′, 𝑆 ′′⟩, where

(1) 𝑉 ′′ = (𝑉 ∪𝑉 ′) ∖Dom(𝜉);
(2) 𝑆 ′′ = (𝑆 ∪ 𝑆 ′) ∖Dom(𝜉);
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(3) 𝑅′′(𝑣) =
⎧⎪⎪⎨⎪⎪⎩

𝑅(𝑣) − Σ𝜉 !(𝑤)=𝑣∧𝑤≠𝑣pred(𝑤,𝐷) if 𝑣 ∈ 𝑅 ∖Dom(𝜉)
𝑅′(𝑣) − Σ𝜉 !(𝑤)=𝑣∧𝑤≠𝑣pred(𝑤,𝐷 ′) if 𝑣 ∈ 𝑅′ ∖Dom(𝜉);

(4) 𝐿′′(𝑣) =
⎧⎪⎪⎨⎪⎪⎩

𝐿(𝑣) if 𝑣 ∈ 𝑉 ∩𝑉 ′′

𝐿′(𝑣) if 𝑣 ∈ 𝑉 ′ ∩𝑉 ′′;

(5) 𝑋 ′′(𝑣) =
⎧⎪⎪⎨⎪⎪⎩

𝜉 !(𝑋(𝑣)) if 𝑣 ∈ 𝑉 ∖ 𝑆
𝜉 !(𝑋 ′(𝑣)) if 𝑣 ∈ 𝑉 ′ ∖ 𝑆 ′.

The calculation of the multiset of roots of the composition is based on the preservation of inde-
grees by wiring, making it very simple: Edges accumulate along the computation until the very
end, at which point they must be compensated for by the roots of the resolution.

PRoof. By Definition 43, 𝐷 ⊗𝜉 𝐷 ′ = (𝐷 ⊕𝐷 ′)𝜉 . We therefore show that (𝐷 ⊕𝐷 ′)𝜉 is the drag
obtained from𝐷⊕𝐷 ′ by (i) removing from the set of vertices all sprouts inDom(𝜉), (ii) redirecting
all edges ending up in a removed sprout to its associated resolution, and (iii) keeping the indegree
unchanged for all vertices in (𝑉 ∪𝑉 ′)∖Dom(𝜉), which determines their number of roots as stated.
The proof is by induction on the size of 𝜉 considered as a set of wires. There are two cases two
consider:

– In the empty case, 𝐷 ⊗∅ 𝐷 ′ = 𝐷 ⊕𝐷 ′. Then, properties (i), (ii), and (iii) hold trivially.
– Otherwise, by Lemma 37, we can choose any wire 𝑠 ↝ 𝑟 such that 𝜉 =𝑊 ∪ 𝑠 ↝ 𝑟 , where 𝑠 is

maximal in 𝜉 , hence 𝐷 ⊗𝜉 𝐷 ′ = ((𝐷 ⊕𝐷 ′)𝑠↝𝑟 )𝑊 . We then conclude by the induction hypothesis,
since𝑊 has one wire fewer than does 𝜉 , that 𝐷 ⊗𝜉 𝐷 ′ is obtained from (𝐷 ⊕ 𝐷 ′)𝑠↝𝑟 as claimed.
Since 𝑠 is maximal, it follows from the definitions of resolutions 𝜉0(𝑥) and 𝜉 !(𝑥) that (𝐷 ⊕𝐷 ′)𝜉 is
obtained from 𝐷 ⊕𝐷 ′ as claimed. □

Not all vertices of the composition𝐷⊗𝜉𝐷 ′ may be reached via 𝜉 from the sprouts of one of them.
We denote by 𝜉(𝐷) the subdrag of 𝐷 ′ generated by the vertices in 𝜉𝐷(Dom(𝜉𝐷)), which contains
all vertices of 𝐷 ′ which are reached from sprouts of 𝐷 .

There are important particular cases of switchboards that impose additional, hence stronger,
coherence conditions:

● Equality switchboard: ∀𝑠 ≠ 𝑡 ∈ 𝑆 ∪ 𝑆 ′ such that 𝐿(𝑠) = 𝐿(𝑡), we have 𝜉(𝑠) = 𝜉(𝑡).
● Inequality switchboard: ∀𝑠 ≠ 𝑡 ∈ 𝑆 ∪ 𝑆 ′ such that 𝐿(𝑠) = 𝐿(𝑡), we have (𝐷 ⊕ 𝐷 ′) ∣𝜉(𝑠) and
(𝐷 ⊕𝐷 ′) ∣𝜉(𝑡) have no vertex in common.

Composition is said to force sharing if 𝜉 is a switchboard with equality, and to force cloning if
𝜉 is a switchboard with inequality. Term rewriting is based on cloning switchboards while dag
rewriting is based on equality switchboards. Our notion of composition can potentially do both,
and can also achieve partial sharing by having (𝐷 ⊕𝐷 ′) ∣𝜉(𝑠) and (𝐷 ⊕𝐷 ′) ∣𝜉(𝑡) sharing subdrags,
in particular sprouts, when possible. These question will be studied in more detail in Section 12.

Notations: Given two drags 𝐷 and 𝐷 ′ and a switchboard 𝜉 = {𝑠𝑖 ↝ 𝑟𝑖}𝑖 for (𝐷,𝐷 ′), we will
sometimes need to restrict the switchboard 𝜉 to some subsets of vertices 𝑉 of V(𝐷) and 𝑉 ′ of
V(𝐷 ′). We will therefore denote by 𝜉𝑉→𝑉 ′ the restriction of switchboard 𝜉 to the set of wires
{𝑠𝑖 ↝ 𝑟𝑖 ∶ 𝑠𝑖 ∈ 𝑉 , 𝑟𝑖 ∈ 𝑉 ′}𝑖 . We will use 𝜉𝑉 ,𝑉 ′ for the switchboard 𝜉𝑉→𝑉 ′ ∪ 𝜉𝑉 ′→𝑉 , 𝜉𝑉→ for the
switchboard 𝜉𝑉→V(𝐷′), and 𝜉→𝑉 ′ for the switchboard 𝜉V(𝐷)→𝑉 ′ .

7 DECOMPOSITION OF DRAGS
We now investigate to what extent a drag can be expressed in terms of simpler drags by means of
sum and product so as to obtain a drag expression:
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Definition 47. By drag expression we mean any expression built from a given set of drag compo-
nents {𝐷𝑖}𝑖 such that 𝐷𝑖 and 𝐷 𝑗 share no vertex nor variable if 𝑖 ≠ 𝑗 , by means of sum and product
of drags. Drags occurring in a drag expression are its drag components. A drag 𝐷 is a trivial drag
expression whose drag 𝐷 is its only drag component.

Note that product alone would suffice to build drag expressions, writing a sum 𝐷 ⊕ 𝐷 ′ as the
product 𝐷 ⊗∅ 𝐷 ′.

An initial, straightforward answer is that we can decompose a drag according to some subset
of its internal vertices by using the corresponding subdrag and associated context:

Lemma 48 (ReconstRuction). Given a drag 𝐷 and a subset 𝑊 of its vertices, then 𝐷 =
𝐷 ∣𝑊 ⊗𝜉𝐷 ↾𝑊 for some switchboard 𝜉 .

PRoof. Using the notations of Definition 8, it suffices to define 𝜉 , which maps every new sprout
𝑠𝑣 of the restriction (of the context, respectively) to the vertex 𝑣 of the context (of the restriction,
respectively).The equality claim then follows easily using preservation of indegrees by wiring. □

We will indeed use the restriction of 𝐷 to some carefully-chosen single internal vertex, give a
specific definition for that case, and treat some special cases separately.

First, we need to define what are “atomic” drags, the kind we like to have in a full decomposition,
and the non-atomic ones that we want to eliminate:

Definition 49.
(1) A connected drag is any drag ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩ whose set of vertices is generated by successor

and equal labeling of sprouts, that is, any subset𝑊 of𝑉 closed under these two operations
must be 𝑉 itself:

∀𝑊 ⊆ 𝑉 (∀𝑢∀𝑣 ∈ 𝑉 (𝑢𝑋𝑣 ∶ 𝑢 ∈𝑊 iff 𝑣 ∈𝑊 ) and ∀𝑠 ∶ 𝑥∀𝑡 ∶ 𝑥 ∈ 𝑉 (𝑠 ∈𝑊 iff 𝑡 ∈𝑊 ))⇒𝑊 = 𝑉
(2) A flat drag is a connected drag with no non-trivial path between internal vertices.
(3) An atomic vertex is a drag with only a single internal vertex and any number of roots and

different sprouts as successors, all with different labels.
(4) A nonempty set of pairwise distinct sprouts is atomic if they all share the same variable,

each with any number of roots.
(5) An atomic drag is an atomic vertex or an atomic set of sprouts.

For example, the drag with two internal vertices sharing one sprout is flat, while the drag made
of a single loop on an internal vertex is not. Note also that the drag made of two drags 𝑓 (𝑠 ∶ 𝑥)
and 𝑔(𝑡 ∶ 𝑥) is connected by our definition, as if 𝑠 and 𝑡 where the same shared sprout.

A major property of non-flat connected drags is that they all have non-necessarily distinct in-
ternal vertices 𝑢, 𝑣 such that 𝑢 is a predecessor of 𝑣 .

Atomic drags are of course flat, but there are also flat non-atomic drags. On the other hand,
non-connected drags can always be written as a sum of connected drags. We therefore consider
the decomposition of non-flat connected drags first, before addressing the case of flat non-atomic
connected drags.

In what follows, we give a sequence of four transformation rules in the form of as many lemmas.
These transformations take as input a drag expression 𝐸 containing a drag component 𝐷 that
is not yet atomic, but instead: (i) comprises pairwise distinct connected components; or (ii) is
a non-flat connected component with an edge 𝑢 Ð→ 𝑣 between two distinct internal vertices;
or (iii) is a non-flat connected component with a loop 𝑢 Ð→ 𝑢 on some internal vertex 𝑢; or
else (v) is a flat connected component with sprouts 𝑠𝑖 ∶ 𝑥 that are either shared or sharing the
variable label 𝑥 , or both. Clearly, any non-atomic drag belongs to one of these four categories.
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Therefore, applying these transformations repeatedly to a not-yet atomic drag component 𝐷 of 𝐸
will eventually transform 𝐸 into a drag expression 𝐸′ all of whose components are atomic drags.
This is so because the drag expressions 𝐸′ obtained from 𝐸 are simpler than 𝐸, in somewell-founded
order, hence implying that any sequence of transformation is finite.

Before specifying the transformation rules, we define the order used to compare drag expres-
sions:

Definition 50. To a given drag 𝐷 , we associate the triple ⟨#I , In,𝑀⟩, where
(1) #I is the number of its internal vertices plus the edges between them;
(2) In is the multiset of its sprouts’ indegrees;
(3) 𝑀 is the multiset counting, for each variable 𝑥 ∈ Var(𝐷), the number of its sprouts that are

labeled 𝑥 .
Denoting by >N the usual order on natural numbers, triples, hence drags, are compared in the
well-founded order≫ = (>N,>𝑚𝑢𝑙

N ,>𝑚𝑢𝑙
N )𝑙𝑒𝑥 , where 𝑙𝑒𝑥 and 𝑚𝑢𝑙 denote lexicographic and multiset

extensions of an order, respectively. Drag expressions, interpreted as themultiset of interpretations
of their drag components, are compared in the well-founded order≫𝑚𝑢𝑙 .

Lemma 51. Let 𝐷 be a drag made of pairwise distinct connected drags 𝐷1, . . . , 𝐷𝑛 , with 𝑛 > 1. Then,
𝐷 = 𝐷1 ⊕⋯⊕𝐷𝑛 is a drag expression such that ∀𝑖 ∶ 𝐷 ≫ 𝐷𝑖 .

PRoof. The only difficulty is the ordering statement. If there are two or more 𝐷𝑖 ’s with internal
vertices, the result is clear. If all 𝐷𝑖 ’s are made of sprouts, their first component is 0, as for 𝐷 , but
the second has fewer 0’s than in 𝐷 , hence decreases strictly. If, say, 𝐷1 has at least one internal
vertex but all other 𝐷𝑖 ’s do not, then 𝐷 has strictly more internal vertices than the 𝐷𝑖 ’s, while 𝐷1

has the same number of them as does 𝐷 . But its multiset of sprout indegrees must have decreased
strictly. □

Lemma 52 (Decomposition). Given a non-flat connected drag 𝐷 = ⟨𝑉 ,𝑅, 𝐿,𝑋, 𝑆⟩, let 𝑣 be an
internal vertex of 𝐷 of indegree 𝑝 , labeled 𝑓 of arity 𝑛, having at least one predecessor 𝑢 ≠ 𝑣 , and
whose successors in 𝐷 are the vertices 𝑣1, . . . , 𝑣𝑛 . Then—denoting 𝑣 by 𝑓 :

𝐷 = 𝐷 𝑓 ⊗𝜉 𝐷 ′ with 𝜉 = {𝑠 ↝ 𝑣, 𝑠1 ↝𝑤1, . . . , 𝑠𝑛 ↝𝑤𝑛}
is a drag expression such that 𝐷 ≫ 𝐷 𝑓 and 𝐷 ≫ 𝐷 ′, where:

(1) 𝐷 𝑓 = 𝑓 [𝑝](𝑠1 ∶ 𝑥1, . . . , 𝑠𝑛 ∶ 𝑥𝑛);
(2) 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩;
(3) 𝑉 ′ = (𝑉 ∖ 𝑣) ∪ 𝑠 , where 𝑠 is a fresh sprout;
(4) ∀𝑢 ∈ 𝑉 ∖ (𝑣 ∪ {𝑣𝑖}) ∶ 𝑅′(𝑢) = 𝑅(𝑢); ∀𝑢 ∈ {𝑣𝑖}𝑖 ∶ 𝑅′(𝑢) = 𝑅(𝑢) + 1; 𝑅′(𝑠) = 0;
(5) ∀𝑢 ∈ 𝑉 ∖ 𝑣 ∶ 𝐿′(𝑢) = 𝐿(𝑢); 𝐿′(𝑠) = 𝑥 , where 𝑥 is a fresh variable;
(6) ∀𝑢,𝑤 ∈ 𝑉 ∖ 𝑠 ∶ 𝑢𝑋 ′𝑤 iff 𝑢𝑋𝑤 ; ∀𝑢 ∈ 𝑉 ∖ 𝑠 ∶ 𝑢𝑋 ′𝑠 iff 𝑢𝑋𝑣 ;
(7) 𝑆 ′ = 𝑆 ∪ 𝑠 ;
(8) 𝑤𝑖 = 𝑠 if 𝑣𝑖 = 𝑣 , and otherwise it is 𝑣𝑖 .

PRoof. Note that 𝐷 is a non-flat connected drag, since 𝑢 Ð→ 𝑣 . The switchboard is designed so
that it is trivially coherent and well-behaved, and 𝐷 is reconstructed from two drag components
sharing no vertex or variable. We do not and need not assert that 𝐷 ′ itself is a connected drag; it
may not be if the subdrag generated by some 𝑣𝑖 has no shared vertex with its associated context
drag.

The equality claim follows from preservation of indegrees by composition.
Drag 𝐷 ′ is smaller than 𝐷 since an internal vertex has been removed, and the edges between

the remaining internal vertices are those of 𝐷 .
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For the last claim, notice that the drag 𝑓 [𝑝](𝑠1 ∶ 𝑥1, . . . , 𝑠𝑛 ∶ 𝑥𝑛) has a single internal vertex 𝑣 and
no edge 𝑣 Ð→ 𝑣 . □

Example 53. Consider a drag 𝐷 , reduced to two internal vertices labeled 𝑔 and 𝑎, of arities 1 and
0, respectively, plus a single edge 𝑔 Ð→ 𝑎. We get 𝐷 = 𝑎[1] ⊗𝑠↦𝑎 𝑔(𝑠[0]). □

Lemma 54 (Loop decomposition). Let𝐷 be a drag with an internal vertex 𝑣 of indegree 𝑝 , labeled
𝑓 of arity 𝑛, whose successors in 𝐷 are the vertices 𝑣1, . . . , 𝑣𝑛 , with 𝑣𝑖 = 𝑣 for some 𝑖 . Then,

𝐷 = 𝐷 ′ ⊗𝜉 𝑡 [1] ∶ 𝑦 with 𝜉 = {𝑠 ↝ 𝑡, 𝑡 ↝ 𝑣}

is a drag expression such that 𝐷 ≫ 𝐷 ′ and 𝐷 ≫ 𝑡 [1], where:
(1) 𝐷 ′ = ⟨𝑉 ′, 𝑅′, 𝐿′, 𝑋 ′, 𝑆 ′⟩;
(2) 𝑉 ′ = 𝑉 ∪ 𝑠 , where 𝑠 is a fresh sprout;
(3) ∀𝑢 ∈ 𝑉 ∖ 𝑣 ∶ 𝑅′(𝑢) = 𝑅(𝑢); 𝑅′(𝑣) = 𝑅(𝑣) + 1; 𝑅′(𝑠) = 0;
(4) ∀𝑢 ∈ 𝑉 ∶ 𝐿′(𝑢) = 𝐿(𝑢); 𝐿′(𝑠) = 𝑥 , where 𝑥 is a fresh variable;
(5) ∀𝑢,𝑤 ∈ 𝑉 ∶ 𝑢𝑋 ′𝑤 iff 𝑢𝑋𝑤 except for the edge 𝑣 Ð→𝑖 𝑣 of 𝐷 replaced by 𝑣 Ð→𝑖 𝑠 in 𝐷 ′;
(6) 𝑆 ′ = 𝑆 ∪ 𝑠 .

This lemma allows us to eliminate one loop at a time. When there are several loops on the
internal vertex 𝑣 , they have to be eliminated one by one. We could of course give a more general
statement eliminating them all at once, at the price of a slightly more complicated statement and
proof.

PRoof. Similar to the proof of Lemma 52, except for the ordering statements.
Here 𝐷 ′ has the same total number of internal vertices but strictly fewer edges between them

since some edge 𝑣 Ð→ 𝑣 of 𝐷 has been replaced by an edge 𝑣 Ð→ 𝑠 in 𝐷 ′, which does not count
because 𝑠 is a sprout. As for the other drag, it has no internal vertices, while 𝐷 has at least one. □

Example 55. Consider a drag 𝐷 reduced to a single internal vertex 𝑣 labeled 𝑓 of arity one, and
a single looping edge 𝑓 Ð→ 𝑓 . Then, we have 𝐷 = 𝑓 [1](𝑠 ∶ 𝑥)⊗𝑠↦𝑡,𝑡↦𝑓 𝑡

[1]. □

We next consider the case of non-atomic connected flat drags. They are made of one or more
internal vertices connected via their successor sprouts, some of them being shared, or sharing the
same variable label, or both. We will eliminate at once all connections related to a given variable
label. If there are several variable labels involved in the connections, theywill have to be eliminated
one by one.

Lemma 56 (UnshaRing decomposition). Let 𝐷 be a connected flat drag whose nonempty set
{𝑠𝑖 ∶ 𝑥}𝑛𝑖=1 (𝑛 ≥ 1) of distinct sprouts sharing variable label 𝑥 , having 𝑞𝑖 predecessors and indegree
𝑝𝑖 ≥ 𝑞𝑖 , respectively, contains at least two sprouts, or one shared sprout, or both. Then

𝐷 = 𝐷 ′ ⊗𝜉 (𝑠
[𝑝1]
1 ⋯ 𝑠[𝑝𝑛]𝑛 )

is a drag expression such that 𝐷 ≫ 𝐷 ′ and 𝐷 ≫ 𝑠
[𝑝1]
1 . . . 𝑠

[𝑝𝑛]
𝑛 , where:

(1) 𝐷 ′ is obtained from 𝐷 by replacing each vertex 𝑠𝑖 by fresh rootless sprouts 𝑡𝑖,1 ∶ 𝑦𝑖,1, . . . , 𝑡𝑖,𝑞𝑖 ∶
𝑦𝑖,𝑞𝑖 and every edge 𝑣 Ð→ 𝑠𝑖 , if any, by edges 𝑣 Ð→ 𝑡𝑖, 𝑗 , with 1 ≤ 𝑗 ≤ 𝑞𝑖 ;

(2) 𝜉 = {𝑡𝑖,𝑘 ↝ 𝑠𝑖}𝑖 .

Note that the drag 𝑠[𝑝1]1 ⋯𝑠[𝑝𝑛]𝑛 , all of whose sprouts share the same variable, is an atomic variable
drag that cannot be decomposed any further without violating our notion of drag expression, since
all these sprouts share label 𝑥 .
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PRoof. In case 𝑝𝑖 = 0, the switchboad 𝜉 maps a rootless sprout 𝑡𝑖1 to a rootless sprout 𝑠𝑖 . Since
all sprouts labeled 𝑥 , whether shared or nor, are renamed with the appropriate number of fresh
sprouts, the resultant product is a drag expression. The equality statement is again a straightfor-
ward consequence of indegree preservation.

Finally, 𝐷 ′ has the same number of internal vertices as 𝐷 . If 𝑛 > 1, the number of sprouts labeled
𝑥 decreases strictly while the multiset of sprout indegrees does not increase. Or else 𝑝1 > 1 and
the multiset of sprouts indegrees decreases strictly. We are left with the case of a flat drag with
no internal vertices but several sprouts labeled 𝑥 . In that case, 𝐷 and 𝐷 ′ have the same first two
components, but the third decreases strictly. The other ordering statement is straightforward. □

Here are two examples of flat non-atomic drags decomposed into atomic drags:

𝑓 (𝑠[0] ∶ 𝑥, 𝑡 [0] ∶ 𝑥) = 𝑓 (𝑠′[0] ∶ 𝑦1, 𝑡 ′[0] ∶ 𝑦2)⊗𝑠′↝𝑠,𝑡 ′↝𝑡 (𝑠[1] ∶ 𝑥 𝑡 [1] ∶ 𝑥)

𝑓 (𝑠[0] ∶ 𝑥, 𝑠[0] ∶ 𝑥) = 𝑓 (𝑠′ ∶ 𝑦1, 𝑡 ′ ∶ 𝑦2)⊗𝑠′↝𝑠,𝑡 ′↝𝑠 𝑠
[2]

—assuming now that 𝑠[0] is shared.

Note the difficulty in representing the drag of the second example faithfully by means of the ex-
pression 𝑓 (𝑠[0] ∶ 𝑥, 𝑠[0] ∶ 𝑥). We have to make explicit that 𝑠[0] is shared. On the other hand, our
product-based representation is faithful; sharing is attained by calculating the drag expression.
Note that this representation avoids the kind of unary binding notation usual in programming
languages: The annotated product operation is a binder for its arguments.

The decomposition properties can be used to decompose a given drag 𝐷 into atomic drags, so
as to obtain a drag expression built from atomic drags by means of sum and product. Initially, we
are given a drag 𝐷 , considered as a (trivial) drag expression. We get the following:

TheoRem 57. For every drag 𝐷 , there exists a drag expression made of atomic drags whose evalu-
ation yields 𝐷 .

PRoof. By its definition, the order on drag expressions is monotonic: replacing in 𝐸 a drag
component 𝐷 by a drag expression 𝐷 ′ all of whose components are strictly smaller than 𝐷 yields
a strictly smaller drag expression 𝐸′.

Since every non-atomic dag is either made of several distinct connected components, or is a
non-flat connected component, or is a flat connected component that is not yet atomic, all cases
have been taken care of. Therefore, by applying Lemmas 51, 52, 54, and 56 for as long as possible—
termination being ensured by the well-founded order on drag expressions, we get a drag decom-
position into atomic components. □

A drag can therefore be defined by induction from atomic pieces glued together by appropriate
compositions, which gives rise to an (non-unique) algebraic notation for drags.

Example 58. Let 𝑓 be of arity 2 and ℎ of arity 1. The connected drag 𝐷 with vertices 𝑓1, 𝑓2 labeled
𝑓 , vertices ℎ1, ℎ2, ℎ3 labeled ℎ, and edges 𝑓1 Ð→1 𝑓2, 𝑓1 Ð→2 ℎ2, 𝑓2 Ð→1 ℎ1, 𝑓2 Ð→2 ℎ2, ℎ1 Ð→1

ℎ1, ℎ2 Ð→1 ℎ3, ℎ3 Ð→1 𝑓2 has as its drag expression

𝑓
[2]
2 (𝑥1, 𝑥2)⊗𝑥1↝ℎ1,𝑥2↝ℎ2,𝑥3↝𝑓2 (𝑓1(𝑥3, ℎ

[1]
2 (ℎ3(𝑥3)))⊕ℎ

[1]
1 (self))

where 𝑥3 denotes a shared sprout, obtained by applying successively Lemma 52 to the vertex 𝑓2
and then Lemma 51 to the resultant drag. We continue now with the righthand side argument of
⊗. Applying first Lemma 52 at vertex ℎ2, we get:

(ℎ[2]2 (𝑥4)⊗𝑥4↝ℎ3,𝑥5↝ℎ2 (𝑓1(𝑥3, 𝑥5) ℎ
[1]
3 (𝑥3)))⊕ℎ

[1]
1 (self)
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then Lemma 56 to the flat sub-expression sharing sprout 𝑠3 which is the righthand side argument
of ⊗, which yields the drag expression:

(ℎ[2]2 (𝑥4)⊗𝑥4↝ℎ3𝑥5↝ℎ2 ((𝑓1(𝑥6, 𝑥5)⊗𝑥6↝𝑥3,𝑥7↝𝑥3 ℎ
[1]
3 (𝑥7))))⊕ℎ

[1]
1 (self))

and now Lemma 54 to the rightmost subdrag being a loop:

(ℎ[2]2 (𝑥4)⊗𝑥4↝ℎ3,𝑥5↝ℎ2 ((𝑓1(𝑥6, 𝑥5)⊗𝑥6↝𝑥3,𝑥7↝𝑥3 ℎ
[1]
3 (𝑥7))))⊕ (ℎ

[2]
1 (𝑥6)⊗𝑥6↝𝑥8𝑥8↝ℎ1 𝑥

[1]
8

a decomposition with no non-atomic component left. Putting pieces together, we get the following
drag decomposition of the starting drag:

𝑓
[2]
2 (𝑥1, 𝑥2) ⊗𝑥1↝ℎ1,𝑥2↝ℎ2,𝑥3↝𝑓2

(ℎ[2]2 (𝑥4)⊗𝑥4↝ℎ3,𝑥5↝ℎ2 ((𝑓1(𝑥6, 𝑥5)⊗𝑥6↝𝑥3,𝑥7↝𝑥3 ℎ
[1]
3 (𝑥7))))

⊕
(ℎ[2]1 (𝑥6)⊗𝑥6↝𝑥8𝑥8↝ℎ1 𝑥

[1]
8 ))

The following decomposition of the same drag
𝑓1(𝑥1, 𝑥2) ⊗𝑥1↝𝑓2,𝑥2↝ℎ2

(𝑓 [2]2 (𝑥3, 𝑥4) ⊗𝑥3↝ℎ1,𝑥4↝ℎ2,𝑥6↝𝑓2

(ℎ[2]2 (𝑥5)⊗𝑥5↝ℎ3 ℎ
[1]
3 (𝑥6)) ⊕ (ℎ

[1]
1 (𝑥7)⊗𝑥7↝𝑥8,𝑥8↝ℎ1 (𝑥8)[1]))

cannot be obtained by using our lemmas, since we aremissing an analog of Lemma 52 applying to a
vertex without ancestors of a non-flat drag. This additional decomposition lemma can be surmised
by the reader; it would be needed in case we were interested in all possible decompositions of a
given drag. Note that we end up here with a decomposition using again 8 fresh sprouts. This is no
surprise: one sprout is needed for each incoming edge in the original drag, plus one for each loop,
since a loop decomposition requires two wires. The reader can verify that all switchboards used in
these decompositions are well behaved and that the result is indeed the drag 𝐷 in both cases. □

8 ALGEBRA OF DRAGS
Once equipped with sum and product, drags enjoy a very rich algebraic structure which is known
to be suitable for expressing distributed computations [25, 26].

Lemma 59. Drag sum is associative, commutative, idempotent, and has the empty drag as an iden-
tity element.

Noting that a drag is compatible with itself, all these properties are straightforward. We proceed
with product:

Lemma 60. Drag product is associative, commutative, and has an identity element, the empty drag.
Other identities are isolated sprouts provided they belong to the domain of the switchboard, and do
not belong to its image.

PRoof. Commutativity is straightforward here, because of the root structure as a multiset. The
empty drag is again an identity for any drag 𝐷 , since 𝜉 must be empty, and therefore 𝐷 ⊗∅ ∅ =
𝐷 ⊕ ∅ = 𝐷 . Let now 𝑠[𝑛] be a drag reduced to a sprout which is not a vertex of 𝐷 , and 𝑠 ↝ 𝑣 be
a wire for (𝐷,𝑠). By assumption, 𝑠 does not belong to the image of 𝜉𝐷 . Then, a straightforward
calculation shows that 𝐷 ⊗𝑠↝𝑣 𝑠

[𝑛] = 𝐷 .
We are left with associativity. Consider the drag (𝐶⊗𝜉 𝐷)⊗𝜁 𝐸. We prove first that 𝜉 ∪𝜁 is a well-

behaved set of wires for 𝐶 ⊕ 𝐷 ⊕ 𝐸. By the definition of a switchboard, 𝜉 and 𝜁 are well-behaved
sets of wires for 𝐶 ⊕𝐷 and (𝐶 ⊗𝜉 𝐷)⊕ 𝐸, respectively. Since 𝜁 maps remaining sprouts of 𝐶 ⊕𝐷
after wiring with 𝜉 to roots of 𝐸, and sprouts of 𝐸 to remaining roots of 𝐶 ⊕𝐷 after wiring with 𝜉 ,
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𝜉 ⊕ 𝜁 is well-defined and satisfies functionality, coherence and injectivity. It is also well-founded,
since chains of sprouts for 𝜉 ∪ 𝜁 are either chains of sprouts for 𝜉 or for 𝜁 which both satisfy
well-foundedness.

We construct now two new sets of wires, 𝜁 ′ for 𝐷 ⊕ 𝐸, and 𝜉 ′ for 𝐶 ⊕ (𝐷 ⊗𝜁 ′ 𝐸) such that
𝜉 ′ ∪𝜁 ′ = 𝜉 ∪𝜁 , showing that 𝜉 ′ ∪𝜁 ′ is a well-behaved set of wires for𝐶 ⊕𝐷 ⊕𝐸, which implies that
𝜉 ′ and 𝜁 ′ are well-behaved sets of wires for𝐶⊕ (𝐷 ⊗𝜁 ′ 𝐸) and 𝐷 ⊕𝐸, respectively. We now classify
each wire 𝑠 ↝ 𝑟 ∈ 𝜉 ∪ 𝜁 as a wire of 𝜉 ′ or 𝜁 ′:

(1) 𝑠 ∈ S(𝐶) ∶ 𝑠 ↝ 𝑟 ∈ 𝜉 ′;
(2) 𝑟 ∈R(𝐶) ∶ 𝑠 ↝ 𝑟 ∈ 𝜉 ′;
(3) 𝑠 ∈ S(𝐷) and 𝑟 ∈R(𝐸) ∶ 𝑠 ↝ 𝑟 ∈ 𝜁 ′;
(4) 𝑠 ∈ S(𝐸) and 𝑟 ∈R(𝐷) ∶ 𝑠 ↝ 𝑟 ∈ 𝜁 ′.

The equality between both obtained drags now follows from routine calculations. □

We finally consider the distributivity law, important for distributed computations, that is (omit-
ting switchboards), an equality of the form𝐶⊗(𝐷⊕𝐸) = (𝐶⊗𝐷)⊕(𝐶⊗𝐸). There are two obstacles:
The first is that the sum (𝐶⊗𝐷)⊕(𝐶⊗𝐸)must make sense, which requires that the compatibility
of drags 𝐷 and 𝐸, a reasonable assumption, is preserved by their product with 𝐶 . Unfortunately,
this requires the very strong assumption that there is no wire from 𝐶 except those with heads at
shared vertices of 𝐷 and 𝐸. In case 𝐷 and 𝐸 are disjoint, no wire would be allowed from 𝐶 , that
is, 𝜉𝐶 = ∅. The second obstacle is that wirings between 𝐷 and 𝐸 going through 𝐶 in 𝐶 ⊗ (𝐷 ⊕ 𝐸)
cannot be reproduced, in general, in (𝐶⊗𝐷)⊕(𝐶⊗𝐸), unless wiring again the result, which is not
expected from a distributivity lawwhose rôle is to transform a product into a sum. Fortunately, the
assumption that 𝜉𝐶 = ∅ helps again. We therefore show the property below under this assumption
which forbids the advent of new cycles by making a product, which is of course less restrictive
than forbidding any cycle whatsoever.

Lemma 61. Let 𝐷, 𝐸 be compatible drags with shared subdrag 𝐺 , 𝐸 a drag disjoint from 𝐷 ⊕ 𝐸,
and 𝜉 a switchboard for (𝐷 ⊕ 𝐸,𝐶), such that Ima(𝜉𝐶) ⊆ V(𝐺). Then, drags 𝐷 ⊗𝜉 𝐶 and 𝐸 ⊗𝜉 𝐶 are
compatible with shared subdrag 𝐺 ⊗𝜉 𝐶 , and

(𝐷 ⊕ 𝐸)⊗𝜉 𝐶 = (𝐷 ⊗𝜉 𝐶)⊕ (𝐸 ⊗𝜉 𝐶).

PRoof. Our assumption that all wires whose origin is a sprout of 𝐶 have their target in 𝐺 and
that all other wires have their origin in the context of𝐺 in 𝐷⊕𝐸, ensures that𝐺 ⊗𝜉𝐶 is the shared
subdrag of 𝐷 ⊗𝜉 𝐶 and 𝐸 ⊗𝜉 𝐶 , implying compatible. Distributivity follows since there is no way
to establish new edges between the contexts of 𝐺 in 𝐷 and 𝐸. □

Analyzing various counterexamples to distributivity in case the present assumptions are not
met, we have observed that a more general compatibility property is needed instead of the present
one, namely unifiability of 𝐷 and 𝐸, their sum being their most general unifier. (On unification of
drags, see [23].)This lead goes far beyond the objectives of the present framework, and is therefore
left as a hint for motivated readers.

Drags enjoy a rich algebraic structure, which is known to be suitable for expressing distributed
computations [25, 26].

9 SHARING EQUIVALENCE
Next, we define and study the equivalence on drags defined by sharing subdrags, which will play
an important rôle for defining rewriting.

Definition 62 (Sharing). A drag ismaximally shared if no two distinct subdrags are equimorphic.
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Note that a maximally shared drag must be linear.
First, we define the maximally shared form 𝐷↓ of a drag 𝐷 by iterating the following sharing

transformation as long as necessary:
(1) Assume 𝐸1, . . . , 𝐸𝑛, 𝐹 are all pairwise distinct maximally shared subdrags of 𝐷 equimorphic

to some subdrag 𝐹 of 𝐷 , called the class of 𝐹 in 𝐷 , and let𝐶𝐹 be the context of 𝐹 = 𝐸1⊕⋯⊕
𝐸𝑛 ⊕ 𝐹 . By Lemma 48, 𝐷 =𝐶𝐹 ⊗𝜉 𝐹 for some 𝜉 . The class 𝐹 is said to be trivial if it consists
of the single drag 𝐹 only (𝑛 = 0), and nontrivial otherwise (𝑛 > 0).

Claim 63. Assume some drag in a class 𝐸 is equimorphic to (possibly several) strict subdrags of a
drag in a class 𝐹 . Then, all drags in the class 𝐹 contain as a subdrag drags in the class 𝐸. This shows that
the well-founded subdrag order lifts to classes of drags. As a consequence, some classes are minimal
in this order.

(2) Assuming 𝐷 is not maximally shared, there exists at least one minimal nontrivial class 𝐹
in 𝐷 . Let, therefore, 𝑜𝑖 ∶ 𝐸𝑖 ↪ 𝐹 be the equimorphism from 𝐸𝑖 to 𝐹 and 𝑜 = ⋃𝑖 𝑜𝑖 . We define
𝜉 ′ = 𝑜 ○ 𝜉 and 𝐷 ′ = 𝐶𝐹 ⊗𝜉 ′ 𝐹 . In words, 𝐷 ′ is obtained from 𝐷 by replacing any edge of
𝐷 from an internal vertex 𝑢 of 𝐶 to a vertex 𝑣 of some 𝐸𝑖 by an edge from 𝑢 to 𝑜𝑖(𝑣), and
transfer any root of a vertex 𝑣 of some 𝐸 𝑗 to 𝑜 𝑗(𝑣), resulting in the drag 𝐷 ′, which contains
a unique element of the class of 𝐹 , 𝐹 itself. Note that this step does not create any new class
of equimorphic drags. The choice of 𝐹 in its class implies that the maximally shared form
of 𝐷 will be defined up to equimorphism.

Lemma 64. The maximally shared form 𝐷↓ of a drag 𝐷 exists and is unique up to equimorphism.

PRoof. A sharing step strictly decreases the number of nontrivial classes of the drag 𝐷 . It fol-
lows that it terminates, and therefore maximally shared forms exist.We prove uniqueness by show-
ing that any two different sharing steps commute, and then conclude by the Diamond Lemma [21].

Let 𝐺,𝐻 be two different minimal classes of equimorphic drags of 𝐷 that can be shared each
in turn. By minimality of both classes, we can consider the context 𝐶 of 𝐺 ⊕ 𝐻 such that 𝐷 =
𝐶 ⊗𝜉 (𝐺 ⊕ 𝐻) = 𝐶 ⊗𝜉 (𝐺 ⊗∅ 𝐻). Using associativity and commutativity of product, we get 𝐷 =
(𝐶⊗𝜉

𝐶,𝐻
𝐻)⊗𝜉

𝐶,𝐺
𝐺 = (𝐶⊗𝜉

𝐶,𝐺
𝐺)⊗𝜉

𝐶,𝐻
𝐻 , showing that (𝐶⊗𝜉

𝐶,𝐻
𝐻) and (𝐶⊗𝜉

𝐶,𝐺
𝐺) are the contexts

in𝐷 of𝐺 and𝐻 , respectively. Let now 𝐸 =𝐶 ⊗𝜉
𝐶,𝐻

𝐻)⊗𝜉𝐶,𝐺
𝐺 and 𝐹 = (𝐶⊗𝜉

𝐶,𝐺
𝐺)⊗𝜉𝐶,𝐻

𝐻 , obtained
from 𝐷 by sharing classes𝐺 and 𝐻 , respectively. Using associativity and commutativity again, we
can now share the classes 𝐺 and 𝐻 in 𝐸 and 𝐹 , respectively. We get 𝐸′ = (𝐶 ⊗𝜉𝐸,𝐻 𝐻)⊗𝜉𝐶,𝐺

𝐺 and
𝐹 ′ = (𝐶⊗𝜉𝐶,𝐺

𝐺)⊗𝜉𝐶,𝐻
𝐻 . Using associativity and commutativity again, we get 𝐸′ = (𝐶⊗𝜉 (𝐺⊗∅𝐻) =

𝐹 ′. □

Example 65. Figure 8 shows two examples of drags that have the same maximally shared form.
For the left drag, the two subdrags reduced to a vertex labeled 𝑎 are equimorphic. The maximally
shared form is obtained in one step. For the right drag, two steps will be needed, as shown on the
figure. □

Lemma 66. Given a drag 𝐷 , there exists a morphism 𝑜 ∶ 𝐷 → 𝐷↓, such that all vertices of 𝐷 sent to
the same vertex by 𝑜 generate subdrags of 𝐷 that are sharing-equivalent.

PRoof. Straightforward, noticing that each class of equimorphic drags in a drag has a represen-
tative (the one chosen by sharing) in normal form. □

Definition 67 (Sharing equivalence). Two drags are sharing-equivalent if they have equimorphic
maximally shared forms.



32 N. Dershowitz, J.-P. Jouannaud, and F. Orejas

⎛
⎝

𝑓
↘↙↓

𝑎 𝑘
↓↓
𝑎

⎞
⎠

=?

𝑓
↓↓
𝑘
↓↓
𝑎→
N

⎛
⎝

𝑓
↘↙

𝑎 ←Ð 𝑘
↓
𝑎

↓
𝑎
⎞
⎠

=?
⎛
⎝

𝑓
↘↙

𝑎 ←Ð 𝑘
↓
𝑎→

⎞
⎠

=?

𝑓
↓↓
𝑘
↓↓
𝑎→
N

Fig. 8. Maximally shared form of a drag.

Simple consequences are that equimorphic drags are sharing-equivalent and that drags that are
sharing-equivalent have the same sets of variables.

We now show that sharing-equivalence is closed by the operations on drags that we have de-
fined. First, obviously,

Lemma 68. Sharing-equivalence is closed under parallel composition.

Definition 69 (Sharing equivalence of wires). Let 𝐷,𝐷 ′ be two drags that are sharing-equivalent.
Two well-behaved set of wires 𝑊 = {𝑠𝑖 ↝ 𝑟𝑖}𝑖 of 𝐷 and 𝑊 ′ = {𝑠′𝑗 ↝ 𝑟 ′𝑗}𝑗 of 𝐷 ′ are sharing-
equivalent if

● the sets of variables labeling the sprouts {𝑠𝑖}𝑖 and {𝑠′𝑗}𝑗 are identical;
● for all sprouts 𝑠𝑖 , 𝑠′𝑗 sharing the same label, 𝐷 ⇂𝑟𝑖 and 𝐷 ′ ⇂𝑟 ′𝑗 are sharing-equivalent.

Two rewriting extensions ⟨𝐸, 𝜉⟩ of 𝐷 and ⟨𝐸′, 𝜉 ′⟩ of 𝐷 ′ are sharing-equivalent if so are 𝐸 and 𝐸′,
and 𝜉 and 𝜉 ′.

The definition of sharing-equivalence for sets of wiresmakes sense since the same variables label
the respective sprouts of sharing-equivalent drags. It makes sense for extensions by Lemma 68,
since 𝜉 and 𝜉 ′ are well-behaved sets of wires of𝐷⊕𝐸 and𝐷 ′⊕𝐸′ by definition. Sharing-equivalence
is thus an equivalence on drags, sets of wires, and extensions.

Lemma 70. Given two sharing-equivalent well-behaved sets of wires 𝜉, 𝜁 of a drag 𝐷 , 𝐷𝜉 and 𝐷𝜁

are sharing-equivalent.

PRoof. By induction on the number of wires in 𝜉 . If 𝜉 is empty, then 𝜁 must be empty too since
they are sharing-equivalent, and the result holds in that case. Otherwise, neither 𝜉 nor 𝜁 can be
empty. Let 𝑠 ↝ 𝑟 ∈ 𝜉 be a maximal wire. By the definition of sharing-equivalence for sets of wires,
there must exist a wire 𝑠′ ↝ 𝑟 ′ ∈ 𝜁 such that 𝐷 ⇂𝑟 and 𝐷 ⇂𝑟 ′ are sharing-equivalent, implying that
neither are sprouts or both are inwhich case their label is the same. By coherence of a well-behaved
set of wires, we can always choose 𝑠 = 𝑠′. It follows that 𝑠 ↝ 𝑟 ′ must be maximal in 𝜁 . The drags
𝐷𝑠↝𝑟 and𝐷𝑠↝𝑟 ′ are clearly sharing-equivalent. Since 𝜉∖𝑠 ↝ 𝑟 and 𝜁 ∖𝑠 ↝ 𝑟 ′ are sharing-equivalent,
well-behaved sets of wires, we conclude by the induction hypothesis. □

Lemma 71. Sharing commutes with wiring: 𝐷𝜉↓ = (𝐷↓𝜉)↓.

The set of wires 𝜉 for 𝐷↓ should of course be understood as the restriction of 𝜉 to the sprouts of
𝐷 which are still vertices of 𝐷↓.

PRoof. By induction on the size of 𝜉 . If 𝜉 is empty, the result is clear. Otherwise, let 𝜉 = 𝜁 ∪𝑠 ↝ 𝑟 ,
where 𝑠 ↝ 𝑟 is maximal. By coherence of 𝜉 , we can choose 𝑠 ↝ 𝑟 so that 𝑠 is still a sprout of 𝐷↓.
By Lemma 66, 𝑟 is mapped to a vertex 𝑜(𝑟) of 𝐷 such that 𝑟 and 𝑜(𝑟) generate sharing-equivalent
subdrags. Now, 𝐷𝜉 = (𝐷𝑠↝𝑟 )𝜁 , and 𝐷↓𝜉 = (𝐷↓𝑠↝𝑜(𝑟))𝜁 , and by the previous remark, 𝐷𝑠↝𝑟 and
𝐷↓𝑠↝𝑟 are sharing-equivalent. We then conclude by the induction hypothesis. □
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Lemma 72. Sharing equivalence is closed under wiring.

PRoof. We are now given two sharing-equivalent drags 𝐷,𝐷 ′ and two sharing equivalent, well-
behaved sets of wires 𝜉, 𝜁 for 𝐷,𝐷 ′, respectively. Now,

𝐷𝜉↓ = (𝐷↓𝜉)↓ (by Lemma 71)
= (𝐷 ′↓𝜉)↓ (because 𝐷 and 𝐷 ′ are sharing equivalent)
= (𝐷 ′↓𝜁 )↓ (by Lemma 70)
= (𝐷 ′𝜁 )↓,

showing that 𝐷𝜉 and 𝐷 ′𝜁 are sharing-equivalent. □

Using now Lemmas 68 and 72, we get:

Lemma 73. Given two sharing-equivalent drags 𝐷,𝐷 ′, let ⟨𝐸, 𝜉⟩ and ⟨𝐸′, 𝜉 ′⟩ be two sharing equiv-
alent extensions of 𝐷 and 𝐷 ′, respectively. Then, 𝐷 ⊗𝜉 𝐸 and 𝐷 ′ ⊗𝜉 ′ 𝐸′ are sharing-equivalent.

The following important result summarizes the closure properties of sharing equivalence:

TheoRem 74. Sharing equivalence is closed under parallel and cyclic composition.

10 MATCHING
We now turn to the operation of matching a drag 𝐷 against a drag 𝐿. The existence of a monomor-
phism from 𝐿 to 𝐷 is the traditional categorical definition of matching, as used in DPO. The exis-
tence of an extension ⟨𝐶, 𝜉⟩ such that𝐷 = 𝐿⊗𝜉𝐶 is the traditional rewriting way to definematching.
We investigate their relationship below.

Lemma 75. Given two disjoint drags 𝐿,𝐶 and a switchboard 𝜉 for 𝐿,𝐶 , the natural injection from
𝐿 to 𝐶 ⊗𝜉 𝐿 is a monomorphism.

PRoof. By Lemma 26, the natural injection from 𝐿 to 𝐿 ⊕𝐶 is an monomorphism. By Lemma
40, the natural injection from 𝐿⊕𝐶 to 𝐿⊗𝜉 𝐶 is a monomorphism. We conclude by Lemma 21. □

Next, we consider the converse, namely, the existence of an extension when given the injection.
To this end, we introduce a particular kind of rewriting extension:

Definition 76 (Rewriting extension). Given a drag 𝐿 having no rootless isolated sprout, a rewriting
extension of 𝐿 is a extension ⟨𝐶, 𝜉⟩ such that𝐶 is a linear drag which has no vertex nor variable in
common with 𝐿, 𝜉𝐿 is total and 𝜉𝐸 surjective. In addition, it is reduced if𝐶 has no rootless isolated
sprouts, and the wires of its switchboard are of the following forms:

(1) 𝑠 ↝ 𝑟 ∈ 𝜉𝐶 . Then, 𝑟 is an internal vertex or an isolated sprout of 𝐶;
(2) 𝑠 ↝ 𝑟 ∈ 𝜉𝐶 . Then, 𝑟 is any vertex of 𝐶 which does not belong to Dom(𝜉𝐶).

So, bouncing between 𝐿 and 𝐶 is extremely limited for reduced rewriting extensions.

Lemma 77. Given a drag 𝐷 , a drag 𝐿 with no rootless isolated sprout and no sprout in common
with 𝐷 , and an injection 𝑜 ∶ 𝐿 ↪ 𝐷 , there exists a reduced rewriting extension ⟨𝐶, 𝜉⟩ of 𝐿 such that 𝐶
and 𝐿 have no vertex in common, and 𝐷 =𝐶 ⊗𝜉 𝐿.

PRoof. Without loss of generality, sprouts of 𝐷 , if any, will be considered internal vertices of
𝐷 , since they will not belong to the domain of 𝜉 . In what follows, we successively (a) construct the
context extension 𝐶 , (b) then the switchboard 𝜉 , and finally (c) verify that putting them together
we have 𝐷 =𝐶 ⊗𝜉 𝐿.
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(a). Construction of context 𝐶:
● Labeled internal vertices. Let 𝑉 be the vertices of 𝐷 and 𝐼 the internal vertices of 𝐿 (which

are also internal vertices of 𝐷 by the assumption that 𝑜 is an injection). Then, the set of
internal vertices of 𝐶 will be𝑊 = 𝑉 ∖ 𝐼 , each one equipped with its label in 𝐷 . Edges of 𝐶
between vertices of𝑊 are just those of 𝐷 .
● Labeled sprouts. The set 𝑆 of sprouts of 𝐶 consists of fresh sprouts 𝑡𝑢,𝑖 ∶ 𝑥𝑢,𝑖 , bijectively

associated with the pair (𝑢, 𝑖) for each entering edge 𝑢 Ð→𝑖 𝑣 in 𝐷—with 𝑢 ∈𝑊 and 𝑣 ∈ 𝐼 ,
plus sprouts 𝑡𝑢,𝑖 ∶ 𝑦𝑢,𝑖 for each creating edge 𝑢 Ð→𝑖 𝑣 in 𝐷 , such that 𝑢, 𝑣 ∈ 𝐼 , but 𝑢 Ð→𝑖 𝑣
is not an edge of 𝐿, 𝑢 Ð→𝑖 𝑠 is an edge in 𝐿 and 𝑜(𝑠) = 𝑣 . Notice that the edge 𝑢 Ð→𝑖 𝑠 ,
with 𝑜(𝑠) = 𝑣 , must exist by the definition of premorphism. Notice also that, by definition,
the variables of any two sprouts in𝐶 must be different, implying that the context𝐶 will be
linear.
● Edges. The set of edges of 𝐶 consists of all edges 𝑢 Ð→𝑖 𝑣 in 𝐷 , such that 𝑢, 𝑣 ∈ 𝑊 , plus

edges 𝑢 Ð→𝑖 𝑡𝑢,𝑖 , for each entering edge 𝑢 Ð→𝑖 𝑣 in 𝐷 with 𝑢 ∈𝑊 and 𝑣 ∈ 𝐼 . These sprouts
are not isolated.
● Roots. Finally, each vertex 𝑣 in𝑊 is equipped with roots so that 𝑣 has the same indegree

in 𝐶 and 𝐷 . Sprouts 𝑡𝑢,𝑖 , 𝑡𝑢,𝑖 ∶ 𝑦𝑢,𝑖 ∈ 𝐶 , associated to the creating edge 𝑢 Ð→𝑖 𝑣 in 𝐷 , are
equipped with a single root, hence will be rooted, isolated sprouts.

(b). Construction of switchboard 𝜉 :
● For each creating edge 𝑢 Ð→𝑖 𝑠 of 𝐿, 𝜉𝐿(𝑠) = 𝑡𝑢,𝑖 ∶ 𝑦𝑢,𝑖 . For any other sprout 𝑠 ∈ 𝐿, 𝜉𝐿(𝑠) =
𝑜(𝑠).
● For each sprout 𝑡𝑢,𝑖 ∶ 𝑥𝑢,𝑖 ∈ 𝐶 , associated to entering edge 𝑢 Ð→𝑖 𝑣 in 𝐷 , 𝜉𝐶(𝑡𝑢,𝑖 ∶ 𝑥𝑢,𝑖) = 𝑣 ,

and for each sprout 𝑡𝑢,𝑖 ∶ 𝑦𝑢,𝑖 ∈ 𝐶 , associated to creating edge𝑢 Ð→𝑖 𝑣 in𝐷 , 𝜉𝐶(𝑡𝑢,𝑖 ∶ 𝑥𝑢,𝑖) = 𝑣 .
We are left with showing that 𝜉 is a switchboard. The union 𝜉𝐿 ∪ 𝜉𝐶 is coherent and well-behaved:
It is coherent since 𝑜 is a premorphism and𝐶 is linear; by definition 𝜉𝐿 ∪ 𝜉𝐶 is functional and well-
founded. Finally, 𝜉𝐿 ∪ 𝜉𝐶 is injective, since 𝑜 is a morphism and, hence, root preserving. Therefore,
⟨𝐶, 𝜉⟩ is an extension, and even a reduced one.

(c). Verification that 𝐷 = 𝐶 ⊗𝜉 𝐿: Internal vertices of 𝐷 and 𝐶 ⊗𝜉 𝐿 coincide, and so too their
labeling. We show that edges also coincide by inspecting all categories of edges 𝑢 Ð→𝑖 𝑣 of 𝐷 :

● 𝑢, 𝑣 ∈𝑊 . By construction of 𝐶 , 𝑢 Ð→𝑖 𝑣 is an edge of 𝐶 and therefore of 𝐶 ⊗𝜉 𝐿.
● 𝑢, 𝑣 ∈ 𝐼 and 𝑢 Ð→𝑖 𝑣 is an edge of 𝐿. Then it is an edge in 𝐶 ⊗𝜉 𝐿.
● 𝑢, 𝑣 ∈ 𝐼 , but𝑢 Ð→𝑖 𝑣 is not an edge of 𝐿, hence it is a created edge of 𝐷 corresponding to the

creating edge 𝑢 Ð→𝑖 𝑠 of 𝐿. By construction, 𝜉𝐿(𝑠) = 𝑡𝑢,𝑖 and 𝜉𝐶(𝑡𝑢,𝑖) = 𝑣 , hence 𝑢 Ð→𝑖 𝑣 is
an edge in 𝐶 ⊗𝜉 𝐿. This case shows the need for bouncing from 𝐿 to 𝐶 and back from 𝐶 to
𝐿, hence explaining the definition of a reduced switchboard.
● 𝑢 ∈ 𝐼 , 𝑣 ∈𝑊 . By the definition of an injection, the 𝑖th edge issuing from 𝑢 in 𝐿 must be of

the form 𝑢 Ð→𝑖 𝑠 , where 𝑠 is a sprout such that 𝑜(𝑠) = 𝑣 . By construction, 𝜉𝐿(𝑠) = 𝑣 , hence
𝑢 Ð→𝑖 𝑣 is an edge of 𝐶 ⊗𝜉 𝐿.
● 𝑢 ∈ 𝑊 , 𝑣 ∈ 𝐼 . Hence 𝑢 Ð→𝑖 𝑣 is an entering edge. By construction, 𝐶 includes a sprout
𝑡𝑢,𝑖 ∶ 𝑥𝑢,𝑖 and an edge 𝑢 Ð→𝑖 𝑡𝑢,𝑖 , with 𝜉𝐶(𝑡𝑢,𝑖) = 𝑣 , hence 𝑢 Ð→𝑖 𝑣 is an edge in 𝐶 ⊗𝜉 𝐿.
● Since all sprouts 𝑡𝑢,𝑖 added to 𝐶 are bi-univocally associated with an edge 𝑢 Ð→𝑖 𝑣 of 𝐷 ,

either creating or entering, there are no other edges in 𝐶 ⊗𝜉 𝐿.
In case 𝐿 is a rooted isolated sprout, the constructed context𝐶 is identical to 𝐷 , and the switch-

board 𝜉 contains the single wire 𝑠 ↝ 𝑜(𝑠). Verification then succeeds trivially since isolated sprouts
are identities for product in this case by Lemma 60. □



Drag Rewriting 35

Example 78. Let 𝐷 be a drag with two internal vertices labeled ℎ[1] and 𝑓 [1], both of arity 3,
and edges ℎ Ð→1 𝑓 , ℎ Ð→2 𝑓 , ℎ Ð→3 ℎ, and 𝑓 Ð→1 ℎ, 𝑓 Ð→2 𝑓 , 𝑓 Ð→3 ℎ. Now consider the
drag 𝐿 = 𝑓 [4](𝑥[1]1 , 𝑥

[1]
2 , 𝑥3) with the injection 𝑜 mapping its four vertices 𝑓 , 𝑥1, 𝑥2, 𝑥3 to 𝑓 ,ℎ, 𝑓 ,ℎ,

respectively, and 𝑜𝑅(𝑥[1]1 ) = ℎ Ð→3 ℎ, 𝑜𝑅(𝑓 [3]) = {ℎ Ð→1 𝑓 ,ℎ Ð→2 𝑓 , 𝑓 Ð→3 𝑓 }.
Let now 𝐶 be the drag ℎ[4](𝑦1, self,𝑦3) ⊕ 𝑧[2]. We now construct the expected extension by

processing all missing edges in turn:
(1) 𝑓 Ð→2 𝑓 : add 𝑧[2] to𝐶 , define 𝜉𝐿(𝑥2) = 𝑧 and 𝜉𝐶(𝑧) = 𝑓 ; remove a root from 𝑓 and 𝑓 Ð→2 𝑓

from 𝑜𝑅(𝑓 );
(2) 𝑓 Ð→1 ℎ: define 𝜉𝐿(𝑥1) = ℎ and remove 𝑓 Ð→1 ℎ from 𝑜𝑅(ℎ);
(3) 𝑓 Ð→3 ℎ: define 𝜉𝐿(𝑥3) = ℎ and remove 𝑓 Ð→3 ℎ from 𝑜𝑅(ℎ);
(4) ℎ Ð→1 𝑓 : define 𝜉𝐶(𝑦1) = 𝑓 and remove ℎ Ð→1 𝑓 from 𝑜𝑅(𝑓 );
(5) ℎ Ð→2 𝑓 : define 𝜉𝐶(𝑦2) = 𝑓 and remove ℎ Ð→2 𝑓 from 𝑜𝑅(𝑓 ).

We therefore obtain the extension:
(ℎ[3](𝑦1,𝑦2, self)⊕ 𝑧[2], {𝑥1 ↝ ℎ, 𝑥2 ↝ 𝑧, 𝑧 ↝ 𝑓 , 𝑥3 ↝ ℎ,𝑦1 ↝ 𝑓 ,𝑦2 ↝ 𝑓 ,𝑦3 ↝ 𝑥1, 𝑧 ↝ ℎ})

We observe that mapping 𝑥2 to 𝑧 and then 𝑧 to 𝑓 produces the edge 𝑓 Ð→ 𝑓 , while other edges are
produced more directly, as pointed out above, not being created edges of 𝐿 in 𝐷 . □

We have not claimed uniqueness of the reduced rewriting extension ⟨𝐶, 𝜉⟩ when given 𝐷 , 𝐿,
and 𝜄. Uniqueness could be easily achieved by strengthening the definition of reduced extension,
imposing a requirement that isolated sprouts of the extension context𝐶 have a single root, hence
cannot be targets for two different wires of the switchboard. This question merits further inves-
tigation, and it would be interesting to have both a matching and unification algorithm for this
version of drags, in the style of [23]. Its relevance lies in the fact that given 𝐷,𝐿,𝑜 , the result of
rewriting 𝐷 with 𝐿 → 𝑅 at 𝑜 (defined in the next section) would then be deterministic, as is usually
expected from a functional rewriting mechanism.

11 REWRITING
Rewriting is often used as amethod to decide congruences, or to describe syntactic transformations,
the underlying congruence being implicit. The idea is that a congruence is an equivalence that is
closed under composition with respect to extensions. This is the case for drags just like it is for
terms, composition taking here the place of both context application and substitution.

As usual, rewriting is a precongruence. Symmetry is eschewed, so as to allow the unidirectional
use of rewriting to decide whether two given drags are equivalent in the congruence generated by
a given set of drag equations, thereby potentially reducing the nondeterminism involved in proof
search.

11.1 Rewrite Rules
A rewrite rule serves to replace some drag pattern 𝐿 by some other drag pattern 𝑅 in a given drag
𝐷 that contains 𝐿 in a context defined by a rewriting extension ⟨𝐸, 𝜉⟩. That is, 𝐷 = 𝐸 ⊗𝜉 𝐿. In this
process, it is important to ensure that replacing 𝐿 by 𝑅 is possible, in other words that there exists a
rewriting extension ⟨𝐸′, 𝜉 ′⟩ of 𝑅 closely related to ⟨𝐸, 𝜉⟩, so that all roots and sprouts of 𝑅 disappear
in the composition 𝐸′⊗𝜉 ′ 𝑅 = 𝐷 ′. This implies, in particular, that 𝜉 ′ must be well-behaved and that
each root in 𝐿 must correspond to a root in 𝑅, hence suggesting a first proposal for a drag rewrite
rule that generalizes the familiar notion of term rewrite rule:

Definition 79 (Patterns). A drag all of whose vertices are accessible is called a right-pattern. It is
called a left-pattern, or simply pattern, if also all of its sprouts have predecessors.
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Definition 80 (Rewrite rules). A drag rewrite rule 𝜂 ∶ 𝐿 → 𝑅, written alternatively 𝐿 →𝜂 𝑅, has
three components: a pattern 𝐿, a right-pattern 𝑅, and a multi-injective map 𝜂 ∶R(𝐿)→R(𝑅) from
the set of roots of 𝐿 to the set of roots of 𝑅. A rule 𝐿 → 𝑅 is stringent if Var(𝑅) ⊆ Var(𝐿).

The case of term rewriting rules is quite simple: since 𝐿 and 𝑅 have a single root each, there is
a unique possible map 𝜂. In [12], 𝐿 and 𝑅 have ordered lists of roots of the same length, making 𝜂
unique again. In both these cases, there is no need for 𝜂 to be explicit. Having a multiset of roots
forces us to specify 𝜂, whose rôle is to multi-injectively map the multiset of roots of 𝐿 into the
multiset of roots of 𝑅. Note that there may be strictly more roots in 𝑅 than in 𝐿; having the same
number would require 𝜂 to be multi-equijective.

11.2 Rewriting Relations
We first consider “relational” rewriting. Given drags 𝐷,𝐷 ′, rewriting 𝐷 to 𝐷 ′ using rule 𝜂 ∶ 𝐿 → 𝑅
involves the following steps:

(1) match 𝐷 against 𝐿: find a rewriting extension ⟨𝐸, 𝜉⟩ of 𝐿 such that 𝐷 = 𝐸 ⊗𝜉 𝐿;
(2) match 𝐷 ′ against 𝑅: find a rewriting extension ⟨𝐸′, 𝜉 ′⟩ such that 𝐷 ′ = 𝐸′ ⊗𝜉 ′ 𝑅;
(3) verify that the two extensions are compatible.

Compatibility means the following:

Definition 81 (Compatibility). Given a rule 𝜂 ∶ 𝐿 → 𝑅, two rewriting extensions ⟨𝐸, 𝜉⟩ and ⟨𝐸′, 𝜉 ′⟩
of 𝐿 and 𝑅, respectively, are compatible if

(1) 𝐸 and 𝐸′ are equimorphic: 𝐸 ≡𝑜 𝐸′;
(2) for all sprouts 𝑠 of 𝐸: 𝜉 ′(𝑜(𝑠)) = 𝜂(𝜉(𝑠)); and
(3) for all sprouts 𝑡 ∶ 𝑥 of 𝐿 and 𝑡 ′ ∶ 𝑥 of 𝑅, the subdrags 𝐸 ∣𝜉(𝑡) and 𝐸′ ∣𝜉 ′(𝑡 ′) are equimorphic.

The rewriting switchboards map sprouts of 𝐸, 𝐸′ to roots of 𝐿,𝑅, respectively, and these map-
pings must fit with 𝜂, hence condition (2). Note that taking 𝐸 and 𝐸′ isomorphic would suffice:
imposing that their sprouts are labeled by the same variables is possible because we distinguish
both switchboards 𝜉 for the left-hand side and 𝜉 ′ for the right-hand side. Condition (3) expresses
the property that the restrictions of 𝜉 and 𝜉 ′, to the sprouts of 𝐿 and 𝑅, respectively, could be made
into a single well-behaved set of wires, which will become important later.

We can now define relational rewriting:

Definition 82 (Rewriting). A drag 𝐷 is in a rewriting relation with drag 𝐷 ′—using the rewrite
rule 𝜂 ∶ 𝐿 → 𝑅 such that 𝐿 and 𝐷 have no vertex in common and 𝜂 is a multi-injective map from
the roots of 𝐿 to the roots of 𝑅—if there exist two compatible rewriting extensions ⟨𝐸, 𝜉⟩ of 𝐿 and
⟨𝐸′, 𝜉 ′⟩ of 𝑅 such that 𝐷 = 𝐸 ⊗𝜉 𝐿 and 𝐷 ′ = 𝐸′ ⊗𝜉 ′ 𝑅.

Since the extension drags 𝐸 and 𝐸′ must be equimorphic, it is tempting to take them to be
identical. This is of course impossible in case 𝐷 and 𝐷 ′ do not share vertices, in which case only
the sprouts of 𝐸 and 𝐸′ can be shared, which simplifies condition (2) already to 𝜉 ′(𝑠) = 𝜂(𝜉(𝑠)).
Usually, however, only 𝐷 is given, and 𝐷 ′ is defined by the rewriting process, in which case it is
not necessary to generate new vertices for 𝐸′; we can take 𝐸′ = 𝐸. In this case, we define rewriting
as a computation mechanism.

Definition 83 (Strong compatibility). Given a rule 𝜂 ∶ 𝐿 → 𝑅, two clean rewriting drag extensions
⟨𝐸, 𝜉⟩ and ⟨𝐸′, 𝜉 ′⟩ of 𝐿 and 𝑅, respectively, are strongly compatible if

(1) 𝐸 = 𝐸′;
(2) for all sprout 𝑠 of 𝐸, 𝜉 ′(𝑠) = 𝜂(𝜉(𝑠));
(3) for all sprouts 𝑠 ∶ 𝑥 of 𝐿 and 𝑡 ∶ 𝑥 of 𝑅, the subdrags 𝐸 ∣𝜉(𝑠) and 𝐸 ∣𝜉 ′(𝑡) are equimorphic.
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𝐿 𝑅

𝐸 𝐸′
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𝜉 𝜉 ′

𝑜

𝜉 𝜉 ′

Fig. 9. Compatible rewrite extension of a rewrite rule.

Definition 84 (Functional rewriting). A drag 𝐷 rewrites to a drag 𝐷 ′ using the stringent rewrite
rule 𝜂 ∶ 𝐿 → 𝑅 such that 𝐿 and 𝐷 have no vertex in common and 𝜂 is a multi-injective map from
the roots of 𝐿 to the roots of 𝑅, if there exist two strongly compatible rewriting extensions ⟨𝐸, 𝜉⟩
of 𝐿 and ⟨𝐸′, 𝜉 ′⟩ of 𝑅 such that 𝐷 = 𝐸 ⊗𝜉 𝐿 and 𝐷 ′ = 𝐸′ ⊗𝜉 ′ 𝑅.

We say that drag 𝐷 rewrites to drag 𝐷 ′ with rewrite system R, all of whose rules are stringent,
denoted 𝐷Ð→R𝐷 ′, if 𝐷 rewrites to 𝐷 ′ using some rule 𝜂 ∈R.

Example 85. Consider the two rewriting examples of Figure 10. The input drags to be rewritten
and the resulting output drags are in black. The rule ℎ(𝑥, 𝑥)→ 𝑘(𝑥, 𝑥) is in red. Its various sprouts,
all labeled 𝑥 , are not shared; hence, we can use our naming conventions. The extension drags are
in blue, and the switchboards in black.

In the upper example, the right-hand side switchboard 𝜉 ′ coincides roughly with the left-hand
side switchboard 𝜉 . Note that the left- and right-hand sides of the rule have a single root, the
vertices ℎ and 𝑘 , respectively. Note also that these switchboards do satisfy strong compatibility.

In the lower example, the switchboard 𝜉 ′ differs from 𝜉 in that both left-hand side 𝑥 ’s are mapped
to 𝑎2 (there is no other choice) while the two right-hand sides 𝑥 ’s are mapped to 𝑎1 and 𝑎2, respec-
tively, which yields a quite different result. Note that 𝑎1 and 𝑎2 generate equimorphic subdrags
reduced to a single vertex labeled 𝑎 having two roots. Here, the right-hand side switchboard does
not force sharing, that’s why we can map 𝑥3 and 𝑥4 to different vertices.

Using the rule ℎ(𝑥, 𝑥) → 𝑘(𝑥, 𝑥) in which 𝑥 is shared in the left-hand side would yield exactly
the same result with the same switchboards. In this example, the switchboard forces sharing on
the left-hand side, even if the rule does not. □
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Fig. 10. Rewriting example.

So, the determination of a switchboard obeys precise rules, but leaves also some room for choos-
ing the right-hand side switchboard among sometimes several possibilities. As a consequence, the
result of a rewrite step is not entirely determined by matching, as is the case for terms. Note, how-
ever, that both resulting drags obtained in Example 85 are very similar: they are the same up to
sharing-equivalence.

Given now a rule 𝐿 → 𝑅 such that ⟨𝐸, 𝜉⟩ and ⟨𝐸, 𝜁 ⟩ are two equimorphic extensions for 𝑅, the
result of rewriting with that rule and these extensions will not depend upon which extension is
used, up to sharing:

TheoRem 86. Let𝐷Ð→𝐿→𝑅𝐺 and𝐷Ð→𝐿→𝑅𝐺
′, using compatible rewriting extensions.Then,𝐺 and

𝐺 ′ are sharing-equivalent.

PRoof. Since compatible rewriting extensions are sharing-equivalent, 𝑅 and 𝑅′ are sharing-
equivalent by Theorem 74. □

This result applies to rewriting as a computing device, but also to rewriting as a relation. Note
that we have not required that variables of the right-hand side 𝑅 of the rule 𝐿 → 𝑅 all occur in 𝐿.
The choice of 𝜁 (𝑦), if 𝑦 is such a variable, is given by matching 𝐺 with respect to 𝑅, when using
rewriting as a relation. When using rewriting as a computing device, every choice of 𝜁 (𝑦)will give
a specific 𝐺 , but any two strongly compatible choices of 𝜁 (𝑦) will give sharing-equivalent 𝐺 ’s.

Example 87. Figure 11 illustrates rewriting with a rule whose left-hand side originates from
the example of wiring presented in Figure 7, and right-hand side is just a variable with 3 roots.
Leftmost is the input drag, and rightmost is the result. Both are in black. The rule is written in red,
the context in blue, the switchboard in black. Note that the number of roots of the resulting drag
is one more than that of the original drag. The reader is invited to verify the result of the rewrite
step by actually doing the composition calculation. □

A final question arises: Given a drag 𝐷 , a rule 𝐿 → 𝑅, and a rewriting extension ⟨𝐸, 𝜉⟩ for 𝐿,
does there exist a rewriting extension ⟨𝐸, 𝜉 ′⟩ for 𝑅? In general, yes, but there is a particular case
for which this is not true. It may indeed be that the switchboard 𝜉 , which is well-behaved for 𝐿,
is not well-behaved for 𝑅. This happens in the following situation: 𝑢 is a rooted internal vertex of
𝐿, 𝑠 ∶ 𝑥 is a sprout of 𝐿 accessible from 𝑢, 𝑠′ ∶ 𝑥 is a rooted sprout of 𝑅 such that 𝜂(𝑢) = 𝑠′, 𝑡 ∶ 𝑦 is
a sprout of 𝐸, 𝜉(𝑠) = 𝑡 , and 𝜉(𝑡) = 𝑢. Switchboard 𝜉 is well-behaved with respect to 𝐿 because 𝑢
is an internal vertex. Now, 𝜉 ′(𝑠′) = 𝑡 and 𝜉 ′(𝑡) = 𝜂(𝑢) = 𝑠′; hence, 𝜉 ′ is not well-behaved. This is
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Fig. 11. Rewriting with the red rule.

the only situation where this may arise, but this is why we always assumed the existence of one
rewriting extension for 𝐿 and one for 𝑅.

12 DRAG REWRITING VERSUS TERM AND DAG REWRITING
In this section, we consider term rewrite rules having possibly a root at their head, and (try to)
apply them to terms that possibly involve sharing.

Consider a rule 𝑓 (𝑥, 𝑥) → 𝑔(𝑥, 𝑥) with no roots on either side. The sprouts are 𝑥1, 𝑥2 in the
left-hand side and 𝑥3, 𝑥4 in the right-hand side.

Let 𝑡1 = 𝑓 (𝑎, 𝑎) with vertices 𝑓 (on top) and 𝑎1 (shared). Let 𝑡2 = 𝑓 (𝑎, 𝑎), with vertices 𝑓 , 𝑎1, 𝑎2
And let 𝑡 ′1 = 𝑔(𝑎,𝑎), with the shared vertex 𝑎1 being the same as above, and 𝑡 ′2 = 𝑔(𝑎,𝑎) with
vertices 𝑎2 on the left and 𝑎1 on the right.

● 𝑡1Ð→𝑡 ′1 with extension drag 𝐸 being the two-rooted vertex 𝑎
[2]
1 and switchboards being

𝜉 = {𝑥1 ↦ 𝑎1, 𝑥2 ↦ 𝑎1} and 𝜉 ′ = {𝑥3 ↦ 𝑎1, 𝑥4 ↦ 𝑎1}.
● 𝑡2Ð→𝑡 ′2 with extension drag 𝐸 = 𝑎[1]1 ⊕ 𝑎

[1]
2 , and switchboards 𝜉 = {𝑥1 ↦ 𝑎1, 𝑥2 ↦ 𝑎2} and

𝜉 ′ = {𝑥3 ↦ 𝑎2, 𝑥4 ↦ 𝑎1}.
● 𝑡1Ð→𝑡 ′2 with extension drags (two are needed here) 𝐸 = 𝑎

[2]
1 and 𝐸′ = 𝑎

[1]
1 ⊕ 𝑎

[1]
2 and

switchboards 𝜉 = {𝑥1 ↦ 𝑎1, 𝑥2 ↦ 𝑎1} and 𝜉 ′ = {𝑥3 ↦ 𝑎2, 𝑥4 ↦ 𝑎1}. Note that the vertex 𝑎1
does not have the same number of roots in 𝐸 and 𝐸′. Note also that 𝐸′ cannot be identical
to 𝐸 since 𝑡 ′2 has additional vertices that do not originate from the rewrite rule, they must
therefore come from the extension drag.This rewrite is therefore relational, using the clone
𝑎2 of 𝑎1.
● 𝑡2Ð→𝑡 ′1 . Take 𝐸 = 𝑎[1]1 ⊕ 𝑎

[1]
2 , 𝐸′ = 𝑎[2]1 , 𝜉 = {𝑥1 ↦ 𝑎1, 𝑥2 ↦ 𝑎2} and 𝜉 ′ = {𝑥3 ↦ 𝑎1, 𝑥4 ↦ 𝑎1}.

Note that the choice of 𝐸′ allowed us to garbage collect the vertex 𝑎[1]2 of 𝐸 implicitly. The
other choice 𝐸′ = 𝑎[2]1 ⊕𝑎

[1]
2 would yield as a result the expression 𝑡 ′1⊕𝑎

[1]
2 , hence disabling

garbage collection.
● 𝑡1Ð→𝑎[1]3 ⊕ 𝑡

′
1, where 𝑎3 is a fresh copy of 𝑎, that is, a clone of 𝑎. Take 𝐸 = 𝑎[1]1 ⊕ 𝑎

[1]
2 , 𝐸′ =

𝑎
[2]
1 ⊕ 𝑎

[1]
3 , with 𝜉 and 𝜉 ′ as above. Here, we have achieved cloning and garbage collection

at the same time.
Terminating computations, to which we are partial, are incompatible with cloning. In general,

functional rewriting restricts context extensions so as to avoid cloning and allow one to attain
termination. Relational rewriting, on the other hand, is more lax regarding cloning and nontermi-
nation.

We provide now more formal statements comparing term and dag rewriting to drag rewriting.
To this end, we encode a term 𝑡 as a drag 𝑡 by adding a root at its head. This applies of course to
rules, so that a set of term rewrite rules 𝑅 may be denoted by 𝑅 when encoded as drag rewrite
rules. Assuming that left-hand sides of term rewriting rules are not variables (hence are patterns),
we have:
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Lemma 88. Let 𝑅 be a set of term rewriting rules and 𝑠, 𝑡 two terms. Then, 𝑠Ð→𝑅 𝑡 iff 𝑠Ð→𝑅𝑡 .

The proof of this requires a proof of the one-step case with some rule 𝑙 → 𝑟 , which itself fol-
lows from the definitions of term and drag rewriting, from Lemma 75 (relating term matching
using 𝑙 with drag matching using 𝑙 ), and from Lemma 77 (relating drag matching using 𝑟 and term
matching using 𝑟 ).

Note that this result is valid for the relational drag rewriting model only. It does also hold for
the drag rewriting model when the term rewriting rules are linear.

Considering now the case of dags, sharing requires a different encoding, since there may be
arbitrarily many edges going from the context dag to arbitrary internal vertices of the rewritten
subdrag. This time, we won’t add roots to the drags that need be rewritten, but will instead add
arbitrarily many roots (possibly none) at each vertex—including sprouts—of the left-hand side drag
of the rule 𝑑 → 𝑒 . For each such encoding of 𝑑 , an equal number of roots should be added to 𝑒 ,
so as to be able to define the map 𝜂. Using the same notation for encoding rules, we arrive at the
following:

Lemma 89. Let 𝑅 be a set of dag rewriting rules and 𝑠, 𝑡 two dags. Then, 𝑠Ð→𝑅 𝑡 iff 𝑠Ð→𝑅𝑡 .

The relational rewriting model is therefore quite powerful, strictly more powerful than the func-
tional model, and strictly more powerful as well than the term or dag rewriting models for rewrit-
ing terms or dags since by switching from a drag extension 𝐸 to a different one 𝐸′, it allows a fine
tune up of garbage collection and cloning, which the other models do not permit. The functional
rewriting model, on the other hand does not enjoy this extra power, and that is why term and dag
rewriting, which are likewise functional, also do not.

13 DISCUSSION
In the course of this study of graph rewriting, we have made a number of choices among alter-
natives, motivated by what seemed to us either more general and useful, or simpler and more
convenient.

In Remark 6, we explainedwhywe have chosen to consider multisets of roots, rather than lists as
in [12] or sets. This design choice impacted our definition of composition, for which we decided to
maintain a strong invariant: the indegree of each individual vertex. We indeed tried an alternative,
using root transfer as in [12], which resulted in more complex technicalities that we were not able
to resolve in a satisfactory manner. Root transfer considers roots as plugs waiting for a connection
there, while indegree preservation considers roots as wires waiting for a connection at the other
end.

Another issue is how to understand multiple instances of variables. We have already explained
in Section 6.3 why we require equimorphism of the subdrags connected to different sprouts with
the same label, rather that the weaker isomorphism suggested in [12] or the stronger identity
relation used in [12]. We have also seen that this gives us the very helpful Lemmas 21 and 40. The
latter is extremely important in that it allowed us to relate, in Section 10, two completely different
notions of matching: the traditional one, matching as an injective morphism, and the new one,
matching as a drag extension. This relationship is a major justification for the drag model. But is
equimorphism the best possible answer?

In the remainder of this section, we hint at variations that may extend the capabilities of the drag
model. First, we briefly discuss a more general definition of coherence of a set of wires. Second,
and significantly, we consider how sharing can be improved by a definition of rules allowing their
left- and right-hand sides to share subdrags. Next, we suggest dropping the fixed arity of labeled
vertices, and then hint at a more flexible graph-rewriting model for which sprouts and roots are
particular cases of a more general notion of connector.
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13.1 Coherent Sets of Wires
There is a slight potential for generalization here, replacing equimorphism by sharing equivalence
in the definition of a coherent set of wires. This variant would require changes in the definition
of monomorphisms so as to preserve Lemma 40, a change that should not impact Theorem 23
since isomorphisms preserve sharing equivalence.The computation of a product 𝐿⊗𝜉𝐶 can render
two subterms of 𝐿 equimorphic, or even sharing equivalent, and they might then be shared in the
resulting drag. As a consequence, matching would no longer be injective on internal vertices. Note
that part of the DPO community uses non-injective matching, although in [18] it is shown that
injective matching is more powerful. We won’t explore that path here, but it is worth mentioning
as a potential area of future investigation.

13.2 Rule Sharing
Because the left-hand side and right-hand side of a rewrite rule are separate drags, they do not share
any subterm, not even a sprout. This has a drawback, in case they have identical subexpressions
that could be shared: the identical subexpression will be eliminated before to be reconstructed, a
waste of space and time. Furthermore, different sprouts labeled by a same variable can be mapped
to different vertices generating equimorphic drags, hence implying some copying operations. To
force sharing, we will move from rules as pairs of drags to rules as a single drag equipped with
pairs of lists of roots, one for the left-hand side, and one for the right-hand side.

Definition 90 (Rules as a single pattern). A drag rewrite rule is a pattern 𝐷 equipped with two
submultisets, 𝐿 and 𝑅, of R(𝐷), such that R(𝐷) = 𝐿 ∪ 𝑅, and a multi-injective map 𝜂 from R(𝐿)
toR(𝑅). Overloading notation, we refer to the two subdrags 𝐷 ∣𝐿 and 𝐷 ∣𝑅 by their (sets of) roots,
𝐿 = 𝐷 ∣𝐿 and 𝑅 = 𝐷 ∣𝑅 . We assume that 𝐿 is a pattern and 𝑅 a right-pattern, and write 𝐿 →𝜂 𝑅 for
the rule. A rule is stringent if Var(𝐷 ∣𝑅) ⊆ Var(𝐷 ∣𝐿).

Being a single drag, the left-hand and right-hand sides of a rule can easily share subdrags, which
will not need be eliminated and reconstructed when rewriting. Note that even if root vertices can
be shared, the roots need not be equally distributed among 𝐿 and 𝑅. For example, a root vertex 𝑟 [4]
can be shared by 𝐿 and 𝑅, with one root belonging to 𝐿 and three to 𝑅. More generally, if 𝑟 is a root
with multiplicity 𝑛, then 𝑟 can be a root of multiplicity 𝑝 in 𝐿, and a root of multiplicity 𝑛 − 𝑝 in 𝑅.
Any multi-injective map 𝜂 would then do, the 𝑝 roots of 𝐿 being possibly all mapped to different
vertices by the switchboard, making this notion of shared rule quite flexible.

In Section 4, we saw an example of drag rewrite rules, in two versions.The two drags on the two
sides of rules either shared nothing but variables in common, or else they potentially also shared
internal vertices.

In the fully shared subdrag scenario, the left- and right-hand sides are both parts of the same
drag. For the first rule of the example of Section 4, we now have the following combined drag:

𝑎

𝑥

L

𝑐

𝑜 R

We are using dotted arrows for edges that are in the left side of the rule only, and dashed arrows
when it’s only on the right; were an edge in both, we’d leave it solid (like some of the roots in the
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second rule below). Left roots are noted by an L; right ones by R. Internal vertices are only on one
side are likewise dotted or dashed. So, this rule adds gray 𝑜 and red 𝑐 for each blue 𝑎, erasing the
latter.

The second rule looks now like this:

L1

L2

L,R

R2R1

𝑥

𝑦

𝑐

𝑜

𝑒

The red 𝑐 vertex is shared; a yellow 𝑒 is introduced in place of the deleted gray 𝑜 , with incoming
edges L1 and L2 redirected to roots R1 and R2, respectively.

Example 91. Consider the rule described by the drag 𝑓
[1]
1 (𝑓

[1]
2 (𝑥))with two roots, the left-hand

side root pointing at the upper occurrence of 𝑓 (L = 𝑓1), and the right-hand side root pointing
at the inner occurrence of 𝑓 (R = 𝑓2). Rewriting with this rule amounts to eliminating an 𝑓 , the
outermost one, from any drag 𝐷 having two consecutive symbols 𝑓 , for example 𝐷 = 𝑓 (𝑓 (𝑎)).
The entire drag 𝑓 (𝑎) which results from the computation is therefore the very subterm 𝑓 (𝑎) of
𝑓 (𝑓 (𝑎)), which goes beyond what is usually done in term rewriting implementations, where only
𝑎 would derive from the original term 𝑓 (𝑓 (𝑎)).

Consider now the rule given by the drag 𝑓
[1]
1 (𝑓2(𝑥))⊕ 𝑓

[1]
3 (𝑥) made of the two terms 𝑓 (𝑓 (𝑥))

and 𝑓 (𝑥) with no common subexpression, and two roots, 𝐿 = 𝑓1 and 𝑅 = 𝑓3. Rewriting the term
𝑓 (𝑓 (𝑎))with that rule has a completely different effect: It still eliminates the topmost 𝑓 , but it will
now generate a new vertex labeled 𝑓 , and possibly (but not necessarily, depending whether the
two sprouts labeled 𝑥 are shared or not) a new vertex labeled 𝑎, resulting in a term 𝑓 (𝑎) that may
be an entire, or only partial, copy of the subterm 𝑓 (𝑎) of the term 𝑓 (𝑓 (𝑎)). □

This definition of a rule as a pattern with left-hand and right-hand sides roots L and R looks
very much like a DPO rule, the subgraphs accessible from both L and R serving as the interface.

13.3 Varyadic Labels
Drags were designed for generalizing terms and term rewriting. Accordingly, a vertex of a drag
comes with a label equipped with a fixed arity that governs the number of successors of that vertex,
a constraint that has not, however, been central to the theory of drags developed here. Extending
the model to deal with arbitrary graphs is possible by relaxing the fixed arity constraint, allowing
for bounded or even unbounded arities.

In the fixed arity model, it is crucial that wiring does not change the number of outgoing edges at
a vertex. It follows that only sprouts can be mapped to other vertices, implying that decomposing
a drag into smaller pieces can only be done by cutting its edges.

This limitation disappears with varyadic arities. Thus an alternative would be to decompose
drags by “slicing” apart vertices instead of cutting edges. The incident edges (regardless of direc-
tion) of the vertex are then split between the slices. Dissecting an internal vertex creates a new
“snap”, along with the leftover “base” vertex. Composition (or wiring) connects then snaps with
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vertices, which may also be snaps. Decomposition of a drag into two is straightforward in this
alternate model, as would be decomposition into single-edge atoms.

14 RELATEDWORK
There are several competing approaches to graph rewriting. We list some of the more closely re-
lated ones.

14.1 DPO
Introduced in the early seventies, the double-pushout (DPO) approach [16] is the best studied and
most popular approach to graph transformation.There are many varieties of graphs that may be of
interest in different contexts. For example, we may work with directed or undirected graphs; they
may be typed or untyped; they may be labeled, unlabeled, or include attributes that represent val-
ues stored in vertices or edges; they may be graphical structures like Petri nets or state-transition
diagrams, or they even may be drags. It should be clear that studying graph rewriting separately
for each kind of graphs is a waste of time since there is almost no difference between rewriting
a directed or an undirected graph or any other kind of graphical structure. Using categorical con-
structions allows the DPO approach to describe and study at one and the same time rewriting
for all manner of structures that satisfy some given properties. The DPO approach is currently
defined for any category of objects that is adhesive [13, 24] (orM-adhesive [14, 15]). This includes
most graph categories as well as other graphical structures, and other categories of objects, like
sets, bags, or algebraic specifications. In a future article, we plan to carefully compare the DPO
approach with drags.

14.2 Algebraic Approaches
Several other algebraic approaches, like Agree [6], PBPO [7], and PBPO+ [28], have been defined
to overcome some limitations of the DPO approach, such as the ability to erase or clone nodes. For
us, cloning and erasing can be implemented by drag rewriting.

14.3 Patches
A framework similar to ours has been recently developed by Overbeek and Endrullis [27], but
which is designed for graphs whose vertices have variable arity. For composition, they employ
“patches”—a device similar to our switchboard, which adds connecting edges between the two
components. Likewise, they have an analogue to roots cum sprouts (rather like the snaps of Sec-
tion 13.3), which allows one to constrain the permitted shapes of subgraphs around a match for
a left-hand side, and also to specify how the subgraphs should be transformed. Transformations
include rearrangement, deletion, and duplication of edges. PBPO+ [28], which was developed in a
categorical framework, can be seen as a conceptual successor to patches and has been proposed
as a unifying notion.

14.4 Graphs with Interfaces
The idea of building graphs using some kind of composition operation, by gluing some selected
nodes of the graphs involved, which are considered interfaces, is already quite old, going back to
the work of Bauderon and Courcelle [1]. In the context of DPO, graphs with interfaces and their
transformation have been studied by Bonchi, Corradini, Gadducci, et al.; see, for instance, [2, 8, 17].
The main difference is that they only consider sequential composition; they don’t consider the
possibility that sprouts of one drag are connected to roots of another and vice versa.
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14.5 String Diagrams
String diagrams are a restricted graphical syntax for representing computational models used
in various fields, including programming language semantics, circuit theory, and control theory.
Mathematically, string diagrams are the terms of symmetric monoidal theories, which generalize
algebraic theories in a way that makes them suitable for expressing resource-sensitive systems in
which variables cannot be copied or discarded at will. Rewriting of string diagrams is defined as a
specific instance of DPOI (DPO rewriting with interfaces), called convex rewriting, for a category
of labeled hypergraphs that correspond to string diagrams [3, 4].

15 CONCLUSION
The drag framework was conceived so as to apply to a specific category of graphs, namely drags,
and to generalize the standard term rewriting and dag models to drags. As a consequence, drags
are graphs equipped with specific vertices, called sprouts, labeled with variables, while the other,
internal vertices are labeled by function symbols equipped with an arity that specifies the number
of their outgoing edges. In addition, vertices are equipped with roots that provide them with the
potential for creating new edges.

The major originality of the drag model is to base the matching of a given drag 𝐷 with respect
to a left-hand side of rule 𝐿 on the existence of a pair made of a context drag𝐶 and a switchboard 𝜉
so that 𝐷 is the product of 𝐿 and𝐶 with respect to 𝜉 . In this view, the switchboard 𝜉 maps a sprout
𝑠 of each drag to a rooted vertex 𝑟 of the other drag, provided 𝑟 has at least as many roots as the
number of incoming edges and roots of 𝑠 . Computing the product amounts to redirecting to 𝑟 all
edges incoming to 𝑠 and removing from 𝑟 an equal number of roots, an operation that leaves the
indegree of 𝑟 unchanged. Rewriting amounts then to replacing 𝐿 by 𝑅, that is, to computing the
new drag resulting from the product of the context 𝐶 with the right-hand side 𝑅 with respect to
the switchboard 𝜉 . This assumes the existence of an injective mapping from the roots of 𝐿 to the
roots of 𝑅.

We have indeed succeeded, inasmuch as our new drag model appears to generalize the term
and dag rewriting models very smoothly, something that our former drag model could not do.
Furthermore, it even generalizes the term and dag rewriting models when applied to terms and
dags by having two new built-in capabilities: sharing and cloning. By this we mean that we are
able to specify formally at each rewrite step which subdrags should be shared and which should
be duplicated.

Themost widely accepted and most widely used graph-rewriting model is DPO.While DPOwas
conceived so as to apply to various categories of graph structures, namely the adhesive categories,
its expressivity is limited by the absence of variables, one consequence of which is the infeasibility
of cloning.

A natural question then follows: Can graphs be equipped with variables, and can these variables
be used within the DPO model? This question was actually raised long ago [29], but to date no
satisfactory answer has been proffered [22], despite several attempts, most notably that of [19].
We give here a general answer to the first part of that question thanks to the drag’s notion of a
variable being a one-way channel and to the notion of switchboard, which allows one to compose
graphs in a very general way, namely, matching a left-hand side of rule can then be defined either
via composition or via the existence of an injective morphism in the obtained category, making
both methods very close indeed in the case where rewrite rules are both left- and right-linear.

Even more interesting is the second part of the question: Can composition be defined for arbi-
trary graphical structures, or—more precisely—for arbitrary objects belonging to some adhesive
category? Is adhesivity required for that purpose? Are variables needed for that purpose?
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Future work on our part will be devoted to answering these questions, or at least some of them.
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