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Abstract. This paper proposes a deep learning approach for parameteriz-
ing an unorganized or scattered point cloud in R3 with graph convolutional
neural networks. It builds upon a graph convolutional neural network that
predicts the weights (called parameterization weights) of certain convex
combinations that lead to a mapping of the 3D points into a planar pa-
rameter domain. First, we compute a radius neighbours graph that yields
proximity information to each 3D point in the cloud. This radius graph
is then converted to its line graph, which encodes edge adjacencies, and
is equipped with appropriate weights. The line graph is used as input to
a graph convolutional neural network trained to predict optimal param-
eterizations. The proposed model outperforms closed-form choices of the
parameterization weights and produces high quality parameterizations for
surface reconstruction schemes.

Keywords: meshless parameterization, geometric deep learning, graph con-
volutional neural networks, surface reconstruction, least squares fitting

1 Introduction

Graph neural networks have been designed to process data characterized by a graph
structure, e.g. 3D shapes, chemical molecules, social/relational networks, citation
networks, unorganized point clouds [20]. In particular, Graph Convolutional Net-
works (GCNs) have become the counterpart of Convolutional Neural Networks by
defining convolution operators on graph domains [3]. The translation of standard
filter operators to graph operators relies on suitable aggregations of vertex and
neighbour features. There are two approaches to design convolutional filters on
graphs, namely spatial and spectral methods, which result in the definition of spa-
tial -GCNs [10,17] and spectral -GCNs, see e.g., [4,5,6,16]. A comprehensive survey
on graph convolutional operators can be found in [23].

While the majority of the existing research on graph neural networks focuses
on classification and segmentation problems, in this paper we consider a regression
problem. Due to their definition and design, GCNs aim to perform classification,
segmentation or regression on the vertices V of a given graph G = (V, E). Being
interested in performing regression on the edges E instead of the vertices V of G,
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given the directed graph G, we extract its line (dual) graph [11,12], which represents
the adjacencies between edges of the original graph.

We propose a deep learning approach called PARGCN for parameterizing an
unorganized or scattered point cloud in R3 with graph convolutional neural net-
works. It builds upon a GCN that predicts the weights (called parameterization
weights) of certain convex combinations that lead to a mapping of the 3D points
into a planar parameter domain.

This is a novel learning approach that goes beyond closed-form heuristic choices
of the parameterization weights, see, e.g., [9]. The potential of exploiting learning
techniques for point sequence parameterization, within the framework of B-spline
curve approximation, was originally proposed in [14] by exploiting multilayer per-
ceptron architectures, whereas in [21], the parameterization of point sequences for
polynomial curve approximation was computed via residual deep neural networks.
Note that in [24] a dynamic network was used to construct parameterizations of 3D
triangular meshes. To this end, a separate network is trained for each point cloud.
In the present work instead, we propose a new general network based mapping
without connectivity information.

The structure of the paper is as follows. Section 2 briefly introduces known
techniques for meshless barycentric parameterization. Our approach to construct
data-driven meshless parameterizations is presented in Section 3, together with
details on the training procedure. Finally, numerical experiments are presented in
Section 4.

2 Meshless barycentric parameterization

Let P =
{
pi ∈ R3, i = 1, . . . ,m

}
be an unorganized point cloud partitioned into

two disjoint subsets, PI = {p1, . . . ,pn} and PB = {pn+1, . . . ,pm} that iden-
tify the sets of interior and boundary points, respectively. In order to consider
parametric surface reconstruction schemes, we want to identify a parameterization{
ui = [u1i , u

2
i ]
T ∈ Ω ⊂ R2, k = 1, . . . ,m

}
to associate suitable parameter values ui

to any point in P.
Standard methods to parameterize unstructured point clouds over convex polyg-

onal domains usually consist of two steps, see e.g., [9]. Firstly, the boundary points
in PB are parameterized over the boundary of the parameter domain Ω, resulting
in parameters {un+1, . . . ,um}. Secondly, the interior parameters are then found as
convex combinations of their neighbours in a certain directed graph.

As far as the first step of the method is concerned, several approaches are avail-
able for the parameterization of point sequences. Standard choices are uniform,
chord length and centripetal parameterization [18], as well as subsequent improve-
ments [1,7]. Point sequence parameterization can also be computed using iterative
schemes [13,19] or artificial neural networks [14,21]. In this work, we therefore as-
sume that the parametric values {un+1, . . . ,um} corresponding to the boundary
points in PB are known.

In the second step of the parameterization method, for each interior point pi ∈
PI , i = 1, . . . , n, a neighbourhood Ni ⊂ {1, . . . ,m} \ {i} has to be determined. In
particular, for each i = 1, . . . , n, we consider the ball neighbourhood

Ni = {j ∈ {1, . . . ,m} : 0 < ‖pi − pj‖ < r} , (1)
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Fig. 1: The sets Ni and Nk associated to the interior points pi and pk (left). A
directed graph G (center) and the corresponding directed line graph L (G) (right)
are also shown.

for some radius r > 0. The choice of a neighbourhood for each point in PI leads
to a directed graph G = (V, E), whose vertices V = {1, . . . ,m} are the indices of P
and whose directed edges E are all ordered pairs (i, j) such that i ∈ {1, . . . n} and
j ∈ Ni. As a consequence, each directed edge (i, j) ∈ E connects an interior index
i with either an interior or a boundary index j. The graph G is the so-called fixed-
radius near neighbour graph [2] from PI into P or, for short, radius graph of the
points P. An example of two interior points pi,pk ∈ PI and their corresponding
neighbourhoods Ni and Nk are shown on the left of Figure 1, where the vertices in
G are identified with the corresponding points in P.

The unknown parameter ui for each point pi ∈ PI is then computed as a
convex combination of its neighbour points in the graph G, by considering a set of
parameterization weights λij > 0 with

∑
j∈Ni

λij = 1. We can then arrange the
linear equations as the linear system

ui =
∑
j∈Ni

λij uj , i = 1, . . . , n, ⇒ AUI = C, (2)

where A is the sparse n×n-matrix A = [−λij ] + In with λij = 0 if j /∈ Ni, C is the

n× 2 matrix C = [c1, . . . , cn]
>

with ci =
∑m
j=n+1 λijuj and UI = [u1, . . . ,un]

>
is

the n× 2 matrix that contains the unknown parameters of the interior points.
In order to guarantee that the matrix A in (2) has full rank, the choice of the

radius r is crucial. As proved in [9, Proposition 3.3], each interior parameter needs
to be related to at least one boundary point by a sequence of linear equations, which
corresponds to the existence of a path in G from each interior index i = 1 . . . n to
any boundary index.

The specific choice of the parameterization weights λij , for i = 1, . . . , n and
j ∈ Ni, determines the parameterization of the interior points PI and, conse-
quently, strongly influences the quality of the results. For example, the following
three heuristic choices were suggested in [9]. The uniform weights are simply defined
as λij := 1/di with di = |Ni|, in order to generalize the concept of uniform param-
eterization of curves to surfaces.The reciprocal distance weights instead, defined
as λij := ‖pj − pi‖−1/

∑
k∈Ni

‖pk − pi‖−1, are meant to generalize the concept of
chord-length parameterization to surfaces. The third choice is the shape preserving
parameterization, which is not defined on the radius graph. Instead, for all interior
points pi the neighbourhood (1) is projected onto its best-approximating plane.
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The resulting planar point cloud is then triangulated by a Delaunay triangulation.
The neighbours of pi in the Delaunay triangulation are its neighbours in the local
projection graph G. The corresponding weights are found based on the shape pre-
serving weights for triangulated surfaces presented in [8]. For each interior point
pi, the neighbours are ordered counter-clockwise and intermediate local parameters
ũj are determined for all j ∈ Ni such that the edge lengths and the angle ratios
around pi are preserved. Finally, corresponding weights λij are computed from the
parameters ũj .

In general, there is no constraint on the choice of the weights, besides all weights
being positive and weights that belong to a common interior point to sum up to
one. Therefore, the space of possible weights, and resulting parameterizations, is
very large. This motivates us to train a deep neural network to predict the optimal
choice of parameterization weights.

3 Meshless data-driven parameterization

In this section, we present the details of our neural network based method for
predicting the optimal parameterization weights λij in (2) for an unstructured
point cloud with parameterized boundary curves. The output of the network is
a set of parameterization weights λij corresponding to the directed edges of the
radius graph of the point cloud. We first obtain the corresponding parameterization
and then perform an additional post-processing step.

3.1 Pre-processing and feature extraction

As a preprocessing step, the input point cloud is normalized by translation and
scaling into [0, 1]3. As outlined in Section 2, the interior points in PI are parame-
terized using neighbourhood relationships in a directed graph G = (E ,V), which is
the radius graph from PI into P, based on the ball neighbourhoods (1). Hence, pre-
dicting optimal parameterization weights corresponds to predicting edge weights
on the directed graph. We then encode additional information by defining for each
edge G = (V, E), i.e. (i, j) ∈ E , the edge feature eij := [pi,pi − pj ]

T ∈ R6. This
choice of features was suggested in [22] and is motivated by the aim to achieve
partial translation-invariance.

Numerous existing graph neural network architectures can incorporate given
edge weights in their convolution; their predictions, however, live on the vertices
of the graph. Therefore, in order to predict an output on the directed edges of
G = (E ,V), we transform G into its line graph L (G) = (V ′, E ′) whose vertices V ′ cor-
respond to E , i.e. V ′ = {(i, j) : i, j ∈ V, (i, j) ∈ E} and two vertices (i, j), (k, `) ∈ V ′
join with an edge in E ′ if i, j, k, ` ∈ V and j = k. An example of a directed graph G
and its corresponding directed line graph L (G) is shown in Figure 1. Finally, the
edge features defined on E of G are consequently transferred to vertex features on
V ′ of L (G). Additional details on line graphs can be found in [12].

3.2 Architecture

The architecture developed for this study is a graph convolutional neural network,
characterized by a suitable choice of fast and localized spectral convolutional ope-
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rators introduced in [6]. More precisely, given a graph G = (V, E), we are interested
in performing vertex regression on G to properly process the features defined on V.
Assuming V to be finite, with |V| = v, let W ∈ Rv×v be the (weighted) adjacency
matrix describing the graph connections between pair of vertices, i.e., Wij = 0 if
(i, j) 6∈ E andWij > 0 if (i, j) ∈ E . Moreover, letD ∈ Rv×v be the degree matrix, i.e.
a diagonal matrix so that Dii :=

∑v
j=1,j 6=i wij , for i = 1, . . . , v. The spectral domain

of a graph can be determined by the normalized self-adjoint Laplacian operator
∆ := Iv −D

1
2WD

1
2 , where Iv is the v × v identity matrix. Let {µ`}v`=1 µ` ∈ R≥0

for each `, be the set of eigenvalues for ∆ and let {x`}v`=1, x` ∈ Rv their associated
orthonormal eigenvectors. It follows that for s ∈ Rv, ∆s =

∑v
i=1 µi〈s,xi〉xi, where

〈·, ·〉 is an inner product in Rv. In addition, let gθ : R → R be a filter function
depending on the parameter θ ∈ R, so that gθ (∆) s =

∑v
i=1 gθ (µi) 〈s,xi〉xi. In

particular, for some filters, gθ (∆) has an explicit formulation. This is the case of

[6], where gθ is defined as a polynomial filter, so that gθ (µi) =
∑d
j=0 θjµ

j
i for

each i = 1, . . . , v, where θj are the Chebychev polynomial coefficients. During
the training phase, described later in Section 3.5, optimal values for θj will be
computed. For further details about spectral convolutional operators and their
properties, see [6] and [15].

To predict the weights needed for constructing a meshless parameterization
of an unorganized point cloud, we design a sequential graph convolutional neu-
ral network to which we add shortcut connections. The layout of the learning
architecture is illustrated in Figure 2. For each scattered data point cloud, we
perform the operations descibed in Section 3.1. The resulting directed line graph
L (G) = (V ′, E ′) together with its vertex features form the input (Input) of the
neural network. The data are then forwarded through 4 spectral convolutional lay-
ers (ChC), which are characterized by the Chebychev polynomial filters proposed
in [6], based on the normalized graph Laplacian ∆. For each layer ` = 1 . . . , 4,
the corresponding convolutional layer ChC

(
f i` , f

o
` , g`

)
is defined by declaring the

size of input and output features f i` , f
o
` and the dimension of the convolving fil-

ter g`. More precisely, we choose g` = 2d + 1, where d is the polynomial degree
used in the loss function. Regarding the dimension of the layer features, for the
first layer we set f i1 = 6, according to the input features definition, whereas we
choose fo1 , f

in
` , f

o
` = 64 for ` = 2, . . . , 4. A rectified linear unit activation function

(relu) is then applied element-wise to the output of any ChC layer. In order to
prevent the degradation problem, due to numerical instabilities from a potentially
too high number or learnable parameters, we introduce short-cut connections. We
concatenate the output of each ReLU function (cat), thereby enabling the network
to skip the sequence of layers in between. The content of the concatenation layer
is subsequently processed by a multi layer perceptron (mlp) with one input layer,
one hidden layer and one output layer, of dimension f i = 262, fh = 64, fo = 1,
respectively. Note that, f i is a constrained dimension due to the dimension of the
previous concatenation layer, fh is an authors choice, and fo corresponds to the
dimension of the output features related to the problem. In this case we want to
predict one weight for each vertex of the line graph L (G), corresponding to each
edge of the graph G. As a final activation function, we apply the softmax function
(σ) on each local neighbourhood Ni, with i = 1, . . . , n, in order to guarantee that
the parameterization weights are positive and form a partition of unity for each Ni.
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Fig. 2: Architecture design.

Finally, the output (Output) of the model is a vector of length |V ′|, whose com-
ponents correspond to the predicted parameterization weights λij for i = 1, . . . , n
and j ∈ Ni. These weights are used to assemble and solve the linear system in (2).

3.3 Loss function

For training the network, we pursue an unsupervised learning approach: from the
predicted parameterization weights, we first solve the linear system (2) to obtain
a suitable parameterization {u1, . . . ,um} of the point cloud. When training the
network, we use this parameterization to fit the data with a tensor-product Bézier
surface S(u1, u2) =

∑d
i=0

∑d
j=0 bijB

d
i (u1)Bdj (u2), where Bdi (·) are the Bernstein

polynomials of bidegree (d, d) ∈ N2 and bij ∈ R3, i, j = 0, . . . , d, are the un-
known control points. This is done by solving the linear least squares problem

arg minb

∑m
k=1

∥∥S(u1k, u
2
k)− pk

∥∥2. The residual of the solution to this least squares
problem is used to define our loss function L(λij), which shall guide our learning
procedure during the training.

One advantage of this unsupervised learning approach is that the network can
be trained on arbitrary point clouds, even if the points where not sampled from a
tensor-product Bézier surface or if no parameterization is known. Moreover, even for
training data sampled from tensor-product Bézier surfaces, minimizing the residual
of the fitting problem leads to better experimental results than minimizing the mean
squared error with respect to the parameterization weights or the parameters.

3.4 Post-processing

After the system in (2) is solved with the parameterization weights in output
from the network, we use the resulting parameter values to obtain a global De-
launay triangulation of the planar domain. Subsequently, for each interior point
pi, i = 1, . . . , n, we determine the shape preserving weights λij with respect to
the corresponding neighbours pj in the planar triangulation, as described in Sec-
tion 2. By solving the linear system (2) once more based on the neighbourhoods
defined by the Delaunay triangulation and the new weights, we obtain the final
parameterization.

3.5 Data generation and training

Since there are no public data sets available that are suitable for the parameter-
ization of unorganized point clouds, we generate synthetic data. To this end, we
generate tensor-product Bézier surfaces with control points bij = [b1ij , b

2
ij , b

3
ij ]
T ,

where [b1ij , b
2
ij ]
T are chosen as the tensor-product Greville abscissae for bidegree
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(d, d) and b3ij are sampled randomly accordingly to the uniform distribution in
[0, 1]. To attain rotation invariance, we rotate each surface around a random rota-
tion axis by a random angle. From each surface, we sample m = n+4 d

√
n+ 1e+4

items, more precisely n interior points as well as 4 d
√
n+ 1e+ 4 boundary points.

Moreover, for the latter ones we store the exact parameters in [0, 1]2, in addition
to their positions in R3. We used this algorithm to generate a training data set
of 10.000 point clouds sampled from polynomial parametric surfaces of bidegree
(d, d) for d = 2, each consisting of m = 264 points of which n = 200 were sampled
from the surface interior. Before training, we performed the preprocessing and fea-
ture extraction steps described in Section 3.1. For computing the radius graph, we
set the radius to r = 0.2. This choice of hyperparameters leads to a preprocessed
training set of size 29GB. We additionally generated a validation data set of 2.500
preprocessed point clouds (7.2GB) with the same properties of the training set in
order to choose the final model.

The architecture we design has 80.641 learnable parameters, whose (optimal)
values are set by solving the stochastic optimization problem using the Adam op-
timizer with learning rate 1e− 3 and momentum 0.9. In order to compute the loss
function described in Section 3.3, we solve the polynomial least squares problem
with bidegree (d, d) with d = 2, namely the same polynomial degree that charac-
terizes the training and validation data. According to the analysis of the learning
curves, we consider the trained model corresponding to the 50th epoch.

We remark that our network architecture can also be trained on the graph
obtained by local projections that is used for the shape preserving parameterization,
see Section 2. In our experiments, this resulted in similar training and validation
errors as for training on the radius graph.

4 Numerical results

In this section we analyze the performance and the generalization capability of the
meshless learning parameterization method (PARGCN) on a variety of different
scattered point cloud data sets. For each test we estimate the quality of the recon-
structed geometric model in terms of the mean square error (MSE) and compare
the results of PARGCN with those obtained using the reciprocal distance (RECD)
and the shape preserving (LPSP) parameterization weights. We remind that after
the preprocessing step, each point cloud is contained in the unit cube [0, 1]3, hence
a few digits of difference in the error measures correspond to a significant gain in
accuracy.

4.1 Polynomial approximation of synthetic data

In this section we validate the generalization capability of the proposed learning
model with respect to polynomial fitting for different bidegrees, as well as the
robustness of the model in presence of noise.

We evaluate the PARGCN method on unorganized point clouds sampled from
polynomial surfaces of various bidegrees. In particular, we generate 100 unorga-
nized point clouds by sampling m = 264 points, of which n = 200 are interior
points and 64 are boundary points, from tensor-product polynomial surfaces of
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d = 2 d = 3 d = 4 d = 5
RECD LPSP PARGCN RECD LPSP PARGCN RECD LPSP PARGCN RECD LPSP PARGCN

(a) 5.01e−4 5.75e−5 1.69e−5 3.44e−4 2.93e−5 1.40e−5 2.38e−4 3.51e−5 1.34e−5 1.34e−4 2.60e−5 1.06e−5
(b) 5.00e−4 5.31e−5 3.43e−5 3.67e−4 1.15e−4 6.41e−5 2.64e−4 9.14e−5 5.15e−5 1.58e−4 7.60e−5 4.53e−5
(c) 6.80e−4 1.32e−4 7.55e−5 2.55e−4 2.51e−5 4.10e−5 1.74e−4 2.27e−5 1.10e−5 1.20e−4 1.68e−5 6.39e−6
(d) 3.54e−3 1.55e−3 8.62e−4 2.25e−3 7.10e−4 4.31e−4 1.71e−3 4.30e−4 3.57e−4 1.21e−3 3.37e−4 2.42e−4
(e) 2.68e−4 8.43e−5 2.76e−5 2.42e−4 8.97e−5 2.52e−5 2.43e−4 8.13e−5 2.48e−5 2.31e−4 8.48e−5 2.39e−5

Table 1: MSE errors for different parameterization values and different degrees.
Lines (a) and (b) correspond to the experiments of Section 4.1, line (c) shows the
results obtained in Section 4.2, while lines (d) and (e) report the values obtained
in Section 4.3.

bidegree (d, d) for d = 2, 3, 4, 5. In addition, we generate a test set similar to the
previous one but corrupted with random Gaussian noise by a factor ε = 1e − 2.
For each point cloud, we perform the feature extraction described in Section 3.1,
setting the radius to r = 0.2. Finally we run the least squares fitting scheme for
the corresponding polynomial bidegree (d, d). The MSE for each bidegree and the
different parameterization methods are shown on line (a) and (b) of Table 1 for
the case of exact and noisy data, respectively. We observe that the accuracy gained
by PARGCN with respect to LPSP in terms of MSE is between 52% and 70% on
exact data, see line (a) of Table 1. For noisy data PARGCN gains on average for
each degree 41% of accuracy with respect to the MSE values obtained with LPSP,
see line (b) of Table 1. The metric values for PARGCN prove that performing the
training with a fixed polynomial degree does not induce a bias in the final learning
model. In addition, the results of PARGCN are suitable for solving the parameter-
ization problem of scattered data for a variety of degrees while remaining robust
with respect to noise.

4.2 Polynomial approximation of a ship hull

In this example we show the capabilities of the PARGCN method to generalize
with respect to data sets of different nature and size. We consider the point cloud
shown in Figure 3 obtained by randomly sampling m = 596 points (500 interior
and 96 boundary points) from a B-spline model of a ship hull. We then preprocess
the data as described in Section 3.1 building a radius graph with r = 0.1. Finally,
we parameterize the input data with the RECD, LPSP, and PARGCN methods
and compute the least squares tensor-product polynomial approximation of bide-
gree (d, d) with d = 2, 3, 4, 5. The MSE errors are reported on line (c) of Table 1,
whereas the polynomial reconstructed models are shown in Figure 3. While the
approximations obtained with RECD parameterization show a significant mesh
distortion, the LPSP and PARGCN parameterizations lead to effective reconstruc-
tions, always with a reduced MSE for the second one. When comparing the MSE
for PARGCN and LPSP, we register an average gain of 49% accuracy for the first
method with respect to the second one, see again line (c) of Table 1.

4.3 B-spline approximation of a face

In this experiment, we demonstrate that the learning meshless parameterization
model is capable of properly generalizing from polynomial to B-spline fitting of
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Fig. 3: Polynomial least squares approximation of the ship-hull point cloud (left),
obtained with RECD, LPSP, and PARGCN for different bidegree (d, d).

scattered data. In particular, we show the suitability of the output parameteri-
zation for tensor-product B-spline penalized least squares fitting. To this end, we
process an unorganized point cloud consisting of m = 543 points (458 interior
points and 85 boundary points) sampled from a face model, see Figure 4 (left) and
build the radius graph with r = 0.2. The MSE for polynomial approximation for
different bidegrees (d, d), for d = 2, 3, 4, 5 is shown on line (d) of Table 1, while
line (e) of Table 1 reports the MSE obtained when performing a (penalized) least
squares fitting with tensor-product B-splines characterized by 4 levels of uniform
refinement. When PARGCN is used to perform polynomial least squares approxi-
mation of different bidegrees, we are able to gain on average 32% of accuracy with
respect to LPSP . Moving to the B-spline setting, the MSE obviously decreases
for all methods, but PARGCN reaches a gain in accuracy of 70% on average for
each degree. The considered B-spline model is shown in Figure 4 (center), together
with the parameter distribution along the first parametric direction of the result-
ing B-spline surface (right). Moreover, the parametric values in [0, 1]2, obtained
with RECD, LPSP and PARGCN parameterization methods, are shown on top of
Figure 5. We may note that the parametric values for RECD and LPSP are more
clustered and therefore lead to bigger voids (i.e. lack of data) in the parametric do-
main. Finally, the triangulations resulting from mapping a Delaunay triangulation
of the parameters to the point cloud are shown on the bottom of Figure 5 for RECD,
LPSP, and PARGCN methods. In particular, mesh distortion phenomena and the
presence of artifacts can be observed when RECD and LPSP parameterizations are
considered, whereas none of them arises for PARGCN parameterization.
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Fig. 4: Tensor-product B-spline appoximation (center) of the face model point cloud
(left) with PARGCN parameterization. The resulting parameter distribution for the
first parametric direction is also shown (right).

Fig. 5: Parameter distributions (top) and 3D Delaunay triangulations (bottom)
obtained with RECD (left), LPSP (center) and PARGCN (right) for the face model.
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