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#### Abstract

Defining a consistent technique for maintaining the positive definiteness of the matrices generated by quasi-Newton methods for equality constrained minimization remains a difficult open problem. In this paper, we review and discuss the results obtained with a new technique based on an extension of the Wolfe line-search used in unconstrained optimization. The idea is to follow a piecewise linear path approximating a smooth curve, along which some reduced curvature conditions can be satisfied. This technique can be used for the quasi-Newton versions of the reduced Hessian method and for the SQP algorithm. A new argument based on geometrical considerations is also presented. It shows that in reduced quasi-Newton methods the appropriateness of the vectors used to update the matrices may depend on the type of bases representing the tangent space to the constraint manifold. In particular, it is argued that for orthonormal bases, it is better using the projection of the change in the gradient of the Lagrangian rather than the change in the reduced gradient. Finally, a strong $q$-superlinear convergence theorem for the reduced quasiNewton algorithm is discussed. It shows that if the sequence of iterates converges to a strong solution, it converges one step $q$-superlinearly. Conditions to achieve this speed of convergence are mild; in particular, no assumptions are made on the generated matrices. This result is, to our knowledge, the first extension to constrained optimization of a similar result proved by Powell in 1976 for unconstrained problems.
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The paper is organized as follows. In Section 1, we give a succinct presentation of quasi-Newton algorithms for solving unconstrained and equality constrained minimization problems. We recall what is the process to maintain the positive definiteness of the updated matrices in unconstrained optimization and the difficulties to extend this approach to constrained problems.

[^0]In section 2 , we discuss the different choices of pairs $\left(\gamma_{k}, \delta_{k}\right)$ that have been proposed to update the matrices in the quasi-Newton versions of the reduced Hessian and SQP algorithms. We also sketch the principles of the piecewise line-search (PLS), further developed in Sections 4 and 5.

In Section 3, we present a new argument, based on geometrical considerations, that can be helpful in determining the form of the pairs $\left(\gamma_{k}, \delta_{k}\right)$ to use for updating the matrices in reduced quasi-Newton algorithms. It is argued that, when $\gamma_{k}$ is the change in the reduced gradient, the bases tangent to the constraint manifolds should satisfy a so-called "zero Lie bracket bases" property, which is equivalent to the existence of local parametrizations of these manifolds, whose derivatives give the bases. If this property holds for the tangent bases computed by partitioning the Jacobian matrix of the constraints, it is usually not satisfied when the tangent bases are orthonormal.

Section 4 deals with the PLS technique for minimizing functions subject to equality constraints by reduced quasi-Newton algorithms. The technique is viewed as an explicit Euler discretization of a smooth curve, along which a so called "reduced curvature condition" can be satisfied, while decreasing a merit function. A new update criterion is introduced, with which a strong $q$-superlinear convergence result can be proved.

In Section 5, it is shown how the PLS technique can be used for the quasi-Newton version of the SQP algorithm. A strategy to maintain positive definite the matrices $M_{k}$ approximating of the Hessian of the augmented Lagrangian is presented. It is based on two observations. The first one is that the penalty parameter can be set to ensure $d^{\top} M_{k} d>0$ when $d$ is not in the tangent space to the constraint manifold. The second one is that the PLS can ensure the positivity of $d^{\top} M_{k} d$ when $d$ is in this tangent space. The update scheme combines these two ideas without having to switch between them.

We end the paper with a conclusion section listing a few open problems.

## 1 Quasi-Newton algorithms

In this section, we present quasi-Newton algorithms for solving unconstrained (Section 1.1) and equality constrained (Section 1.2) minimization problems. We restrict our presentation to line-search methods and to algorithms having the potential to converge one step $q$-superlinearly (or one step $q$-quadratically, when second derivatives are computed). We emphasize the similarities between the approaches.

### 1.1 The Wolfe line-search in unconstrained optimization

Consider the problem of minimizing a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, which we write:

$$
\begin{equation*}
\min f(x) \tag{1.1}
\end{equation*}
$$

Descent direction algorithms solve problem (1.1) by generating a sequence of approximations $x_{k} \in \mathbb{R}^{n}$ of a solution $x_{*}$ of (1.1). These iterates are obtained by the recurrence

$$
x_{k+1}=x_{k}+\alpha_{k} d_{k},
$$

where $d_{k}$ is a descent direction of $f$ at $x_{k}$, which means that $f^{\prime}\left(x_{k}\right) \cdot d_{k}<0$, and $\alpha_{k}>0$ is a step-size found by a technique called line-search. The aim of this technique is, in particular, to force the decrease of $f$ at each iteration. Frequently, this is controlled by requiring $\alpha_{k}$ to satisfy the inequality

$$
\begin{equation*}
f\left(x_{k}+\alpha_{k} d_{k}\right) \leq f\left(x_{k}\right)+\omega_{1} \alpha_{k} \nabla f\left(x_{k}\right)^{\top} d_{k}, \tag{1.2}
\end{equation*}
$$

where $\omega_{1} \in(0,1)$ is a constant and $\nabla f\left(x_{k}\right)$ denotes the gradient of $f$ at $x_{k}$ associated with the Euclidean (or $\ell_{2}$ ) inner product. Since the last term in (1.2) is negative, $f$ decreases at each iteration.

The type of direction $d_{k}$ characterizes the minimization algorithm. In quasiNewton methods, this direction takes the form

$$
d_{k}=-M_{k}^{-1} \nabla f\left(x_{k}\right),
$$

where $M_{k}$ is a nonsingular symmetric matrix approximating the Hessian of $f$ at $x_{k}$. In practice, it is suitable to maintain $M_{k}$ positive definite, for two reasons that we will meet again when we will consider algorithms for constrained problems. First, this is natural since the Hessian of $f$ is positive definite at a strong minimum, i.e., a solution of (1.1) satisfying the second order sufficient conditions of optimality. Secondly, this makes $d_{k}$ a descent direction of $f$ at $x_{k}: f^{\prime}\left(x_{k}\right) \cdot d_{k}=-\nabla f\left(x_{k}\right)^{\top} M_{k}^{-1} \nabla f\left(x_{k}\right)<0$, when $x_{k}$ is not stationary.

The way of maintaining the positive definiteness of $M_{k}$ is the central theme of this paper. In unconstrained optimization, it is obtained by a nice combination of ideas. First $M_{k}$ is updated by a formula that allows this property to be sustained from one iteration to the next one. An example, which is very efficient in practice, is the BFGS formula:

$$
\begin{equation*}
M_{k+1}=M_{k}-\frac{M_{k} \delta_{k} \delta_{k}^{\top} M_{k}}{\delta_{k}^{\top} M_{k} \delta_{k}}+\frac{\gamma_{k} \gamma_{k}^{\top}}{\gamma_{k}^{\top} \delta_{k}} . \tag{1.3}
\end{equation*}
$$

In (1.3), $\gamma_{k}$ and $\delta_{k}$ are two vectors of $\mathbb{R}^{n} ; \gamma_{k}$ gives the change in the gradient of $f$ and $\delta_{k}$ is the step between two successive iterates:

$$
\gamma_{k}=\nabla f\left(x_{k+1}\right)-\nabla f\left(x_{k}\right) \quad \text { and } \quad \delta_{k}=x_{k+1}-x_{k}=\alpha_{k} d_{k} .
$$

Since $M_{k+1}$ defined by (1.3) satisfies the so-called quasi-Newton equation

$$
\begin{equation*}
\gamma_{k}=M_{k+1} \delta_{k}, \tag{1.4}
\end{equation*}
$$

it incorporates information from the Hessian of $f$. On the other hand, taking the inner product of the two sides of (1.4) with $\delta_{k}$ gives $\gamma_{k}^{\top} \delta_{k}=\delta_{k}^{\top} M_{k+1} \delta_{k}$. Hence, if $M_{k+1}$ is positive definite, one has

$$
\begin{equation*}
\gamma_{k}^{\top} \delta_{k}>0 \tag{1.5}
\end{equation*}
$$

An interesting property of formula (1.3), which will play a key role in this paper, is that the converse is true: when $M_{k}$ is positive definite and (1.5) holds, then $M_{k+1}$ is also positive definite. This implies that satisfying (1.5) is crucial for the success of the algorithm.

In unconstrained optimization, (1.5) is realized by the line-search. The so-called Wolfe line-search [50, 51] is the appropriate concept. It finds a step-size $\alpha_{k}>0$ satisfying (1.2) and

$$
\begin{equation*}
\nabla f\left(x_{k}+\alpha_{k} d_{k}\right)^{\top} d_{k} \geq \omega_{2} \nabla f\left(x_{k}\right)^{\top} d_{k} \tag{1.6}
\end{equation*}
$$

where $\omega_{1}<\omega_{2}<1$. These two conditions (1.2) and (1.6) can be satisfied simultaneously under mild assumptions and there are specific algorithms that can realize this; see $[21,36,37,2]$. By subtracting $\nabla f\left(x_{k}\right)^{\top} d_{k}$ from both sides of (1.6), we see that (1.6) implies (1.5), so that we finally have the series of implications:

$$
\begin{aligned}
(1.6) & \Longrightarrow \quad \gamma_{k}^{\top} \delta_{k}>0 \\
& \Longrightarrow \\
& M_{k+1} \text { is positive definite } \\
& d_{k+1} \text { is a descent direction. }
\end{aligned}
$$

All of this is described in detail in textbooks or review articles such as [31, 18, $22,45,19,38,23]$.

If satisfying inequality (1.5) is mandatory to maintain the positive definiteness of the updated matrices, the way of satisfying it in constrained optimization is still a subject of debate and research. In this paper, we describe a step-size determination process that implies (1.5), so generalizing the Wolfe line-search. Note that, for constrained problems, $\gamma_{k}$ is no longer the change in the gradient of $f$. Also, the meaning of $\gamma_{k}$ and its size change according to the algorithm considered.

### 1.2 Two classes of quasi-Newton algorithms for constrained problems

Consider now the problem of minimizing a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ subject to equality constraints given by a smooth function $c: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}(m<n)$ :

$$
\left\{\begin{array}{l}
\min f(x)  \tag{1.7}\\
c(x)=0 .
\end{array}\right.
$$

We consider problems with equality constraints only. Algorithms dealing with inequalities are often of two types: active set methods (see [31, 22]) or interior point methods (see $[7,14,17]$ ). These algorithms may have to solve subproblems like (1.7), so that algorithms for solving (1.7) are also interesting in that case.

The optimality conditions at a solution $x_{*}$ of (1.7) can be written: there exists $\lambda_{*} \in \mathbb{R}^{m}$ such that

$$
\left\{\begin{array}{l}
\nabla \ell\left(x_{*}, \lambda_{*}\right)=0  \tag{1.8}\\
c\left(x_{*}\right)=0
\end{array}\right.
$$

where $\ell(x, \lambda)=f(x)+\lambda^{\top} c(x)$ is the Lagrangian of the problem and $\nabla$ denotes the gradient with respect to $x$. The existence of $\lambda_{*}$ is ensured when the $m \times n$ Jacobian matrix of the constraint at the solution $A\left(x_{*}\right)=c^{\prime}\left(x_{*}\right)$ is surjective. We assume that $A(x)=c^{\prime}(x)$ is surjective for all $x \in \mathbb{R}^{n}$.

Remark 1.1. Below, more hypotheses will be made on the problem data. Some of them are very restrictive when they are assumed to hold for all $x \in \mathbb{R}^{n}$ (for example, the existence of a continuous field of bases tangent to the constraint manifold). It would be cleaner to specify the open set $\Omega$ containing $x_{*}$ on which these hypotheses hold. However, the case when $\Omega \neq \mathbb{R}^{n}$ is more complicated to describe, since the line-search has to control the step-size such that the next iterate is also in $\Omega$. To avoid unnecessary complications, which would hide the essence of the algorithms, we will not do so, knowing that simple modifications can take into account the case when $\Omega \neq \mathbb{R}^{n}$.

## The SQP algorithm

The Sequential Quadratic Programming (SQP) method determines the search direction $d_{k}$ at an iterate $\left(x_{k}, \lambda_{k}\right)$ by solving the quadratic program in the variable $d \in \mathbb{R}^{n}$ :

$$
\left\{\begin{array}{l}
\min \nabla f\left(x_{k}\right)^{\top} d+\frac{1}{2} d^{\top} M_{k} d  \tag{1.9}\\
c\left(x_{k}\right)+A\left(x_{k}\right) d=0
\end{array}\right.
$$

where $M_{k}$ is the Hessian of the Lagrangian evaluated at ( $x_{k}, \lambda_{k}$ ) or an approximation to it (see [22, 30, 5]).

It also makes sense to force $M_{k}$ to be an approximation of the Hessian of the augmented Lagrangian

$$
\ell_{\tau}(x, \lambda)=\ell(x, \lambda)+\frac{\tau}{2}\|c(x)\|_{2}^{2}
$$

where $\|\cdot\|_{2}$ denotes the $\ell_{2}$-norm (see $[34,48,49]$ ). This is the point of view that we take in this paper since, for $\tau$ sufficiently large, $\nabla^{2} \ell_{\tau}\left(x_{*}, \lambda_{*}\right)$ is positive definite at a strong solution of (1.7) (a solution satisfying the strong sufficient conditions of optimality), so that it is reasonable to update positive definite approximations $M_{k}$.

As in unconstrained problems, another reason to maintain $M_{k}$ positive definite is that the solution $d_{k}$ of (1.9) can be a descent direction of the merit function

$$
\begin{equation*}
\Theta_{\sigma}(x)=f(x)+\sigma\|c(x)\|_{P}, \tag{1.10}
\end{equation*}
$$

where $\sigma>0$ is a penalty parameter and $\|\cdot\|_{P}$ denotes an arbitrary norm on $\mathbb{R}^{m}$. Indeed

$$
\Theta_{\sigma}^{\prime}\left(x_{k} ; d_{k}\right)=-d_{k}^{\top} M_{k} d_{k}+\left(\lambda_{k}^{\mathrm{QP}}\right)^{\top} c\left(x_{k}\right)-\sigma\left\|c\left(x_{k}\right)\right\|_{P},
$$

where $\lambda_{k}^{Q P}$ is the multiplier associated with the constraints in (1.9). Hence $\Theta_{\sigma}^{\prime}\left(x_{k} ; d_{k}\right)$ is negative if $M_{k}$ is positive definite,

$$
\begin{equation*}
\sigma>\left\|\lambda_{k}^{Q P}\right\|_{D} \tag{1.11}
\end{equation*}
$$

and $x_{k}$ is not stationary for (1.7). We have used the dual norm

$$
\|u\|_{D}=\sup _{\|v\|_{P}=1} u^{\top} v
$$

For the globalization of the SQP algorithm, i.e., for forcing its convergence from a remote starting point $x_{1}$, the following property is important. When $\sigma>\left\|\lambda_{*}\right\|_{D}$, a strong solution of (1.7) is a strict local minimum of $\Theta_{\sigma}: \Theta_{\sigma}$ is said to be an exact penalty function. In that case, $\Theta_{\sigma}$ can be used to measure the progress to optimality and to determine the step-size $\alpha_{k}$ along the descent direction $d_{k}$. The natural extension of inequality (1.2) is then

$$
\begin{equation*}
\Theta_{\sigma_{k}}\left(x_{k}+\alpha_{k} d_{k}\right) \leq \Theta_{\sigma_{k}}\left(x_{k}\right)+\omega_{1} \alpha_{k} \Theta_{\sigma_{k}}^{\prime}\left(x_{k} ; d_{k}\right) . \tag{1.12}
\end{equation*}
$$

In this inequality we have allowed the penalty parameter $\sigma_{k}$ to change at each iteration to satisfy (1.11). To ensure convergence, the step-size cannot be too small and, for example, can be determined by backtracking [3]. Then, the next iterate is set to

$$
x_{k+1}=x_{k}+\alpha_{k} d_{k} .
$$

## The reduced Hessian algorithm

The reduced Hessian algorithm is particularly useful when $n-m \ll n$, because, as we will see, its quasi-Newton version, also called reduced quasi-Newton algorithm, needs to update matrices of order $n-m$ only, while the SQP method requires updating matrices of order $n$.

An iteration of the reduced Hessian algorithm consists of two stages; see [11, 35, 26, 8]. Starting an iteration at $x_{k} \in \mathbb{R}^{n}$, a tangent step $t_{k}$ is first computed by solving the quadratic program in the variable $t \in \mathbb{R}^{n}$ :

$$
\left\{\begin{array}{l}
\min \nabla f\left(x_{k}\right)^{\top} t+\frac{1}{2} t^{\top} M_{k} t  \tag{1.13}\\
A\left(x_{k}\right) t=0,
\end{array}\right.
$$

where $M_{k}$ is again the Hessian of the Lagrangian or an approximation to it. This problem is similar to (1.9), except that $t_{k}$ is now in the null space of $A\left(x_{k}\right)$ which is also the tangent space at $x_{k}$ to the manifold

$$
\mathcal{M}_{x_{k}}=\left\{x \in \mathbb{R}^{n}: c(x)=c\left(x_{k}\right)\right\} .
$$

Therefore, only the part of $M_{k}$ acting on this tangent space is visible by the algorithm ( $M_{k}$ is not used in the second stage of the algorithm). It is that part that will have to be updated in the quasi-Newton version of the method.

Next, a Newton-like direction $r_{k}$ for solving the second equation in (1.8) is determined. For this, one uses a right inverse $A^{-}\left(x_{k}\right)$ of the Jacobian $A\left(x_{k}\right)$ (hence $\left.A\left(x_{k}\right) A^{-}\left(x_{k}\right)=I_{m} \in \mathbb{R}^{m \times m}\right)$ and one computes

$$
\begin{equation*}
r_{k}=-A^{-}\left(x_{k}\right) c\left(x_{k}+t_{k}\right) \tag{1.14}
\end{equation*}
$$

Finally, in the local algorithm (without line-search), $x_{k+1}$ is set to $x_{k}+t_{k}+r_{k}$.
Now, let $Z^{-}\left(x_{k}\right)$ be a basis of the null space $N\left(A\left(x_{k}\right)\right)$ of $A\left(x_{k}\right)$, i.e., an $n \times(n-m)$ injective matrix such that $A\left(x_{k}\right) Z^{-}\left(x_{k}\right)=0$. Then, the solution of (1.13) can be written

$$
\begin{equation*}
t_{k}=-Z^{-}\left(x_{k}\right) G_{k}^{-1} g\left(x_{k}\right), \tag{1.15}
\end{equation*}
$$

where $G_{k}=Z^{-}\left(x_{k}\right)^{\top} M_{k} Z^{-}\left(x_{k}\right)$ is or approximates the reduced Hessian of the Lagrangian

$$
G(x, \lambda)=Z^{-}(x)^{\top} \nabla^{2} \ell(x, \lambda) Z^{-}(x)
$$

and

$$
g(x)=Z^{-}(x)^{\top} \nabla f(x)
$$

is the reduced gradient of $f$.
Note that for any choice of right inverse $A^{-}(x)$ of $A(x)$ and basis $Z^{-}(x)$ of $N(A(x))$, there exists an $(n-m) \times n$ matrix $Z(x)$, uniquely determined by

$$
\begin{equation*}
A^{-}(x) A(x)+Z^{-}(x) Z(x)=I_{n} . \tag{1.16}
\end{equation*}
$$

We deduce from this that

$$
Z(x) Z^{-}(x)=I_{n-m} \quad \text { and } \quad Z(x) A^{-}(x)=O_{(n-m) \times m}
$$

so that $Z^{-}(x)$ is a right inverse of $Z(x)$.
When $G_{k}$ is a quasi-Newton approximation of the reduced Hessian of the Lagrangian, it is interesting to maintain this matrix positive definite for two reasons similar to those met in Section 1.1 for unconstrained problems and in this section for the SQP algorithm. First, the reduced Hessian of the Lagrangian is positive definite at a strong solution of (1.7). Secondly, when $G_{k}$ is positive definite and $g\left(x_{k}\right) \neq 0$, the directional derivative

$$
\Theta_{\sigma_{k}}^{\prime}\left(x_{k} ; t_{k}\right)=-g\left(x_{k}\right)^{\top} G_{k}^{-1} g\left(x_{k}\right)
$$

is negative, making $t_{k}$ a descent direction of $\Theta_{\sigma_{k}}$ at $x_{k}$.
Then, the globalization of the reduced quasi-Newton algorithm can be done along the following lines [26,28], similar to those followed above. Since the direction $r_{k}$ is computed by evaluating functions at two different points, $x_{k}$ and $x_{k}+t_{k}$, there is no guarantee that $t_{k}+r_{k}$ will be a descent direction of $\Theta_{\sigma_{k}}$ at $x_{k}$. On the other hand, introducing

$$
\begin{equation*}
r_{k}^{0}=-A^{-}\left(x_{k}\right) c\left(x_{k}\right), \tag{1.17}
\end{equation*}
$$

we observe that

$$
\Theta_{\sigma_{k}}^{\prime}\left(x_{k} ; t_{k}+r_{k}^{0}\right)=-g\left(x_{k}\right)^{\top} G_{k}^{-1} g\left(x_{k}\right)+\lambda\left(x_{k}\right)^{\top} c\left(x_{k}\right)-\sigma_{k}\left\|c\left(x_{k}\right)\right\|_{P},
$$

where $\lambda(x)$ is the multiplier estimate

$$
\begin{equation*}
\lambda(x)=-A^{-}(x)^{\top} \nabla f(x) . \tag{1.18}
\end{equation*}
$$

We deduce from this that $t_{k}+r_{k}^{0}$ is a descent direction of $\Theta_{\sigma_{k}}$ provided

$$
\sigma_{k}>\left\|\lambda\left(x_{k}\right)\right\|_{D}
$$

and $x_{k}$ is not stationary for (1.7). Therefore, if $\sigma_{k}$ is sufficiently large, one can force the decrease of $\Theta_{\sigma_{k}}$ by determining a step-size $\alpha_{k}>0$ along the quadratic curve joining $x_{k}$ and $x_{k}+t_{k}+r_{k}$, and tangent to $t_{k}+r_{k}^{0}$ at $x_{k}$,

$$
\alpha \mapsto p_{k}^{0}(\alpha)=x_{k}+\alpha\left(t_{k}+r_{k}^{0}\right)+\alpha^{2}\left(r_{k}-r_{k}^{0}\right)
$$

The step-size will be determined, for example by backtracking, so that

$$
\begin{equation*}
\Theta_{\sigma_{k}}\left(p_{k}^{0}\left(\alpha_{k}\right)\right) \leq \Theta_{\sigma_{k}}\left(x_{k}\right)+\omega_{1} \alpha_{k} \Theta_{\sigma_{k}}^{\prime}\left(x_{k} ; t_{k}+r_{k}^{0}\right) . \tag{1.19}
\end{equation*}
$$

The next iterate is then set to $x_{k+1}=p_{k}^{0}\left(\alpha_{k}\right)$.

### 1.3 Realizing $\gamma_{k}^{\top} \delta_{k}>0$

If we compare the two algorithms of the previous section, with the unconstrained algorithm of Section 1.1, we see that what is missing in the algorithms for constrained problems is the counterpart of condition (1.6), which ensures the inequality $\gamma_{k}^{\top} \delta_{k}>0$ and by that the positive definiteness of the updated matrices.

In constrained optimization, realizing $\gamma_{k}^{\top} \delta_{k}>0$ is a much harder task, at least if one tries to mimic the Wolfe line-search used in unconstrained optimization. Remark, however, that once this condition is realized and is compatible with the inequalities (1.12) or (1.19), the algorithms are quite simple to implement, since they amount to do what is sketched in Section 1.2. In Sections 4 and 5, we dissect the content of the black boxes, introduced in [29,1], that realize the condition $\gamma_{k}^{\top} \delta_{k}>0$, by means of a step-size determination process.

Regardless of the meaning of $\gamma_{k}$ and $\delta_{k}$, there is always the possibility to get $\gamma_{k}^{\top} \delta_{k}>0$ by using the modification of the BFGS formula suggested by Powell [43]. In that approach, the vector $\gamma_{k}$ is modified to $\tilde{\gamma}_{k}=\theta \gamma_{k}+(1-\theta) M_{k} \delta_{k}$, where $M_{k}$ stands for the matrix to update and $\theta$ is the number in $(0,1]$, the closest to 1 , such that the inequality $\tilde{\gamma}_{k}^{\top} \delta_{k} \geq \eta \delta_{k}^{\top} M_{k} \delta_{k}$ is satisfied (the constant $\eta \in(0,1)$ is usually set to 0.1 or $0.2[41,44]$ ). Then $\tilde{\gamma}_{k}$ is used instead of $\gamma_{k}$ in the BFGS formula (1.3). Powell's correction of $\gamma_{k}$ is certainly the most widely used technique in practice. Its success is due to its appealing simplicity and its usually good numerical efficiency. We believe, however, that this technique is not satisfactory for at least three reasons: $(i)$ it is hard to figure out what part of the problem data is taken into account by this modification, (ii) the asymptotic $r$-superlinear rate of convergence that can be proved in theory [42] is not as strong as one could expect; the stronger $q$-superlinear convergence that is obtained by the BFGS algorithm for unconstrained problems would be more satisfactory, and (iii) the technique can yield artificial illconditioning of the updated matrices, deteriorating the numerical efficiency of the algorithms (see [46, p. 125] and [44]). These facts have motivated further studies (see also $[13,33,4,15]$ ).

## 2 Choices of $\gamma_{k}$ and $\delta_{k}$ for constrained problems

Let us now consider how to choose the vectors $\gamma_{k}$ and $\delta_{k}$ in the algorithms described in Section 1.2. If we denote by $M_{*}$ the matrix at the optimal point that is approximated by $M_{k}$, what must guide us is the necessity to have

$$
\begin{equation*}
\frac{\gamma_{k}-M_{*} \delta_{k}}{\left\|\delta_{k}\right\|} \rightarrow 0, \quad \text { when } k \rightarrow \infty \tag{2.1}
\end{equation*}
$$

This estimate is required by the asymptotic analysis. Observe that this rule is satisfied in unconstrained optimization, since $M_{k}$ approximates $\nabla^{2} f\left(x_{k}\right)$ and, when the Hessian of $f$ is Lipschitz continuous and $x_{k} \rightarrow x_{*}$, one has $\gamma_{k}=\nabla^{2} f\left(x_{k}\right) \delta_{k}+$ $O\left(\left\|\delta_{k}\right\|^{2}\right)=\nabla^{2} f\left(x_{*}\right) \delta_{k}+o\left(\left\|\delta_{k}\right\|\right)$, when $k \rightarrow \infty$.

In this section, we limit the discussion on the choices of $\gamma_{k}$ and $\delta_{k}$ for algorithms without line-search, since the line-search techniques described in Section 1.2 will be modified anyway. Our aim is to give insight into what $\gamma_{k}$ and $\delta_{k}$ should be near the solution and to make explicit the difficulties that are encountered.

### 2.1 Vectors $\gamma_{k}$ and $\delta_{k}$ in reduced quasi-Newton algorithms

Let us consider first the choice of $\gamma_{k}$ and $\delta_{k}$ in reduced quasi-Newton algorithms. We observe that, since the reduced gradient is given by $g(x)=Z^{-}(x)^{\top} \nabla f(x)=$ $Z^{-}(x)^{\top} \nabla \ell\left(x, \lambda_{*}\right)$, its derivative at a stationary point $x_{*}$ is

$$
\begin{equation*}
g^{\prime}\left(x_{*}\right)=Z^{-}\left(x_{*}\right)^{\top} L_{*}, \tag{2.2}
\end{equation*}
$$

where $L_{*}=\nabla^{2} \ell\left(x_{*}, \lambda_{*}\right)$ is the Hessian of the Lagrangian with respect to $x$ at $\left(x_{*}, \lambda_{*}\right)$.
Since the updated matrices $G_{k}$ must approach the reduced Hessian of the Lagrangian at the optimal point, $G_{*}=Z^{-}\left(x_{*}\right)^{\top} L_{*} Z^{-}\left(x_{*}\right)=g^{\prime}\left(x_{*}\right) Z^{-}\left(x_{*}\right)$, the rule (2.1) and formula (2.2) suggest to take

$$
\left\{\begin{array}{l}
\gamma_{k}=g\left(x_{k}+t_{k}\right)-g\left(x_{k}\right)  \tag{2.3}\\
\delta_{k}=Z\left(x_{k}\right) t_{k} .
\end{array}\right.
$$

Indeed, with this choice $t_{k}=Z^{-}\left(x_{k}\right) \delta_{k}$ and, when $g^{\prime}$ is Lipschitz continuous, we have

$$
\begin{equation*}
\gamma_{k}=Z^{-}\left(x_{*}\right)^{\top} L_{*} t_{k}+o\left(\left\|t_{k}\right\|\right)=G_{*} \delta_{k}+o\left(\left\|\delta_{k}\right\|\right), \quad \text { when } k \rightarrow \infty . \tag{2.4}
\end{equation*}
$$

Another possibility is to take

$$
\left\{\begin{array}{l}
\gamma_{k}=Z^{-}\left(x_{k}\right)^{\top}\left(\nabla \ell\left(x_{k}+t_{k}, \lambda_{k}\right)-\nabla \ell\left(x_{k}, \lambda_{k}\right)\right)  \tag{2.5}\\
\delta_{k}=Z\left(x_{k}\right) t_{k}
\end{array}\right.
$$

where $\lambda_{k}$ is $\lambda\left(x_{k}\right)$ or the multiplier associated with the constraints in (1.13). If $f^{\prime \prime}$ and $c^{\prime \prime}$ are Lipschitz continuous, we obtain the same estimate (2.4) when $\left(x_{k}, \lambda_{k}\right)$ converges to ( $x_{*}, \lambda_{*}$ ).

Other formulas are proposed in [12, 39, 9]. Close to a solution, they are all equivalent, so that an asymptotic analysis cannot distinguish between them. Now, their global efficiency can be very different. In Section 3 below, we bring a new argument that can help in selecting one of these formulas according to the choice of tangent bases $Z^{-}$.

The choices of $\gamma_{k}$ and $\delta_{k}$ mentioned above are safe, since they yield (2.1), but they can be very expensive in computing time. They require indeed linearizing functions (i.e., computing $\nabla f, A$ and sometimes $Z^{-}$) at the intermediate point $x_{k}+t_{k}$, while this linearization is not necessary in the local method of Section 1.2. Therefore, researchers have suggested to avoid this linearization by taking

$$
\begin{equation*}
\gamma_{k}=g\left(x_{k+1}\right)-g\left(x_{k}\right) \quad \text { or } \quad \gamma_{k}=Z^{-}\left(x_{k}\right)^{\top}\left(\nabla \ell\left(x_{k+1}, \lambda_{k}\right)-\nabla \ell\left(x_{k}, \lambda_{k}\right)\right) \tag{2.6}
\end{equation*}
$$

and to update the matrix $G_{k}$ only when the update with this new $\gamma_{k}$ looks safe. The difficulty with these values of $\gamma_{k}$ is that the estimate (2.1) no longer holds. To measure the appropriateness of an update, a possibility is to compare the length of the tangent step $t_{k}$ to the length of the restoration step $r_{k}$. An update can occur if the update criterion

$$
\begin{equation*}
\left\|r_{k}\right\| \leq \mu_{k}\left\|t_{k}\right\| \tag{2.7}
\end{equation*}
$$

holds [39, 24]. The sequence $\left\{\mu_{k}\right\}$ in (2.7) has to converge to zero if $G_{k}$ is updated infinitely often. The aim of (2.7) is to select the iterations where the cheap $\gamma_{k}$ (given by (2.6)) and the safe $\gamma_{k}$ (given by (2.3) or (2.5)) are similar because $x_{k}+t_{k}$ and $x_{k+1}$ are closer and closer to each other relatively to the distance between $x_{k}$ and
$x_{k}+t_{k}$. It is not difficult to see that when (2.7) holds with $\mu_{k} \rightarrow 0, \gamma_{k}$ given by one of the formulas in (2.6) and $\delta_{k}=Z\left(x_{k}\right) t_{k}$ satisfy (2.1).

The update criterion (2.7) works well in theory [39], even in a global framework [25, 28], but in practice the numerical results are sometimes disappointing. Now, the criterion (2.7) is rather crude because there is no need to have a small transversal displacement $r_{k}$ to update the matrix. This is particularly clear when formula (2.3) is used for $\gamma_{k}$. We see that what is necessary for a safe update is to have $g\left(x_{k+1}\right)$ close to $g\left(x_{k}+t_{k}\right)$, which can occur even if $x_{k+1}$ and $x_{k}+t_{k}$ are far from each other, provided these two points are close the same reduced gradient manifold. In other words, and this formulation of the remark is also valid when the step-size differs from one, the useful information to update $G_{k}$ is the tangent first order approximation of the vector joining $x_{k}$ and the intersection of the constraint manifold and the reduced gradient manifold. To our knowledge, there is no update criterion based on this observation. We believe that this topic deserves more attention.

Now that the asymptotic criterion (2.1) has led us to appropriate formulas for $\gamma_{k}$ and $\delta_{k}$, one can ask whether a line-search can help in getting $\gamma_{k}^{\top} \delta_{k}>0$. The answer is negative in general, even if a search is made along the tangent direction $t_{k}$. An example with (2.3) is given in [27]. Therefore, more sophisticated step-size determination techniques have to be introduced. This is the matter of Section 4.

### 2.2 Vectors $\gamma_{k}$ and $\delta_{k}$ in the SQP algorithm

Let us now consider the case of the SQP algorithm and let us use the same criterion (2.1) for determining $\gamma_{k}$ and $\delta_{k}$.

Since $M_{k}$ may approximate the Hessian of the augmented Lagrangian, a first possibility is to use

$$
\left\{\begin{array}{l}
\gamma_{k}=\nabla \ell_{\tau}\left(x_{k+1}, \lambda_{k}^{\mathrm{QP}}\right)-\nabla \ell_{\tau}\left(x_{k}, \lambda_{k}^{\mathrm{QP}}\right) \\
\delta_{k}=x_{k+1}-x_{k} .
\end{array}\right.
$$

where $\lambda_{k}^{Q P}$ is the dual solution of (1.9) (see $[34,48,32]$ ). This approach has however serious practical difficulties: $(i)$ a priori knowledge of the threshold value of $\tau$ making positive definite the Hessian of $\ell_{\tau}$ at the solution is generally unavailable, (ii) large values of $\tau$ present severe numerical problems (examples are given in [48, 39]), and (iii) far from the solution, there may be no value of $\tau$ and no step-size along $d_{k}$ that make the inner product $\gamma_{k}^{\top} \delta_{k}$ positive.

Some of the inconvenients of the preceding formula can be overcome by taking advantage of the structure of the Hessian of the augmented Lagrangian at the solution:

$$
\begin{equation*}
\nabla^{2} \ell_{\tau}\left(x_{*}, \lambda_{*}\right)=L_{*}+\tau A\left(x_{*}\right)^{\top} A\left(x_{*}\right) . \tag{2.8}
\end{equation*}
$$

This suggests to take [49]

$$
\left\{\begin{array}{l}
\gamma_{k}=\nabla \ell\left(x_{k+1}, \lambda_{k}^{\mathrm{QP}}\right)-\nabla \ell\left(x_{k}, \lambda_{k}^{\mathrm{QP}}\right)+\tau A\left(x_{k}\right)^{\top} A\left(x_{k}\right) \delta_{k}  \tag{2.9}\\
\delta_{k}=x_{k+1}-x_{k} .
\end{array}\right.
$$

The inner product of $\gamma_{k}$ and $\delta_{k}$ is then

$$
\gamma_{k}^{\top} \delta_{k}=\left(\nabla \ell\left(x_{k+1}, \lambda_{k}^{Q \mathrm{P}}\right)-\nabla \ell\left(x_{k}, \lambda_{k}^{Q \mathrm{P}}\right)\right)^{\top} \delta_{k}+\tau\left\|A\left(x_{k}\right) \delta_{k}\right\|^{2},
$$

so that, one can get $\gamma_{k}^{\top} \delta_{k}>0$ by taking $\tau$ sufficiently large, as long as $A\left(x_{k}\right) \delta_{k} \neq 0$. It is clear that this strategy does not work when $A\left(x_{k}\right) \delta_{k}$ is numerically zero and $\gamma_{k}^{\top} \delta_{k}$ is negative. In [10], Byrd, Tapia, and Zhang propose the back-up strategy that consists in replacing $A\left(x_{k}\right)^{\top} A\left(x_{k}\right) \delta_{k}$ by $\delta_{k}$ in formula (2.9) when $A\left(x_{k}\right) \delta_{k}$ is small and $\gamma_{k}^{\top} \delta_{k}$ is not sufficiently positive. Then the positivity of $\gamma_{k}^{\top} \delta_{k}$ can be obtained as before by taking $\tau$ sufficient large. Numerical experiment in [10] has shown that this approach is numerically competitive with Powell's correction of the BFGS formula. They also proved that the convergence of the sequence $\left\{x_{k}\right\}$ implies its $r$-superlinear convergence and even its $q$-superlinear convergence if the penalty parameter $\tau$ is eventually maintained fixed and sufficiently large. This nice result is not completely satisfactory because the threshold value for $\tau$ giving the $q$-superlinear result is usually unknown.

An interesting aspect of the approach in [10] is to give an update rule for the penalty parameter $\tau$. Clearly, the technique appropriately deals with the transversal component of the matrix $M_{k}$ (its action in the range space of $A^{\top}$ ) by setting the parameter $\tau$, but it needs a backup strategy for its longitudinal component (its action in the null space of $A$ ). In particular, when the constraints are linear and the iterates are feasible and away from the solution, the back-up strategy may often be active, which is not very desirable. It is clear that in this particular case Wolfe's line-search would overcome the difficulty. In Section 5, we will present a technique combining the use of $\tau$ for dealing with the transversal part of $M_{k}$ and a piecewise line-search that takes care of the longitudinal part of $M_{k}$.

### 2.3 Principle of the new approach

The piecewise line-search (PLS) techniques presented in Sections 4 and 5 are based on the following principle. First, it is observed that a so-called reduced curvature condition can be satisfied along a curve that is defined as the solution of an ordinary differential equation. This condition implies the positivity of $\gamma_{k}^{\top} \delta_{k}$, in the same way as (1.6) implies (1.5). Computing a step-size by moving along this curve would be computationally too expensive in general. Also, a piecewise linear approximation of the curve is introduced, using an explicit Euler discretization. At each point of discretization, the reduced curvature condition is tested. If it holds the PLS is interrupted; otherwise, the search is pursued along a new direction.

## 3 Geometrical considerations

When the pair $\left(\gamma_{k}, \delta_{k}\right)$ used to update the matrix $G_{k}$ in the reduced quasi-Newton algorithm is defined by (2.3), one has

$$
\gamma_{k}=\left(\int_{0}^{1} g^{\prime}\left(x_{k}+\alpha t_{k}\right) Z^{-}\left(x_{k}\right) d \alpha\right) \delta_{k}
$$

Therefore, $\left(\gamma_{k}, \delta_{k}\right)$ collects information from a matrix close to $g^{\prime}(x) Z^{-}(x)$. This section addresses the question of the symmetry of this matrix. This is a very desirable property. Indeed, the pair $\left(\gamma_{k}, \delta_{k}\right)$ is used to update the symmetric matrix $G_{k}$, so that it is better when $\left(\gamma_{k}, \delta_{k}\right)$ does not contain useless information from an unsymmetric matrix.

The matrix $g^{\prime}(x) Z^{-}(x)$ is clearly symmetric at the solution, because by formula (2.2), $g^{\prime}\left(x_{*}\right) Z^{-}\left(x_{*}\right)=Z^{-}\left(x_{*}\right)^{\top} L_{*} Z^{-}\left(x_{*}\right)$ is the reduced Hessian of the Lagrangian. But away from $x_{*}$, this matrix may not be symmetric. An equivalent condition to the symmetry of $g^{\prime}(x) Z^{-}(x)$ is given in Proposition 3.1 below. It uses the following definitions. For further details on the geometrical concepts used in this section, we refer the reader to $[47,6,16,20]$.

A vector field on $\mathbb{R}^{n}$ is a smooth map $X: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. The Lie bracket of two vector fields $X$ and $Y$ on $\mathbb{R}^{n}$ is the vector field on $\mathbb{R}^{n}$, denoted by $[X, Y]$ and defined by

$$
[X, Y](x)=Y^{\prime}(x) \cdot X(x)-X^{\prime}(x) \cdot Y(x) .
$$

In this formula, $Y^{\prime}(x) \cdot X(x)$ denotes the usual directional derivative at $x$ of the function $Y$ in the direction $X(x)$. It is not difficult to show that if $X$ and $Y$ are tangent to a submanifold of $\mathbb{R}^{n}$ in an open neighborhood of a point $x$, then $[X, Y]$ is also tangent to this submanifold in this neighborhood.

Suppose that the function $c: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ defining the constraints in (1.7) is smooth and has surjective Jacobian matrices $A(x)$, for all $x \in \mathbb{R}^{n}$. Then, the set

$$
\mathcal{M}_{x}:=\left\{y \in \mathbb{R}^{n}: c(y)=c(x)\right\}
$$

is a submanifold of $\mathbb{R}^{n}$. Let be given a smooth map $x \in \mathbb{R}^{n} \mapsto Z^{-}(x) \in \mathbb{R}^{n \times(n-m)}$ such that the columns of $Z^{-}(x)$ span the null space of $A(x)$ (see Remark 1.1). We denote by $Z_{, k}^{-}$the vector field defined by the $k$ th column of $Z^{-}$. These vector fields are tangent to the manifolds $\mathcal{M}_{x}$, so that their Lie brackets $\left[Z_{, k}^{-}, Z_{, l}^{-}\right]$are also tangent to these manifolds.

Proposition 3.1. The matrix $g^{\prime}(x) Z^{-}(x)$ is symmetric if and only if

$$
\begin{equation*}
\nabla f(x) \perp\left[Z_{, k}^{-}, Z_{, l}^{-}\right](x), \quad \text { for all } k, l \in\{1, \ldots, n-m\} . \tag{3.1}
\end{equation*}
$$

In particular, $g^{\prime}(x) Z^{-}(x)$ is symmetric when $g(x)=0$.

Proof. Denoting by $\left\{e_{k}\right\}$ the canonical basis of $\mathbb{R}^{n-m}$, we have

$$
e_{k}^{\top} g^{\prime}(x) Z^{-}(x) e_{l}=g_{k}^{\prime}(x) \cdot Z_{, l}^{-}(x)
$$

Using $g_{k}(x)=Z_{, k}^{-}(x)^{\top} \nabla f(x)$,

$$
e_{k}^{\top} g^{\prime}(x) Z^{-}(x) e_{l}=\left(\left(Z_{, k}^{-}\right)^{\prime}(x) \cdot Z_{, l}^{-}(x)\right)^{\top} \nabla f(x)+Z_{, k}^{-}(x)^{\top} \nabla^{2} f(x) Z_{, l}^{-}(x) .
$$

Therefore $g^{\prime}(x) Z^{-}(x)$ is symmetric if and only if (3.1) holds.
When $g(x)=0, \nabla f(x)$ is perpendicular to the tangent space to $\mathcal{M}_{x}$ at $x$. Since $\left[Z_{, k}^{-}, Z_{, l}^{-}\right](x)$ belongs to that space, (3.1) holds and $g^{\prime}(x) Z^{-}(x)$ is symmetric.

Since at a non stationary point, $\nabla f$ is arbitrary, the only way to be sure to have $\nabla f(x)$ perpendicular to $\left[Z_{, k}^{-}, Z_{, l}^{-}\right](x)$ is to choose tangent bases $Z^{-}$with zero Lie bracket columns. As shown in Proposition 3.2, this last property is equivalent to the existence of local parametrizations of the manifolds $\mathcal{M}_{x}$, whose derivatives give $Z^{-}$. Before making this statement precise, we recall the definition of a parametrization.

A parametrization of the manifold $\mathcal{M}_{x}$ around $y \in \mathcal{M}_{x}$ is a map $\psi: U \rightarrow$ $\mathcal{M}_{x}$ defined on an open set $U$ of $\mathbb{R}^{n-m}$ such that $y \in \psi(U), \psi: U \rightarrow \psi(U)$ is a homeomorphism when $\psi(U)$ is endowed with the topology induced from that of $\mathbb{R}^{n}$, and $i \circ \psi\left(i\right.$ denotes the canonical injection from $\mathcal{M}_{x}$ to $\left.\mathbb{R}^{n}\right)$ is smooth and has injective derivatives $(i \circ \psi)^{\prime}(u)$ for all $u \in U$.

Proposition 3.2. Consider the vector fields on $\mathcal{M}_{x}$ given by the columns of the tangent bases $Z^{-}$. The Lie brackets $\left[Z_{, k}^{-}, Z_{, l}^{-}\right](y)=0$ for $k, l \in\{1, \ldots, n-m\}$ and all $y \in \mathcal{M}_{x}$ in a neighborhood of $x$ if and only if there exists a parametrization $\psi: U \rightarrow \mathcal{M}_{x}$ of $\mathcal{M}_{x}$ around $x$ such that for all $u \in U,(i \circ \psi)^{\prime}(u)=Z^{-}(\psi(u))$ ( $i$ denotes the canonical injection from $\mathcal{M}_{x}$ to $\mathbb{R}^{n}$ ).

It is easy to see that the $i f$-part of the proposition holds. For this, assume the existence of a parametrization $\psi$ with $(i \circ \psi)^{\prime}(u)=Z^{-}(\psi(u))$ and let $k, l \in$ $\{1, \ldots, n-m\}$. Then, for $u \in U$ and $y=\psi(u)$, one has

$$
\begin{gathered}
(i \circ \psi)^{\prime}(u) \cdot e_{k}=Z_{, k}^{-}(\psi(u)), \\
(i \circ \psi)^{\prime \prime}(u) \cdot\left(e_{k}, e_{l}\right)=\left(Z_{, k}^{-}\right)^{\prime}(y) \cdot Z_{, l}^{-}(y) .
\end{gathered}
$$

Therefore $\left[Z_{, k}^{-}, Z_{, l}^{-}\right](y)=0$ by the symmetry of $\left(v_{1}, v_{2}\right) \mapsto(i \circ \psi)^{\prime \prime}(u) \cdot\left(v_{1}, v_{2}\right)$. The only-if-part is more involved. For a proof, see [16, Theorem 4.3.1].

For the interpretation of the search algorithm described in Section 4, we will need one of the two equivalent statements of Proposition 3.2, which we quote in the form of an assumption.

Assumption 3.3 (zero Lie bracket bases). The tangent bases $Z^{-}$are such that for all $x \in \mathbb{R}^{n}$ there exists a parametrization $\psi: U \rightarrow \mathcal{M}_{x}$ around $x$ such that $(i \circ \psi)^{\prime}(u)=Z^{-}(\psi(u))$ for all $u \in U\left(i\right.$ denotes the canonical injection from $\mathcal{M}_{x}$ to $\mathbb{R}^{n}$ ). Equivalently, the Lie brackets $\left[Z_{, k}^{-}, Z_{, l}^{-}\right](x)=0$ for $k, l \in\{1, \ldots, n-m\}$ and $x \in \mathbb{R}^{n}$.

Combining Propositions 3.1 and 3.2 , we see that when Assumption 3.3 holds, the matrix $g^{\prime}(x) Z^{-}(x)$ is symmetric for all $x \in \mathbb{R}^{n}$. In fact this statement is also a consequence of the following simple calculation.

Proposition 3.4. Suppose that $\psi: U \subset \mathbb{R}^{n-m} \rightarrow \mathcal{M}_{x}$ is a parametrization of $\mathcal{M}_{x}$ around $x$ such that $(i \circ \psi)^{\prime}(u)=Z^{-}(\psi(u))$ for all $u \in U$. Then, for $u \in U$ and $y=\psi(u)$, one has

$$
g^{\prime}(y) Z^{-}(y)=\nabla^{2}(f \circ \psi)(u)
$$

Proof. By definition of $g$, we have for $u \in U, y=\psi(u)$, and $v_{1} \in \mathbb{R}^{n-m}$

$$
(f \circ \psi)^{\prime}(u) \cdot v_{1}=f^{\prime}(\psi(u)) \cdot Z^{-}(\psi(u)) v_{1}=g(\psi(u))^{\top} v_{1} .
$$

Differentiating again in $u$ in the direction $v_{2} \in \mathbb{R}^{n-m}$ gives

$$
(f \circ \psi)^{\prime \prime}(u) \cdot\left(v_{1}, v_{2}\right)=v_{1}^{\top} g^{\prime}(y) Z^{-}(y) v_{2} .
$$

Hence the result.
The question that arises now is whether the usual ways of computing tangent bases give rise to matrices $Z^{-}$satisfying Assumption 3.3. The answer is positive for the tangent bases obtained by partitioning the Jacobian $A$ and is usually negative for orthonormal bases, including those obtained by the QR factorization of $A^{\top}$. Let us consider these two cases successively.

Since $A(x)$ is surjective, it has $m$ linearly independent columns, which, for simplicity, will be supposed to be the first ones. Then, the Jacobian of $c$ can written

$$
A(x)=(B(x) \quad N(x)),
$$

where $B(x)$ is an order $m$ nonsingular matrix. Clearly, the columns of the matrix

$$
\begin{equation*}
Z^{-}(x)=\binom{-B(x)^{-1} N(x)}{I_{n-m}} \tag{3.2}
\end{equation*}
$$

form a basis of the null space of $A(x)$.
Proposition 3.5. The tangent bases given by (3.2) satisfy Assumption 3.3. In particular, for these bases, $g^{\prime}(x) Z^{-}(x)$ is a symmetric matrix.

Proof. Let us partition the components of $y \in \mathbb{R}^{n}$ in $(\xi, u)$, with $\xi \in \mathbb{R}^{m}$ and $u \in \mathbb{R}^{n-m}$. Then, by the implicit function theorem, the nonsingularity of $B(x)$ implies the existence an implicit function $u \in U \mapsto \xi(u) \in \mathbb{R}^{m}$, where $U$ is an open set of $\mathbb{R}^{n-m}$, such that $c(\xi(u), u)=c(x)$ for all $u \in U$. The parametrization satisfying Assumption 3.3 is $\psi(u)=(\xi(u), u)$. Then, by proposition 3.4, $g^{\prime}(x) Z^{-}(x)$ is symmetric.

The situation is completely different when the columns of $Z^{-}(x)$ are chosen to be orthonormal, i.e., $Z^{-}(x)^{\top} Z^{-}(x)=I_{n-m}$ for all $x$, no matter how this matrix is computed. To explain this, we use an argument from Riemannian geometry (see for example [20]). Let $x$ be a point fixed in $\mathbb{R}^{n}$. With the bases $Z^{-}$, one can associate a Riemannian structure on the manifold $\mathcal{M}_{x}$, by defining the inner product of two tangent vectors $X=Z^{-}(y) u$ and $Y=Z^{-}(y) v$ at $y \in \mathcal{M}_{x}$ by $g(X, Y)=u^{\top} v$. If Assumption 3.3 holds, it gives parametrizations $\psi$, which are local isometries between $\mathbb{R}^{n-m}$ and $\left(\mathcal{M}_{x}, g\right)$. Indeed, $\psi^{*} g$ is the inner product of $\mathbb{R}^{n-m}$ :

$$
\left(\psi^{*} g\right)(u, v):=g\left(\psi_{*} u, \psi_{*} v\right):=g\left(Z^{-}(y) u, Z^{-}(y) v\right)=u^{\top} v,
$$

where $\psi_{*}$ and $\psi^{*}$ denote the tangent and cotangent maps associated with $\psi$. A consequence of this is that the Riemannian curvature of $\left(\mathcal{M}_{x}, g\right)$ is zero, as the one of $\mathbb{R}^{n-m}$. Now, if the columns of the matrices $Z^{-}(y)$ are orthonormal, the Riemannian structure of $\left(\mathcal{M}_{x}, g\right)$ is also the one induced by $\mathbb{R}^{n}$ on $\mathcal{M}_{x}$ considered as a submanifold of $\mathbb{R}^{n}$, say $\left(\mathcal{M}_{x}, g_{E}\right)$. Indeed, for this induced Riemannian structure, the inner product of $X=Z^{-}(y) u$ and $Y=Z^{-}(y) v$ is the one in $\mathbb{R}^{n}$ :

$$
g_{E}(X, Y)=X^{\top} Y=u^{\top} Z^{-}(y)^{\top} Z^{-}(y) v=u^{\top} v=g(X, Y),
$$

by the orthonormality of the columns of $Z^{-}(y)$. Therefore, always under Assumption 3.3, we have shown that the Riemannian curvature of $\left(\mathcal{M}_{x}, g_{E}\right)$ is zero (it is the same as the one of $\left.\left(\mathcal{M}_{x}, g\right)\right)$. This property is satisfied by very particular submanifolds of $\mathbb{R}^{n}$. For example, it occurs when $\mathcal{M}_{x}$ is an affine subspace of $\mathbb{R}^{n}$ or a cylinder (the product $\mathcal{S}^{1} \times E$ of the sphere of dimension one $\mathcal{S}^{1}$ and an affine subspace $E$ ). Therefore, when $Z^{-}$has orthonormal columns, Assumption 3.3 is rarely satisfied and the matrix $g^{\prime}(x) Z^{-}(x)$ is not necessarily symmetric.

The conclusion of this discussion is that when the pairs $\left(\gamma_{k}, \delta_{k}\right)$ used to update the matrix $G_{k}$ are given by (2.3), one should use tangent bases $Z^{-}$satisfying Assumption 3.3, in order to have $g^{\prime}(x) Z^{-}(x)$ symmetric. In particular, formula (3.2) is suitable, but orthonormal bases are usually inadequate.

Finally, note that the question of the symmetry of $g^{\prime}(x) Z^{-}(x)$ does not arise when one uses the pairs ( $\gamma_{k}, \delta_{k}$ ) given by formula (2.5), since these pairs collect information from a matrix close to $Z^{-}(y)^{\top} \nabla^{2} \ell(y, \lambda) Z^{-}(y)$, which is always symmetric.

We believe that the comments given in this section could explain the much better efficiency of the reduced quasi-Newton algorithm tested in [29], which uses the pairs
$\left(\gamma_{k}, \delta_{k}\right)$ given by (2.3), when the bases satisfy the zero Lie bracket bases assumption 3.3. Further numerical tests should be necessary to confirm this impression.

## 4 PLS for reduced quasi-Newton algorithms

### 4.1 Longitudinal search

Suppose that Assumption 3.3 holds. Then, the parametrizations $\psi$ can be used to interpret algorithms in $\mathbb{R}^{n}$ as piecewise linear approximations of the image by $\psi$ of algorithms defined in the reduced space $\mathbb{R}^{n-m}$. For example, let $\psi_{k}: U \rightarrow \mathcal{M}_{x_{k}}$ be a local parametrization of the submanifold $\mathcal{M}_{x_{k}}$ around $x_{k}=\psi_{k}\left(u_{k}\right), u_{k} \in U$, satisfying $\left(i \circ \psi_{k}\right)^{\prime}(u)=Z^{-}\left(\psi_{k}(u)\right)$, for all $u \in U$. A quasi-Newton algorithm in $\mathbb{R}^{n-m}$, whose search path has the form

$$
\alpha \mapsto u_{k}+\alpha \delta_{k} \quad\left(\delta_{k}=-G_{k}^{-1} g\left(x_{k}\right)\right),
$$

in $\mathbb{R}^{n-m}$, is transformed by $\psi_{k}$, in the curve $\alpha \mapsto \bar{p}_{k}(\alpha)$, solution of the differential equation

$$
\left\{\begin{array}{l}
\bar{p}_{k}^{\prime}(\alpha)=Z^{-}\left(\bar{p}_{k}(\alpha)\right) \delta_{k} \\
\bar{p}_{k}(0)=x_{k} .
\end{array}\right.
$$

The first order approximation of the path $\alpha \mapsto \bar{p}_{k}(\alpha)$ is $\alpha \mapsto x_{k}+\alpha t_{k}$, where $t_{k}$ is the tangent step (1.15) of the reduced Hessian algorithm.

The interest of this interpretation is that we know that under mild assumptions the Wolfe conditions (1.2) and (1.6) can be satisfied in the linear space $\mathbb{R}^{n-m}$ on the function $\left(f \circ \psi_{k}\right)$ along the direction $\delta_{k}$. This implies that one can find a step-size $\alpha_{k}>0$ such that $\left(0<\omega_{1}<\omega_{2}<1\right)$ :

$$
\begin{gather*}
\left(f \circ \psi_{k}\right)\left(u_{k}+\alpha_{k} \delta_{k}\right) \leq\left(f \circ \psi_{k}\right)\left(u_{k}\right)+\omega_{1} \alpha_{k}\left(f \circ \psi_{k}\right)^{\prime}\left(u_{k}\right) \cdot \delta_{k}, \\
\left(f \circ \psi_{k}\right)^{\prime}\left(u_{k}+\alpha_{k} \delta_{k}\right) \cdot \delta_{k} \geq \omega_{2}\left(f \circ \psi_{k}\right)^{\prime}\left(u_{k}\right) \cdot \delta_{k} . \tag{4.1}
\end{gather*}
$$

Using the merit function $\Theta_{\sigma_{k}}$ defined by (1.10) and the properties of the parametrization $\psi_{k}$, these conditions can be rewritten (note that $c\left(\bar{p}_{k}(\alpha)\right)$ remains constant):

$$
\begin{gather*}
\Theta_{\sigma_{k}}\left(\bar{p}_{k}\left(\alpha_{k}\right)\right) \leq \Theta_{\sigma_{k}}\left(x_{k}\right)+\omega_{1} \alpha_{k} g\left(x_{k}\right)^{\top} \delta_{k},  \tag{4.2}\\
g\left(\bar{p}_{k}\left(\alpha_{k}\right)\right)^{\top} \delta_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} \delta_{k} . \tag{4.3}
\end{gather*}
$$

The last inequality is called the reduced curvature condition. This inequality is very interesting because it implies that $\left(g\left(\bar{p}_{k}\left(\alpha_{k}\right)\right)-g\left(x_{k}\right)\right)^{\top} \delta_{k}>0$, which is the desired inequality $\gamma_{k}^{\top} \delta_{k}>0$, provided $\gamma_{k}$ is the change in the reduced gradient between the points $x_{k}$ and $\bar{p}_{k}\left(\alpha_{k}\right)$.

Let us stress the fact that the step-size $\alpha_{k}$ satisfying (4.2) and (4.3) exists without Assumption 3.3, as this can be observed by using the same argument as in
unconstrained optimization (assuming the boundedness of $\Theta_{\sigma_{k}}$ from below on the manifold $\mathcal{M}_{x_{k}}$ ). This assumption was only used to view the path $\alpha \mapsto \bar{p}_{k}(\alpha)$ as the image by $\psi_{k}$ of a straight line in the reduced space.

Two operations are necessary to derive an implementable algorithm from the path $\bar{p}_{k}$. First a discretization of $\bar{p}_{k}$ must be introduced. This one can be done such that a sufficient decrease of the merit function $\Theta_{\sigma_{k}}$ and the reduced curvature condition hold also along the discretized path. Next, a restoration step $r_{k}$ (see (1.14)) has to be added to complete the iteration, in order to force the decrease of the norm of the constraints. This approach was developed in [27].

### 4.2 Longitudinal and transversal search

For some applications, the algorithm outlined in the last paragraph may be too expensive to use. Indeed, even if a single step is performed in the longitudinal part of the algorithm (formed by the discretization of the path $\bar{p}_{k}$ ), the functions have to be linearized twice per iteration: at $x_{k}$ and $x_{k}+\alpha_{k} t_{k}$. In fact, one can view this algorithm as a globalization of the local reduced quasi-Newton algorithm, in which the matrix $G_{k}$ is updated with the pair ( $\gamma_{k}, \delta_{k}$ ) defined by (2.3), requiring the additional linearization at the intermediate point $x_{k}+t_{k}$.

A way of avoiding this additional linearization is to add a transversal component (in the range space of $A^{-}$) to the derivative of $\bar{p}_{k}$ and to define a new search path $\tilde{p}_{k}$ by

$$
\left\{\begin{array}{l}
\tilde{p}_{k}^{\prime}(\alpha)=Z^{-}\left(\tilde{p}_{k}(\alpha)\right) \delta_{k}-A^{-}\left(\tilde{p}_{k}(\alpha)\right) c\left(\tilde{p}_{k}(\alpha)\right)  \tag{4.4}\\
\tilde{p}_{k}(0)=x_{k},
\end{array}\right.
$$

where $\delta_{k}=-G_{k}^{-1} g\left(x_{k}\right)$, as before. The first order approximation of this path is $\alpha \mapsto x_{k}+\alpha\left(t_{k}+r_{k}^{0}\right)$, where $r_{k}^{0}$ is defined by (1.17). This is a simplified version of the reduced Hessian algorithm, $r_{k}^{0}$ being used instead of $r_{k}$.

Under the assumptions

$$
g^{\prime} A^{-} \equiv 0 \quad \text { and } \quad g^{\prime} Z^{-} \text {is constant on the reduced gradient manifolds, }
$$

one has $g\left(\bar{p}_{k}(\alpha)\right)=g\left(\tilde{p}_{k}(\alpha)\right)$, as long as both paths $\bar{p}_{k}$ and $\tilde{p}_{k}$ exist [29]. In this case, the same interpretation holds for a search along $\tilde{p}_{k}$ and $\bar{p}_{k}$ : realizing $g\left(\tilde{p}_{k}\left(\alpha_{k}\right)\right)^{\top} \delta_{k} \geq$ $\omega_{2} g\left(x_{k}\right)^{\top} \delta_{k}$ is equivalent to realizing (4.1) in the reduced space. These conditions are used to give an interpretation to the search along $\tilde{p}_{k}$ in terms of a search along a straight line. Now they are not necessary to be able to find an adequate step-size along $\tilde{p}_{k}$, as shown by the following proposition [29].

Proposition 4.1. Suppose that the path $\alpha \mapsto \tilde{p}_{k}(\alpha)$ defined by (4.4) exists for a sufficiently large step-size $\alpha \geq 0$, that $\Theta_{\sigma_{k}}$ is bounded from below along this path, that $\sigma_{k} \geq\left\|\lambda\left(\tilde{p}_{k}(\alpha)\right)\right\|_{D}$ whenever $\tilde{p}_{k}(\alpha)$ exists, and that $\omega_{2} \in(0,1)$. Then, the inequalities

$$
\Theta_{\sigma_{k}}\left(\tilde{p}_{k}(\alpha)\right) \leq \Theta_{\sigma_{k}}\left(x_{k}\right),
$$

$$
\begin{equation*}
g\left(\tilde{p}_{k}(\alpha)\right)^{\top} Z\left(x_{k}\right) t_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} Z\left(x_{k}\right) t_{k} \tag{4.5}
\end{equation*}
$$

are satisfied for some $\alpha>0$.
Again, the reduced curvature condition (4.5) is very attractive, since after discretization of the search path, it provides the desired inequality $\gamma_{k}^{\top} \delta_{k}>0$, this time with $\gamma_{k}=g\left(x_{k+1}\right)-g\left(x_{k}\right)$, hence without having to linearize the functions at the intermediate point $x_{k}+t_{k}$.

Like for the longitudinal search, it remains to discretize the path $\tilde{p}_{k}$ to obtain an implementable algorithm. Let us denote by $\alpha_{k}^{0}=0<\alpha_{k}^{1}<\cdots<\alpha_{k}^{i_{k}}=\alpha_{k}$ the discretization step-sizes, which are not given a priori but computed as explained below, and by $x_{k}^{i}$ the points approximating $\tilde{p}_{k}\left(\alpha_{k}^{i}\right)$ (with $x_{k}^{0}=x_{k}$ and $\left.x_{k}^{i_{k}}=x_{k+1}\right)$. An explicit Euler approximation gives

$$
x_{k}^{i+1}=x_{k}^{i}+\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) d_{k}^{i}, \quad i=1, \ldots, i_{k}-1,
$$

where

$$
d_{k}^{i}=Z^{-}\left(x_{k}^{i}\right) \delta_{k}-A^{-}\left(x_{k}^{i}\right) c\left(x_{k}^{i}\right) .
$$

For $i=1, \ldots, i_{k}-1$, the step-size $\alpha_{k}^{i+1}$ is determined such that $\Theta_{\sigma_{k}}$ decreases sufficiently:

$$
\Theta_{\sigma_{k}}\left(x_{k}^{i}+\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) d_{k}^{i}\right) \leq \Theta_{\sigma_{k}}\left(x_{k}^{i}\right)+\omega_{1}\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) \Theta_{\sigma_{k}}^{\prime}\left(x_{k}^{i} ; d_{k}^{i}\right) .
$$

The first intermediate point $x_{k}^{1}$ is determined in a slightly different way, so that, when the unit step-size is accepted, $x_{k}^{1}=x_{k}+t_{k}+r_{k}$ and the local method is recovered, allowing the $q$-superlinear convergence of the algorithm; see [28] for the details. Once $\alpha_{k}^{i+1}$ has been computed, the reduced curvature condition is tested at $x_{k}^{i+1}$ :

$$
g\left(x_{k}^{i+1}\right)^{\top} \delta_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} \delta_{k}
$$

If it holds the search is completed, otherwise the search is pursued along the new intermediate direction $d_{k}^{i+1}$. It can be shown that this PLS algorithm terminates in a finite number of trials.

At the intermediate points $x_{k}^{i}$, the functions defining the problem have to be linearized. This may look expensive, but this impression have to be appreciated in view of the following observations.

1. Even when intermediate linearizations occur, the displacement along $d_{k}^{i}$ helps in decreasing $\Theta_{\sigma_{k}}$, so that a progress to the solution is done and this displacement is not useless.
2. The PLS is only used when the update criterion is verified (see Section 2.1), because there is no need to have $\gamma_{k}^{\top} \delta_{k}>0$ when the matrix $G_{k}$ is not updated. If an update criterion of the form (2.7) is used, the transversal part of the displacement is small, so that the search path $\tilde{p}_{k}$ is close to the manifold
$\mathcal{M}_{x_{k}}$. As for unconstrained optimization, we have observed that in practice the unit step-size is then accepted most of the time, so that no intermediate points are necessary. This fact is corroborated by the asymptotic result below (Theorem 4.2, outcome (ii)).
To conclude this section, we mention a superlinear convergence result obtained with the algorithm described above, equipped with an update criterion that we describe now. This one is of the form (2.7) with a sequence $\left\{\mu_{k}\right\}$ ruled by the algorithm itself (not a sequence given a priori as in [39]). The idea behind this criterion is the following. The sequence $\mu_{k}$ in (2.7) need not be decreased too rapidly, otherwise the matrix $G_{k}$ would be rarely updated, which would prevent superlinear convergence. This suggests not changing $\mu_{k}$, i.e., taking $\mu_{k+1}=\mu_{k}$, when the update criterion does not hold at iteration $k$. This strategy looks safe in particular in the case when the update criterion is not satisfied after a given iteration, say $k_{0}$. Then $\mu_{k}$ is constant for $k \geq k_{0}$ and $t_{k}=O\left(\left\|r_{k}\right\|\right)$. It can be shown that the latter estimate readily implies the superlinear convergence. More difficult is the case when $G_{k}$ is both updated infinitely often and kept unchanged infinitely often. For dealing with this situation, the following update criterion is suitable

$$
\begin{equation*}
\left(\left\|c\left(x_{k}\right)\right\|+\left\|c\left(x_{k}+t_{k}\right)\right\|\right) \leq \mu\left\|e_{k \ominus 2}^{1}\right\|\left\|\delta_{k}\right\| . \tag{4.6}
\end{equation*}
$$

In (4.6), $\mu>0$ is an arbitrary constant and $e_{k}^{1}=x_{k}^{1}-x_{k}$ is the step from $x_{k}$ to the first intermediate iterate $x_{k}^{1}$. The index $k \ominus 2$ is used to express that $\mu_{k}=\mu\left\|e_{k \ominus 2}^{1}\right\|$ will not change when there is no matrix update. More precisely, $k \ominus 1$ is the greatest index less than $k$ at which an update occurred. Hence, $(k+1) \ominus 1$ (the greatest index less than $k+1$ at which an update occurred) is the same index as $k \ominus 1$ if there is no matrix update at iteration $k$. For technical reasons, it is not the index $k \ominus 1$ that must be used in (4.6) but $k \ominus 2:=(k \ominus 1) \ominus 1$ (the greatest index less than $k \ominus 1$ at which an update occurred).

Theorem 4.2. Let $\left(x_{*}, \lambda_{*}\right)$ be a primal-dual solution of problem (1.7) such that

$$
c\left(x_{*}\right)=0, \quad g\left(x_{*}\right)=0, \quad \text { and } \quad Z^{-}\left(x_{*}\right)^{\top} L_{*} Z^{-}\left(x_{*}\right) \text { is positive definite. }
$$

Suppose that there is an open convex neighborhood $\Omega$ of $x_{*}$, such that:
(a) $f$ and $c$ are twice continuously differentiable on $\Omega$;
(b) the Jacobian matrix $A(x)$ of $c$ is surjective on $\Omega$ and the map $x \mapsto\left(A^{-}(x)\right.$, $\left.Z^{-}(x)\right)$ is Lipschitz continuous on $\Omega$;
(c) $g$ is differentiable on $\Omega$ with Lipschitz continuous derivative.

Suppose also that the reduced quasi-Newton algorithm with BFGS matrix updates, $P L S$, and the update criterion (4.6) described above generates a sequence of points $\left\{x_{k}^{i}\right\}_{k \geq 1,0 \leq i \leq i_{k}-1}$ in $\Omega$ different from $x_{*}$ and converging to $x_{*}$ in the sense that

$$
\left(\max _{0 \leq i \leq i_{k}-1}\left\|x_{k}^{i}-x_{*}\right\|\right) \rightarrow 0, \quad \text { when } k \rightarrow \infty .
$$

Then, the following properties hold:
(i) the sequences of matrices $\left\{G_{k}\right\}_{k \geq 1}$ and $\left\{G_{k}^{-1}\right\}_{k \geq 1}$ are bounded;
(ii) the ideal step-size is accepted eventually: $i_{k}=1$ and $\alpha_{k}=1$ for $k$ large;
(iii) the sequence $\left\{x_{k}\right\}_{k \geq 1}$ converges $q$-superlinearly in two steps to $x_{*}$;
(iv) the sequence $\left\{x_{k}+t_{k}\right\}_{k \geq 1}$ converges $q$-superlinearly to $x_{*}$.

This result given in [28] is, to our knowledge, the first extension of a similar result proved by Powell [40] for the BFGS algorithm in unconstrained optimization, at least with hypotheses as weak as those listed above. This is not an obvious result. For example, it may occur that the matrices $G_{k}$ are not updated infinitely often, although the sequence $\left\{x_{k}+t_{k}\right\}$ still converges superlinearly. This theorem shows that $q$-superlinear convergence with quasi-Newton methods for minimizing equality constrained problems is possible with a single linearization of the constraints per iteration (for a result with two linearizations per iteration, see [9]) and without knowing the threshold value of the penalty parameter $\tau$ making the Hessian of the augmented Lagrangian positive definite (a superlinear result with this hypothesis for the SQP method is proved in [10]).

## 5 PLS for quasi-Newton-SQP algorithms

We have seen in Section 1.3 that, when $\left(\gamma_{k}, \delta_{k}\right) \in \mathbb{R}^{2 n}$ is given by (2.9), the penalty parameter $\tau$ can be used to ensure the positive definiteness of $M_{k+1}$ (by means of $\gamma_{k}^{\top} \delta_{k}>0$ ), the matrix approximating the Hessian of the augmented Lagrangian, provided $\delta_{k}=x_{k+1}-x_{k}$ is not in the tangent space to the constraint manifold. A back-up strategy is proposed in [10] to deal with the case when $A\left(x_{k}\right) \delta_{k}$ is relatively near zero. In this case, $\delta_{k}$ is almost tangent to the constraint manifold and we have seen, with the longitudinal search of Section 4, that the PLS is appropriate to find a longitudinal displacement that can ensure the positive definiteness of matrices approximating $Z^{-}\left(x_{*}\right)^{\top} L_{*} Z^{-}\left(x_{*}\right)$. Here, we follow [1] and show how to combine the two ideas: controlling the "transversal part" of $M_{k+1}$ by $\tau$ and its"longitudinal part" by the PLS algorithm.

The description of this approach requires some preliminaries. First, the presentation is simplified if we introduce the right inverse $\widehat{A}_{k}^{-}(x)$ of $A(x)$ associated with the quadratic program (1.9). Assume that the matrix $M_{k} \in \mathbb{R}^{n \times n}$ is positive definite in the null space of $A(x)$. Then, the quadratic program

$$
\left\{\begin{array}{l}
\min \frac{1}{2} d^{\top} M_{k} d  \tag{5.1}\\
c+A(x) d=0
\end{array}\right.
$$

has a unique solution, which is given by the optimality conditions of (5.1): for some $\lambda \in \mathbb{R}^{m}$,

$$
\left\{\begin{array}{l}
M_{k} d+A(x)^{\top} \lambda=0  \tag{5.2}\\
A(x) d=-c
\end{array}\right.
$$

This shows that the solution $d$ is a linear function of the vector $c \in \mathbb{R}^{m}$. We denote by $-\widehat{A}_{k}^{-}(x)$ the $n \times m$ matrix representing this linear function (it depends on $M_{k}$, hence the index $k$ in $\left.\widehat{A}_{k}^{-}(x)\right)$. Then, the solution of (5.1) can be written $-\widehat{A}_{k}^{-}(x) c$. Substituting this quantity in the second equation of (5.2) shows that $\widehat{A}_{k}^{-}(x)$ is a right inverse of $A(x)$. Suppose now that a tangent basis $Z^{-}(x)$ is given and that we denote by $\widehat{Z}_{k}(x)$ the unique $(n-m) \times n$ matrix satisfying

$$
\widehat{A}_{k}^{-}(x) A(x)+Z^{-}(x) \widehat{Z}_{k}(x)=I_{n} .
$$

Multiplying the first equation of (5.2) by $Z^{-}(x)^{\top}$ leads to

$$
Z^{-}(x)^{\top} M_{k} \widehat{A}_{k}^{-}(x)=0
$$

so that the solution of (1.9) can be written

$$
d_{k}=Z^{-}\left(x_{k}\right) \widehat{Z}_{k}\left(x_{k}\right) d_{k}-\widehat{A}_{k}^{-}\left(x_{k}\right) c\left(x_{k}\right),
$$

where $\widehat{Z}_{k}\left(x_{k}\right) d_{k}=-\left(Z^{-}\left(x_{k}\right)^{\top} M_{k} Z^{-}\left(x_{k}\right)\right)^{-1} g\left(x_{k}\right)$.
It is also useful to compute the derivative of the multiplier estimate $\lambda$ defined by (1.18). One has $\lambda(x)=-A^{-}(x)^{\top} \nabla f(x)=-A^{-}(x)^{\top} \nabla \ell\left(x, \lambda_{*}\right)+\lambda_{*}$, so that

$$
\begin{equation*}
\lambda^{\prime}\left(x_{*}\right)=-A^{-}\left(x_{*}\right)^{\top} L_{*} . \tag{5.3}
\end{equation*}
$$

We are now ready to present the approach of [1]. Since $M_{k+1}$ has to approximate the Hessian of the augmented Lagrangian, $\left(\gamma_{k}, \delta_{k}\right)$ should verify

$$
\gamma_{k} \simeq L_{*} \delta_{k}+\tau A\left(x_{k}\right)^{\top} A\left(x_{k}\right) \delta_{k},
$$

at the first order (see (2.1) and (2.8)). The first term of the sum in the right hand side is approximated, in (2.9), by the change in the gradient of the Lagrangian. Here, we split this term in two parts, for a reason that will be clear below. Using (1.16), (2.2), and (5.3):

$$
\begin{aligned}
L_{*} \delta_{k} & =Z\left(x_{k}\right)^{\top} Z^{-}\left(x_{k}\right)^{\top} L_{*} \delta_{k}+A\left(x_{k}\right)^{\top} A^{-}\left(x_{k}\right)^{\top} L_{*} \delta_{k} \\
& \simeq Z\left(x_{k}\right)^{\top}\left(g^{\prime}\left(x_{*}\right) \cdot \delta_{k}\right)-A\left(x_{k}\right)^{\top}\left(\lambda^{\prime}\left(x_{*}\right) \cdot \delta_{k}\right) \\
& \simeq Z\left(x_{k}\right)^{\top}\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)-A\left(x_{k}\right)^{\top}\left(\lambda\left(x_{k+1}\right)-\lambda\left(x_{k}\right)\right),
\end{aligned}
$$

provided $\delta_{k} \simeq x_{k+1}-x_{k}$. This approximate computation leads us to the following formula:

$$
\gamma_{k}=Z\left(x_{k}\right)^{\top}\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)-A\left(x_{k}\right)^{\top}\left(\lambda\left(x_{k+1}\right)-\lambda\left(x_{k}\right)\right)+\tau A\left(x_{k}\right)^{\top} A\left(x_{k}\right) \delta_{k},
$$

where $\tau$ has to be adjusted.
The inner product of $\gamma_{k}$ with $\delta_{k}$ is

$$
\gamma_{k}^{\top} \delta_{k}=\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)^{\top} Z\left(x_{k}\right) \delta_{k}-\left(\lambda\left(x_{k+1}\right)-\lambda\left(x_{k}\right)\right)^{\top} A\left(x_{k}\right) \delta_{k}+\tau\left\|A\left(x_{k}\right) \delta_{k}\right\|_{2}^{2} .
$$

Like for formula (2.9), one can make $\gamma_{k}^{\top} \delta_{k}$ positive by taking $\tau$ sufficiently large, provided $A\left(x_{k}\right) \delta_{k} \neq 0$. Recall that, when $\delta_{k}$ is tangent, the approach in [10] requires a back-up strategy. Here, when $A\left(x_{k}\right) \delta_{k}=0$,

$$
\begin{equation*}
\gamma_{k}^{\top} \delta_{k}=\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)^{\top} Z\left(x_{k}\right) \delta_{k}, \tag{5.4}
\end{equation*}
$$

so that the positivity of $\gamma_{k}^{\top} \delta_{k}$ can be obtained by choosing the next iterate such that $g\left(x_{k+1}\right)^{\top} Z\left(x_{k}\right) \delta_{k}>g\left(x_{k}\right)^{\top} Z\left(x_{k}\right) \delta_{k}$. This reminds us of the reduced curvature inequality (4.5) satisfied by the PLS in reduced quasi-Newton method. Here, this inequality may not be feasible, because $Z\left(x_{k}\right) \delta_{k}$ may not be a reduced descent direction, meaning that $g\left(x_{k}\right)^{\top} Z\left(x_{k}\right) \delta_{k}$ may not be negative when $A\left(x_{k}\right) \delta_{k} \neq 0$. Therefore, we ask instead to realize the following reduced curvature condition

$$
g\left(x_{k+1}\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k}
$$

where $d_{k}$ is the SQP direction. Note that $Z\left(x_{k}\right) d_{k}=\widehat{Z}_{k}\left(x_{k}\right) d_{k}$ when $A\left(x_{k}\right) d_{k}=0$, so that $\gamma_{k}^{\top} \delta_{k}>0$ when $A\left(x_{k}\right) \delta_{k}=0$ and $\delta_{k}$ is parallel to $d_{k}$. The following result is similar to proposition 4.1.

Proposition 5.1. Suppose that the path $\alpha \mapsto p_{k}(\alpha)$ defined by

$$
\left\{\begin{array}{l}
p_{k}^{\prime}(\alpha)=Z^{-}\left(p_{k}(\alpha)\right) \widehat{Z}_{k}\left(x_{k}\right) d_{k}-\widehat{A}_{k}^{-}\left(p_{k}(\alpha)\right) c\left(p_{k}(\alpha)\right) \\
p_{k}(0)=x_{k}
\end{array}\right.
$$

exists for a sufficiently large step-size $\alpha \geq 0$. Suppose also that $\Theta_{\sigma_{k}}$ is bounded from below along this path, that $\sigma_{k} \geq\left\|\lambda_{k}^{\mathrm{QP}}\left(p_{k}(\alpha)\right)\right\|_{D}$ whenever $p_{k}(\alpha)$ exists, that $M_{k}$ is positive definite, and that $\omega_{2} \in(0,1)$. Then, the inequalities

$$
\begin{gathered}
\Theta_{\sigma_{k}}\left(p_{k}(\alpha)\right) \leq \Theta_{\sigma_{k}}\left(x_{k}\right) \\
g\left(p_{k}(\alpha)\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k}
\end{gathered}
$$

are satisfied for some $\alpha>0$.
Like for the reduced quasi-Newton algorithm, an explicit Euler discretization of the path $p_{k}$ is introduced: $\alpha_{k}^{0}=0<\alpha_{k}^{1}<\cdots<\alpha_{k}^{i_{k}}=\alpha_{k}$ are the discretization step-sizes determined as explained below and the points $x_{k}^{i}$ are approximations of $p_{k}\left(\alpha_{k}^{i}\right)$ (with $x_{k}^{0}=x_{k}$ and $\left.x_{k}^{i_{k}}=x_{k+1}\right)$ given by

$$
x_{k}^{i+1}=x_{k}^{i}+\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) d_{k}^{i}, \quad i=1, \ldots, i_{k}-1,
$$

where

$$
d_{k}^{i}=Z^{-}\left(x_{k}^{i}\right) \widehat{Z}_{k}\left(x_{k}\right) d_{k}-\widehat{A}^{-}\left(x_{k}^{i}\right) c\left(x_{k}^{i}\right)
$$

For $i=0, \ldots, i_{k}-1$, the step-size $\alpha_{k}^{i+1}$ is determined such that $\Theta_{\sigma_{k}}$ decreases sufficiently ( $\sigma_{k}^{i}$ may need to be adapted before the determination of $\alpha_{k}^{i+1}$, in order to make $d_{k}^{i}$ a descent direction):

$$
\Theta_{\sigma_{k}^{i}}\left(x_{k}^{i}+\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) d_{k}^{i}\right) \leq \Theta_{\sigma_{k}^{i}}\left(x_{k}^{i}\right)+\omega_{1}\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) \Theta_{\sigma_{k}^{i}}^{\prime}\left(x_{k}^{i} ; d_{k}^{i}\right) .
$$

Once $\alpha_{k}^{i+1}$ has been computed, the reduced curvature condition is tested at $x_{k}^{i+1}$ :

$$
\begin{equation*}
g\left(x_{k}^{i+1}\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k} \geq \omega_{2} g\left(x_{k}\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k} . \tag{5.5}
\end{equation*}
$$

If it holds the search is completed, otherwise the search is pursued along the new intermediate direction $d_{k}^{i+1}$. It can be shown that this PLS algorithm terminates in a finite number of trials.

Let us describe more precisely how $\delta_{k}$ is computed. On the one hand, we have said that it is necessary to take $\delta_{k} \simeq x_{k+1}-x_{k}$. On the other hand, one needs to control the positivity of $\gamma_{k}^{\top} \delta_{k}$, even when $A\left(x_{k}\right) d_{k}=0$. In our algorithm, $\gamma_{k}^{\top} \delta_{k}$ is given by (5.4) and the positivity of this inner product is not guaranteed by the reduced curvature condition (5.5) when $\delta_{k}=x_{k+1}-x_{k}$, since this vector may not be parallel to $d_{k}$. Therefore, we prefer to take the following approximation of $x_{k+1}-x_{k}$ :

$$
\begin{equation*}
\delta_{k}=\alpha_{k} Z^{-}\left(x_{k}\right) \widehat{Z}_{k}\left(x_{k}\right) d_{k}-\alpha_{k}^{\mathrm{A}} \widehat{A}_{k}^{-}\left(x_{k}\right) c\left(x_{k}\right), \tag{5.6}
\end{equation*}
$$

where

$$
\alpha_{k}^{\mathrm{A}}=\sum_{i=0}^{i_{k}-1}\left(\alpha_{k}^{i+1}-\alpha_{k}^{i}\right) e^{-\alpha_{k}^{i}} .
$$

This formula aims at taking into account the fact that the value of $c$ at $x_{k}^{i}$ is used in the search directions $d_{k}^{i}$, while $c\left(x_{k}\right)$ is used in $\delta_{k}$. It is based on the observation that along the path $p_{k}$, we have $c\left(p_{k}(\alpha)\right)=e^{-\alpha} c\left(x_{k}\right)$, which gives after discretization: $c\left(x_{k}^{i}\right) \simeq e^{-\alpha_{k}^{i}} c\left(x_{k}\right)$.

Let us now check that the form (5.6) of $\delta_{k}$ is appropriate. Suppose that $A\left(x_{k}\right) \delta_{k}=$ 0 . Then, $c\left(x_{k}\right)=0, \delta_{k}=\alpha_{k} Z^{-}\left(x_{k}\right) \widehat{Z}_{k}\left(x_{k}\right) d_{k}$, and

$$
\begin{aligned}
\gamma_{k}^{\top} \delta_{k} & =\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)^{\top} Z\left(x_{k}\right) \delta_{k} \\
& =\alpha_{k}\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)^{\top} \widehat{Z}_{k}\left(x_{k}\right) d_{k} \\
& >0,
\end{aligned}
$$

by the reduced curvature condition (5.5), which is satisfied for $i=i_{k}-1$ (in which case $\left.x_{k}^{i+1}=x_{k+1}\right)$.

The conclusion of this discussion is that for any $k \geq 1$, one can find a (finite) $\tau \geq 0$ such that $\gamma_{k}^{\top} \delta_{k}>0$, either because $A\left(x_{k}\right) \delta_{k} \neq 0$ or because $A\left(x_{k}\right) \delta_{k}=0$ and $\gamma_{k}^{\top} \delta_{k}>0$ by the reduced curvature condition (5.5). More details, including a global convergence result and numerical experiment, are given in [1].

## 6 Conclusion

By way of conclusion, we list some open problems and questions raised in this paper.
First, it would be very useful to have an update criterion based on the difference between $g\left(x_{k+1}\right)$ and $g\left(x_{k}+t_{k}\right)$ instead of the criterion (2.7) based on the comparison between the norm of the tangent step $t_{k}$ and the norm of the restoration step $r_{k}$, as explained in Section 1.3.

Another problem that would deserve more attention is to give a geometrical interpretation to the piecewise line-search introduced in Section 4 and 5, in the case when Assumption 3.3 does not hold. The PLS can still find a step-size satisfying reduced curvature conditions but its interpretation as a usual search along a straight line in the reduced space no longer holds.

As shown by the discussion in Section 3, $\gamma_{k}$ given by formula (2.5) or the second formula in (2.6) may be more appropriate, in particular when the tangent bases are chosen orthonormal. In this case, can we still use the PLS approach presented here for a $\gamma_{k}$ given by (2.3) or the first formula in (2.6)?

The $q$-superlinear convergence of the BFGS version of the SQP algorithm is still an open problem, for hypotheses similar to those of Theorem 4.2. Can a technique ensuring $\gamma_{k}^{\top} \delta_{k}>0$ at each iteration, such as the PLS technique, be helpful in getting this result?
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