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Abstract

We provide a detailed study of two properties of spaces and pairs of spaces, the
surjection property and the ε-surjection property, that were recently introduced to
characterize the notion of computable type arising from computability theory. For a
class of spaces including the finite simplicial complexes, we develop techniques to prove
or disprove these properties using homotopy and homology theories, and give applica-
tions of these results. In particular, we answer an open question on the computable
type property, showing that it is not preserved by taking products.

1 Introduction

The surjection property and the ε-surjection property are topological properties of spaces
and pairs of spaces, introduced in [1] to derive topological characterizations of a property
from computability theory first studied by Miller [2] and Iljazović [3], called computable
type. Informally, a compact metrizable space X has computable type if for every homeo-
morphic copy X ′ of the space in the Hilbert cube [0, 1]N, if the metric balls that are disjoint
from X ′ can be enumerated by a Turing machine, then the metric balls intersecting X ′

can also be enumerated by a Turing machine. Miller [2] proved that n-dimensional spheres
have computable type, and Iljazović [3] proved that closed n-manifolds have computable
type for all n ∈ N.

It was proved in [1] that a finite simplicial complex X has computable type if and only
if it satisfies the ε-surjection property for some ε > 0, which means that every continuous
function f : X → X which is ε-close to the identity must be surjective. It was also
proved that this property holds if and only if every star, which is a cone C(L), satisfies the
surjection property, which means that every continuous function f : C(L)→ C(L) which is
the identity on L is surjective.

The purpose of this article is to further study the surjection and ε-surjection properties,
to provide techniques to establish or refute them notably using homotopy and homology
theories, and to present applications of these techniques. The results apply to finite sim-
plicial complexes, and slightly larger classes of compact metrizable spaces.

1



One of the main applications of our results is that the computable type property is
not preserved under products, answering a question raised by Čelar and Iljazović in [4].
Namely, there exists a finite simplicial complex X such that X has computable type, but
its product with the circle X × S1 does not. This result heavily relies on the properties of
the suspension homomorphism between homotopy groups of spheres.

Another application is that the (ε-)surjection property holds when the space is a union
of homology cycles, implying in particular that in a simplicial complex K, if every n-simplex
belongs to an even number of maximal (n + 1)-simplices, then K has computable type.
The reduction to homology also implies that the computable type property is decidable,
for finite simplicial complexes of dimension at most 4.

The computable type property, the ε-surjection property and all the results are more
generally stated for pairs (X,A) consisting of a compact metrizable space X and a compact
subset A.

Some of the results were announced in the article [1] for simplicial complexes and are
presented here with complete proofs and for slightly more general spaces.

The article is organized as follows. In Section 2 we investigate general aspects of the
(ε-)surjection property, such as their preservation under countable unions. In Section 3 we
show that for spaces that are finite unions of cones, the ε-surjection property is equivalent
to the surjection property of each cone. In Section 4 we investigate the surjection property
of cones and obtain precise relationships with homotopy and homology theories. In Section
5 we apply these results to a family of spaces which is a source of counter-examples. In
Section 6 we give applications to the computabe type property. We end with a conclusion
in Section 7.

We include an appendix which contains results that are classical or folklore, but which
are stated slightly differently in the literature, and therefore deserve some explanations.
Section A contains results about homotopy of functions, Section B is about the cone and
join of spaces, Section C contains Hopf’s extension and classification theorems and Section
D discusses the choice of the coefficients in homology groups.

1.1 Preliminaries

We will work with compact metrizable spaces only. A compact pair (X,A) consists of a
compact metrizable space X and a compact subset A ⊆ X.

Every compact metrizable space embeds in the Hilbert cube Q = [0, 1]N endowed
with the product topology, and with the complete metric d(x, y) =

∑
i∈N 2−i|xi − yi|,

where x = (xi)i∈N and y = (yi)i∈N. If X is a compact space and f, g : X → Q are
continuous functions, then we let dX(f, g) = maxx∈X d(f(x), g(x)).

If (X, d) is a metric space, A ⊆ X and r > 0, let N (A, r) = {x ∈ X : d(x,A) < r}.
If two topological spaces X and Y are homeomorphic, we write X ∼= Y .
A compact metrizable space X is an Absolute Neighborhood Retract (ANR)

if every (equivalently, some) homeomorphic copy X0 ⊆ Q of X is a retract of an open
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set U ⊆ Q containing X0.

1.1.1 Euclidean points and regular cells

We introduce a class of spaces for which most points have a Euclidean neighborhood. Most
of the results will apply to these spaces.

Definition 1.1. Let X be a topological space and n ∈ N, n ≥ 1. A point x ∈ X is
n-Euclidean if it has an open neighborhood that is homeomorphic to Rn. A point is
Euclidean if it is n-Euclidean for some n.

A space is almost Euclidean if the set of Euclidean points is dense. A space is almost
n-Euclidean if the set of n-Euclidean points is dense. A pair (X,A) is almost Euclidean
(resp. almost n-Euclidean) if X \A is almost Euclidean (resp. almost n-Euclidean).

Every CW-complex without isolated point is almost Euclidean and every n-manifold is
almost n-Euclidean.

Definition 1.2. Let X be a topological space and n ≥ 1. A set C ⊆ X is a regular n-cell
if there is a homeomorphism f : Bn → C such that f(Bn \ Sn−1) is an open subset of X.
The set f(Sn−1) is the border of the cell and is denoted by bd(C). The set f(Bn \Sn−1) is
the corresponding open cell and is denoted by op(C). A regular cell is a regular n-cell
for some n ≥ 1.

Note that bd(C) and op(C) always contain the topology boundary and the interior of C
respectively, but do not always coincide with them. For instance, in a simplicial complex,
a free face of a simplex is contained in its border but not in its boundary.

A point x ∈ X is n-Euclidean if and only if x belongs to op(C) for some n-cell C ⊆ X.

2 The (ε-)surjection property

The surjection property and the ε-surjection property were defined in [1]. We recall their
definitions and develop techniques to prove or disprove these properties.

Definition 2.1. A pair (X,A) has the surjection property, if every continuous func-
tion f : X → X such that f |A = idA is surjective.

Let (X, d) be a metric space and A ⊆ X a closed set. For ε > 0, the pair (X,A) has
the ε-surjection property if every continuous function f : X → X such that f |A = idA

and d(f, idX) < ε is surjective. The space X has the ε-surjection property if the pair (X, ∅)
does.

Of course, the surjection property implies the ε-surjection property for any ε > 0.

Example 2.1 (Ball). For every n ∈ N, the pair (Bn+1, Sn) has the surjection property. It
is a consequence of the fact that Sn is not a retract of Bn+1, but is a retract of any proper
subset of Bn+1 containing Sn.
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Example 2.2 (Sphere). Let n ∈ N and let d be a compatible metric on Sn. If ε is smaller
than half the distance between every pair of antipodal points, then Sn has the ε-surjection
property. It is a consequence of Borsuk-Ulam’s theorem.

Although the ε-surjection property depends on the metric, quantifying over ε only
depends on the topology induced by the metric.

Proposition 2.1 (Proposition 3.3 in [1]). Let (X,A) be a compact pair. Whether there
exists ε > 0 such that (X,A) has the ε-surjection property does not depend on the choice
of a compatible metric on X.

When the pair is well-behaved, the condition f |A = idA can be replaced by the weaker
condition f(A) ⊆ A.

Lemma 2.1. Let (X,A) be a compact pair satisfying the homotopy extension property and
assume that A is an ANR whose interior is empty. The following statements are equivalent:

1. There exists ε > 0 such that (X,A) has the ε-surjection property,

2. There exists ε > 0 such that every continuous function f : (X,A) → (X,A) satisfy-
ing d(f, idX) < ε is surjective.

When A has non-empty interior, the result still holds if one replaces the surjectivity
of f by X \A ⊆ im(f) in condition 2.

Proof. Of course 2. implies 1., we prove the other direction. We assume that 2. does not
hold and prove that 1. does not hold. Let ε > 0. Let δ < ε/2 be such that functions
to A that are δ-close are ε/2-homotopic (Lemma A.3). Let f : (X,A) → (X,A) be a
non-surjective function satisfying d(f, idX) < δ. There is an ε/2-homotopy ht : A → A
from h0 = f |A to h1 = idA. We then apply Lemma A.1, which implies that there is an ε/2-
homotopy Ht : X → A ∪ im(f) extending ht, from f to some g : X → A ∪ im(f). As A
has empty interior, X is compact and f is not surjective, A ∪ im(f) is a proper subset
of X so g is a non-surjective function to X. One has g|A = h1 = idA and d(g, idX) ≤
d(g, f) + d(f, idX) < ε, so (X,A) does not satisfy the ε-surjection property.

The product of two pairs is (X,A)×(Y,B) = (X×Y,X×B∪A×Y ). For well-behaved
pairs, the ε-surjection property of the product implies the δ-surjection property of the two
pairs for some δ.

Proposition 2.2 (Product). Let X,Y and A ( X,B ( Y be compact ANRs.
If (X,A) × (Y,B) has the ε-surjection property, then (X,A) and (Y,B) satisfy the δ-

surjection for some δ > 0.
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Proof. Let (Z,C) = (X,A)× (Y,B) = (X × Y,X ×B ∪A× Y ). Note that C is a compact
ANR: indeed, the product of ANRs is an ANR (Theorem IV.7.1 in [5]), so X ×B, A× Y
and their intersection A×B are ANRs, therefore their union is an ANR (Theorem IV.6.1
in [5]). We can assume w.l.o.g. that the metric on the product space is the maximum of
the metrics on X and Y .

We assume that (X,A) does not satisfy the ε-surjection property for any ε > 0, and
show that the same holds for (Z,C). Let ε > 0 and f : X → X be a non-surjective function
such that f |A = idA and d(f, idX) < ε. We naturally define g : (Z,C)→ (Z,C) by g(x, y) =
(f(x), y). One easily checks that g(C) ⊆ C. As d(f, idX) < ε, one has d(g, idZ) < ε. The
image of g does not contain Z \C: if x0 ∈ X \ im(f) and y0 ∈ Y \B, then (x0, y0) /∈ im(g).
Therefore, we can apply Lemma 2.1, implying that (Z,C) does not satisfy the ε-surjection
property for any ε > 0.

2.1 The (ε-)surjection property for cone pairs

Cones have the particular property that they contain arbitrarily small copies of themselves,
implying that for any ε > 0, the ε-surjection is equivalent to the surjection property. Cones
and cone pairs are defined in Section B.1.

Proposition 2.3. Let (X,A) be a compact pair and ε > 0. The cone pair C(X,A) has
the ε-surjection property iff it has the surjection property.

Proof. Assume that X is embedded in Q and let C(X) = {(t, tx) : t ∈ [0, 1], x ∈ X}.
Assume that there is a non-surjective continuous function f : C(X) → C(X) which is the
identity on X ∪ C(A). For any ε > 0, one can define such a function g which is ε-close to
the identity. We decompose C(X) as C(X) = C ∪D where

C = {(t, tx) : t ∈ [0, δ], x ∈ X}
D = {(t, tx) : t ∈ [δ, 1], x ∈ X}.

Note that C is homeomorphic to C(X). We define g as the identity on D and as a rescaled
version of f on C, namely g(δt, δtx) = δf(t, tx) for t ∈ [0, 1] and x ∈ X. g is non-surjective,
is the identity on X ∪ C(A), and if δ is sufficiently small, then g is ε-close to the identity.

In Section B.1, we introduce the symbol � and define C(�) = {0}. Note that the proof
works when A = � and C(X,�) = (C(X), X ∪ {0}) (where 0 is the tip of C(X)).

The only case when we need to consider A = � is when X is a singleton.

Proposition 2.4. If X is not a singleton, then C(X,�) has the surjection property if and
only if C(X, ∅) has the surjection property.

Proof. Assume that C(X, ∅) does not have the surjection property, and let f : C(X) →
C(X) be a non-surjective continuous function which is the identity on X. We build a
non-surjective continuous function g : C(X)→ C(X) which is the identity on X ∪ {0}.
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We are going to define a proper subspace Y ( C(X) that contains im(f) ∪ {0} and
contains a path from 0 to f(0). Let then i : X ∪ {0} → Y be the inclusion and j :
X ∪ {0} → Y be the identity on X and send 0 to f(0). The path from 0 to f(0) in Y
induces a homotopy from i to j. As the pair (C(X), X ∪ {0}) has the homotopy extension
property, it implies that the inclusion has a continuous extension g : C(X) → Y , which is
non-surjective when typed as g : C(X)→ C(X), which completes the proof.

We now define the space Y . There are two cases.
First assume that 0 ∈ im(f). In that case, we simply take Y = im(f). Let x ∈ C(X)

be such that f(x) = 0. The image by f of the ray from 0 to x in C(X) is a path from f(0)
to 0, contained in Y .

Now assume 0 /∈ im(f). Let Y be the union of im(f) and the ray from 0 to f(0). We
need to show that Y is a proper subset of C(X). Let a, b be two distinct points of X.
As im(f) is closed and does not contain 0, the rays from 0 to a and b are not contained
in im(f). f(0) belongs to at most one of them, so the other ray is still not contained in Y .
Therefore, Y is a proper subset of C(X).

2.2 The (ε-)surjection property and unions

In certains cases, the (ε-)surjection property for a pair (X,A) can be established by proving
the (ε-)surjection property for subpairs covering (X,A).

The first result holds for cone pairs and countable unions.

Theorem 2.1. Let (X,A) and (Xi, Ai)i∈N be compact pairs such that X =
⋃

i∈NXi

and A =
⋃

i∈NAi. Assume that (X,A) is almost Euclidean.
If every pair C(Xi, Ai) has the surjection property, then C(X,A) has the surjection

property.

Proof. Assume that C(X,A) does not have the surjection property. There exist n ∈ N and
a regular n-cell C ⊆ X \A such that the corresponding quotient map qC : (X,A)→ (Sn, s)
is null-homotopic.

For each i, the topological boundary ∂Xi of Xi is nowhere dense in X, so
⋃

i∈N ∂Xi

is meager. By the Baire category theorem, its complement is dense, in particular it inter-
sects op(C). Let x belong to the intersection and let i be such that x ∈ Xi. As x /∈ ∂Xi, x
belongs to the interior of Xi so x is n-Euclidean in Xi. Note that x /∈ Ai, because C is
disjoint from A.

Let C ′ ⊆ C ∩ Xi \ Ai be a regular n-cell. The quotient map qC′ : (X,A) → (Sn, s)
is homotopic to qC so it is null-homotopic. Therefore, its restriction to (Xi, Ai) is null-
homotopic, implying that C(Xi, Ai) does not have the surjection property.

Under certain conditions, the ε-surjection property is preserved by taking finite unions.
This result was stated as Theorem 4.1 in [1] for simplicial complexes.
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Theorem 2.2. Let (X,A) and (Xi, Ai)i≤n be compact pairs such that X =
⋃

i≤nXi

and A =
⋃

i≤nAi. Assume that each topological boundary ∂Xi is a neighborhood retract
in X.

If every pair (Xi, Ai) has the ε-surjection property for some ε > 0, then (X,A) has
the δ-surjection property for some δ > 0.

Proof. For each i, there is a neighborhood Ui of Xi and a retraction ri : Ui → Xi such that
the only preimage of each x ∈ int(Xi) is x.

Indeed, let Vi ⊆ X be a neighborhood of ∂Xi and ρi : Vi → ∂Xi be a retraction.
Let Ui = Xi ∪ Vi = int(Xi) ∪ Vi and define ri : Ui → Xi as the identity on Xi and as ρi
on Vi \ int(Xi). The definition is consistent because the intersection of Xi and Vi \ int(Xi)
is ∂Xi, on which ρi coincides with the identity. Therefore, ri is well-defined and continuous,
and is indeed a retraction.

Let ε > 0 be such that each (Xi, Ai) has the ε-surjection property. Let δ > 0 be such
that for each i ≤ n, N (Xi, δ) ⊆ Ui and for x, y ∈ Ui, d(x, y) < δ implies d(ri(x), ri(y)) < ε.

Assume the existence of a non-surjective continuous function f : X → X such that f |A =
idA and d(f, idX) < δ. There exists i ≤ n and x0 ∈ int(Xi) which is not in the image of f .
Let fi = ri ◦ f |Xi : Xi → Xi. It is well-defined, because f(Xi) ⊆ N (Xi, δ) ⊆ Ui. Both f
and ri are the identity on A, so fi is the identity on A. By choice of δ, d(fi, idXi) < ε. Fi-
nally, fi is not surjective, because x0 is not in its image: the only preimage of x0 ∈ int(Xi)
by ri is x0, which is not in the image of f .

3 Finitely conical spaces

We show that for a class of spaces containing finite simplicial complexes and compact
manifolds, the ε-surjection property is actually a local property.

3.1 Definition and first properties

Definition 3.1. A topological space X is finitely conical if there exists a finite sequence
of compact metrizable spaces (Li)i≤n and a finite covering of X by open sets Ui ⊆ X, i ≤ n,
where Ui is homeomorphic to OC(Li).

A pair (X,A) is finitely conical if X is finitely conical and for every i, the home-
omorphism fi : Ui → OC(Li) satisfies f(Ui ∩ A) = OC(Ni) for some compact Ni ⊆ Li

(or Ni = �).

We will say that the sequence (Li)i≤n or (Li, Ni)i≤n witnesses the fact that X or (X,A)
is finitely conical.

For simplicity of notation, we will identify Ui with OC(Li), so the condition for pairs
can be written as OC(Li) ∩A = OC(Ni).

Remark 3.1 (Particular case). We allow the pair (Li, Ni) = ({0},�), giving the open cone
pair OC({0},�) = ([0, 1), {0}).
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Example 3.1 (Graph). Let X be a finite topological graph and A be the set vertices of
degree 1. The pair (X,A) is finitely conical. An open cone consists of a vertex v together
with the open edges starting at v. The open cone pair centered at v is OC(L,N), where L
is the set of vertices that are neighbors of v and N = � if v has degree 1, and N = ∅
otherwise.

Example 3.2 (Simplicial pair). More generally, every pair (X,A) consisting of a finite
simplicial complex X and a subcomplex A is finitely conical, witnessed by the open stars
of the vertices.

Example 3.3 (Compact manifold). Every compact manifold of dimension n ∈ N∗ with
possibly empty boundary ∂M is finitely conical. The pairs (Li, Ni) are (Sn−1, ∅), as well
as (Bn−1, Sn−2) when ∂M 6= ∅. A point x ∈M \∂M is the tip of OC(Sn−1), a point x ∈ ∂M
is the tip of OC(Bn−1). Note that for n = 1, one has (B0, S−1) = ({0},�) (see Section B.1).

The class of finitely conical spaces or pairs is preserved by many constructs.

Proposition 3.1. Finitely conical pairs are closed under finite products and the cone
operator.

Proof. Let (X1, A1) and (X2, A2) be finitely conical, and let (L1
i , N

1
i )i≤m and (L2

j , N
2
j )j≤n

be respective witnesses. It is not difficult to see that the (X,A) = (X1, A1) × (X2, A2) is
finitely conical, witnessed by the pairs

(Li,j , Ni,j) = (L1
i , N

1
i ) ∗ (L2

j , N
2
j ),

where the join ∗ of pairs is defined in Section B.2.
Indeed, one has

X = X1 ×X2 =
⋃
i

OC(L1
i )×

⋃
j

OC(L2
j ) =

⋃
i,j

OC(L1
i )× OC(L2

j ) =
⋃
i,j

OC(Li,j),

by Proposition B.1. Note that each OC(Li,j) is open in X. Moreover,

OC(Li,j) ∩A = (OC(L1
i )× OC(L2

j )) ∩ ((A1 ×X2) ∪ (X1 ×A2))

= ((OC(L1
i ) ∩A1)× OC(L2

j )) ∪ (OC(L1
i )× (OC(L2

j ) ∩A2))

= (OC(N1
i )× OC(L2

j )) ∪ (OC(L1
i )× OC(N2

j ))

= OC(N1
i ∗ L2

j ∪ L1
i ∗N2

j )

= OC(Ni,j),

where the last equality holds by Proposition B.2. We have proved that (X,A) is finitely
conical.

We now show that if (X,A) is finitely conical, coming with (Li, Ni)i≤n, then C(X,A)
is finitely conical, witnessed by the pairs C(Li, Ni) together which the pair (X,A).
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The first component of the pair C(X,A) is the cone C(X), which is covered by two
open sets OC(X) and X × (0, 1]. Its second component is X ∪ C(A), which is covered by
the two open sets OC(A) and X ∪ (A × (0, 1]). All in all, we have C(X,A) = OC(X,A) ∪
((X,A)× ((0, 1], {1})).

The first pair OC(X,A) is finitely conical, because it consists of one open cone pair.
The second pair (X,A) × ((0, 1], {1}) = (X,A) × OC({0},�) is a product of two

finitely conical pairs, so it is finitely conical by the first statement. It is witnessed by
the pairs (Li, Ni) ∗ ({0},�) = C(Li, Ni). Therefore, C(X,A) is the union of two open
subspaces which are both finitely conical, so it is finitely conical.

Remark 3.2. By similar arguments, it can be proved that if the pairs (X1, A1) and (X2, A2)
are finitely conical, witnessed by (L1

i , N
1
i )i≤m and (L2

j , N
2
j )j≤n respectively, then their

join (X,A) ∗ (Y,B) is finitely conical, witnessed by the pairs

C((L1
i , N

1
i ) ∗ (L2

j , N
2
j )),

which means that (X,A) ∗ (Y,B) is covered by the open cones of these pairs. We will not
use this result.

3.2 The ε-surjection property for finitely conical pairs

We show that the ε-surjection property of a finitely conical pair reduces to the surjection
property of each local cone pair, assuming that the Li’s are ANRs. This result is particu-
larly useful because it enables one to check a global property by inspecting the local cones
independently of each other. The result was stated in [1] for the family of finite simplicial
complexes.

Theorem 3.1. Let (X,A) be a finitely conical compact pair coming with (Li, Ni)i≤n, where
each Li is an ANR. The following statements are equivalent:

1. (X,A) has the ε-surjection property for some ε > 0,

2. All the cone pairs C(Li, Ni) have the surjection property.

The implication 2.⇒ 1. does not follow from Theorem 2.2, because in a finitely conical
pair (X,A), one has A =

⋃
i C(Ni) while applying Theorem 2.2 would require A =

⋃
i Li ∪

C(Ni).

Proof. 1. ⇒ 2. Assume that some C(Li, Ni) does not have the surjection property and
let ε > 0. C(Li, Ni) does not have the ε-surjection property by Proposition 2.3, which
is witnessed by a non-surjective continuous function f : C(Li) → C(Li). We assume
that C(Li) is embedded in X in such a way that its topological boundary in X is Li. We
then extend f as the identity outside C(Li), showing that (X,A) does not have the ε-
surjection property. Note that the extension of f is indeed continuous because f is the
identity on the boundary of C(Li).
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2.⇒ 1. We assume that for every ε > 0, (X,A) does not have the ε-surjection property,
and we prove that some cone pair C(Li, Ni) does not have the surjection property.

As X is compact and is covered by finitely many open cones OC(Li), X is covered by
slightly smaller closed cones C(Li) contained in these open cones. Let (Ki,Mi) = C(Li, Ni)
be these closed cones, contained in X. Li can be seen as a subset of the Hilbert cube Q,
and there is a homeomorphism

gi : {(t, tx) : t ∈ [0, 1], x ∈ Li} → Ki.

sending {(1, x) : x ∈ Li} ∪ {(t, tx) : t ∈ [0, 1], x ∈ Ni} to Mi (if Ni = �, then the latter set
is {(1, x) : x ∈ Li} ∪ {(0, 0)}).

For any t ∈ (0, 1), define the smaller copy (Ki(t),Mi(t)) of (Ki,Mi) as follows:

Ki(t) = gi({(s, sx) : s ∈ [0, t], x ∈ Li}),
Mi(t) = (Ki(t) ∩A) ∪ gi({(t, tx) : x ∈ Li}).

Let t0 < 1 be such that the sets Ki(t0) cover X, which exists as X is compact. Pick
two other real numbers t0 < t1 < t2 < 1. Let ε > 0 be such that for all i,

N (Ki(t0), ε) ⊆ Ki(t1), (1)

N (Ki(t1), ε) ⊆ Ki(t2). (2)

Let δ < ε be smaller than the values provided by Lemma A.2 applied to all the com-
pact ANRs Ki(t2) and ε. By assumption, (X,A) does not have the δ-surjection property,
i.e. there exists a non-surjective continuous function h : X → X such that h|A = idA

and dX(h, idX) < δ < ε. As X =
⋃

iKi(t0) and h is not surjective, there exists i such that

Ki(t0) * h(X). (3)

Let (K,M) = (Ki(t2),Mi(t2)) ∼= C(Li, Ni). We define a non-surjective continuous func-
tion G : K → K such that G|M = idM , showing that C(Li, Ni) does not have the surjection
property.

First observe that h(Ki(t1)) is contained in K = Ki(t2), because h is ε-close to the
identity, so h(Ki(t1)) ⊆ N (Ki(t1), ε) ⊆ K by (2).

We define g : Ki(t1) ∪M → K by

g|Ki(t1) = h|Ki(t1) and g|M = idM .

The function g is well-defined and continuous because h coincides with the identity on the
intersection Ki(t1) ∩M ⊆ A.

We now define a continuous extension G : K → K of g. Note that g is δ-close to the
inclusion f : Ki(t1) ∪M → K and f has a continuous extension F := idK : K → K, so
using Lemma A.2, g has a continuous extension G : K → K satisfying dK(G, idK) < ε.
As G extends g, G|M = idM . It remains to show that G is not surjective. Indeed, Ki(t0)
is not contained in G(K):
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• G(Ki(t1)) = h(Ki(t1)) which does not contain Ki(t0) by (3),

• G(K \Ki(t1)) ⊆ N (K \Ki(t1), ε) which is disjoint from Ki(t0) by (1).

4 The surjection property for cone pairs

Theorem 3.1 reduces the ε-surjection property to the surjection property for cone pairs.
The purpose of this section is to develop techniques to establish whether a cone pair has
the surjection property. We will only work with cones of almost Euclidean spaces.

4.1 Quotients to spheres

The first characterization of the surjection property for cone pairs involves quotient maps
to spheres associated to regular cells.

Let (X,A) be a compact pair and C ⊆ X \ A a regular n-cell. The quotient of X
by X \ op(C) is homeomorphic to Sn. We let

qC : (X,A)→ (Sn, s) (4)

be the quotient map, where s ∈ Sn is the image of X \ op(C) by qC .

Theorem 4.1 (Surjection property vs quotient maps). Let (X,A) be an almost Euclidean
compact pair. The following statements are equivalent:

1. C(X,A) has the surjection property,

2. For every n ≥ 1 and every regular n-cell C ⊆ X \A, the quotient map qC : (X,A)→
(Sn, s) is not null-homotopic.

Actually, the implication 1. ⇒ 2. holds without assuming that (X,A) is almost Eu-
clidean. In order to prove the theorem, we first give a reformulation of the surjection
property for cone pairs.

Lemma 4.1. Let (X,A) be an almost Euclidean compact pair. The following statements
are equivalent:

1. C(X,A) does not have the surjection property,

2. There exists a regular cell C ⊆ X\A and a continuous function f : C(X)→ X∪C(D),
where D = X \ op(C), which is the identity on X ∪ C(A).

Proof. 1.⇒ 2. Let f : C(X)→ C(X) be a non-surjective continuous function which is the
identity on X ∪C(A). The union of regular cells C ⊆ X \A is dense in X \A, so the union
of their cones is dense in C(X \ A). Therefore, there exists a regular cell C ⊆ X \ A such
that C(C) is not contained in the image of f . C(C) is a regular cell in C(X), its intersection
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with X ∪ C(A) is contained in its border. Let x belong to the interior of C(C) but not to
the image of f . There exists a retraction r0 : C(C) \ {x} → bd(C(C)), which extends to
a retraction r : C(X) \ {x} → X ∪ C(D). The composition r ◦ f : C(X) → X ∪ C(D) is
well-defined, continuous and is the identity on X ∪ C(A).

2.⇒ 1. Such a function f is a non-surjective continuous satisfying f |C(A)∪X = idC(A)∪X .

The existence of a continuous function f : C(X) → X ∪ C(D) which is the identity
on X is nothing else than a null-homotopy of the inclusion map i : X → X ∪ C(D). If the
pair (X,D) has the homotopy extension property, then X ∪ C(D) is homotopy equivalent
to X/D (Proposition 0.17 in [6]), which implies that the inclusion map i is null-homotopic
if and only if the quotient map q : X → X/D is null-homotopic.

We prove a similar equivalence applicable to pairs (X,A). Essentially, we need to be
careful about how the homotopy equivalence between X ∪C(D) and X/D is defined on A.

Proposition 4.1. Let (X,D) be a compact pair satisfying the homotopy extension property
and A a compact subset of D. The following statements are equivalent

1. There exists a continuous function f : C(X) → X ∪ C(D) which is the identity
on X ∪ C(A),

2. The quotient map q : (X,A) → (X/D, p) is null-homotopic (p being the equivalence
class of D).

Proof. 1. ⇒ 2. The function f is a null-homotopy for pairs of the inclusion map iX :
(X,A)→ (X ∪C(D),C(A)). Consider the quotient map p : X ∪C(D)→ (X ∪C(D))/C(D)
and observe that (X ∪ C(D))/C(D) can be identified with X/D. The function p ◦ iX :
(X,A) → (X/D, p) is precisely q, and the null-homotopy of iX composed with p is a
null-homotopy of q.

2.⇒ 1. Now assume that q is null-homotopic.
First, we show that the inclusion iX : X → X ∪ C(D) is null-homotopic. The obvious

null-homotopy of the inclusion iD : D → X ∪ C(D) can be extended to a homotopy

Ft : X → X ∪ C(D)

from F0 = iX to some F1 which is constant on D. Let

F̃1 : X/D → X ∪ C(D)

be the continuous map induced by F1, i.e. satisfying F1 = F̃1 ◦ q. Let

Ht : (X,A)→ (X/D, p)

be a homotopy between H0 = q and the constant map H1 = p. Observe that F̃1 ◦ Ht :
X → X ∪ C(D) is a homotopy from F̃1 ◦ q = F1 to F̃1 ◦H1 which is constant. Therefore,
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the inclusion iX : X → X ∪ C(D) is homotopic to F1 which is null-homotopic, so iX is
null-homotopic. The null-homotopy of iX is given by Kt = F2t for 0 ≤ t ≤ 1/2 and Kt =

F̃1 ◦H2t−1 for 1/2 ≤ t ≤ 1.
The null-homotopy Kt can be seen as a function g : C(X) → X ∪ C(D) which is the

identity on X. However, g is not the identity on C(A), but we show how to modify g.
We use the following notation: C(X) is the quotient of [0, 1]×X obtained by identifying

all the points (1, x), so we can express any point of C(X) as the equivalence class of a
pair (t, x) ∈ [0, 1]×X, denoted [t, x]. Note that [1, x] = [1, x′] for all x, x′ ∈ X.

With this notation, we can see how g is defined on C(A). Let τ be the tip of C(D).
For x ∈ A and t ∈ [0, 1], one has

g([t, x]) =

{
Kt(x) = F2t(x) = [2t, x] if 0 ≤ t ≤ 1/2,

Kt(x) = τ if 1/2 ≤ t ≤ 1.

Observe that g is constant on the segment S = {[t, x] : t ∈ [1/2, 1], x ∈ A}, and the
idea is to contract S to a point as follows.

Let D > maxx∈X d(x,A) and h : C(X)→ C(X) be the continuous function defined by

h([t, x]) =

{
[(2− d(x,A)/D)t, x] if 0 ≤ t ≤ 1/2,

[1 + (d(x,A)/D)(t− 1), x] if 1/2 ≤ t ≤ 1,

and represented on Figure 1.

0 1/2 1
0

1

t

x1 ∈ A
x2 /∈ A
x3 /∈ A

Figure 1: Graph of t 7→ h1(t, x), where h(t, x) = [h1(t, x), h2(t, x)], for different x’s

First, h is surjective because for each x ∈ X, h sends the segment {[t, x] : t ∈ [0, 1]}
to itself and fixes its endpoints, so h sends the segment onto itself. As C(X) is compact
Hausdorff, h is a quotient map.

We claim that the function f : C(X) → X ∪ C(D) satisfying g = f ◦ h is well-defined.
Indeed, if h(u) = h(v), then u = v or u, v ∈ S, therefore g(u) = g(v). As h is a quotient
map and g is continuous, f is continuous as well.

The restriction of f to X (identified with {[0, x] : x ∈ X}) is the identity, because h|X =
g|X = idX . The function h sends C(A) onto C(A), and coincides with g on C(A), so the
restriction of f to C(A) is the identity.
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Proof of Theorem 4.1. We combine Lemma 4.1 and Proposition 4.1, which is possible be-
cause the pair (X,X \ op(C)) has the homotopy extension property.

An interesting consequence is that it is always possible to replace a pair (X,A) by the
single space X/A.

Corollary 4.1 (Pair vs quotient). Let (X,A) be an almost Euclidean compact pair. The
pair C(X,A) has the surjection property if and only if C(X/A, ∅) = (C(X/A), X/A) has the
surjection property.

Proof. Note that X/A is almost Euclidean, so we can apply Theorem 4.1 to both (X,A)
and (Y,B) = (X/A, ∅). For each regular cell C ⊆ X \ A, the corresponding quotient
map q : (X,A)→ (Sn, s) is null-homotopic if and only if the quotient map q′ : X/A→ Sn
is null-homotopic, applying Proposition A.1. Therefore, Theorem 4.1 applied to (X,A)
and (Y,B) gives the equivalence.

Another consequence is that in Proposition 4.1, the condition that f : C(X)→ C(X) is
the identity on X ∪ C(A) can be equivalently replaced by an apparently weaker condition.

Corollary 4.2. Let (X,D) satisfy the homotopy extension property and A a compact subset
of D. The following statements are equivalent:

• There exists a continuous function f : C(X) → X ∪ C(D) which is the identity
on X ∪ C(A),

• There exists a continuous function f : C(X)→ X ∪ C(D) which is the identity on X
and satisfies f(C(A)) ⊆ C(D).

Proof. The second condition precisely means that the inclusion map

i : (X,A)→ (X ∪ C(D),C(D))

is null-homotopic. It implies that the quotient map q : (X,A) → (X/D, p) is null-
homotopic, which in turn implies the first condition by Proposition 4.1.

4.2 Retractions to spheres

We give a simple sufficient condition implying that C(X,A) does not have the surjection
property. We will later show that this condition is also necessary under certain assumptions.

Theorem 4.2. Let (X,A) be a compact pair and C ⊆ X \ A be a regular n-cell. If there
exists a retraction r : X \ op(C) → bd(C) which is constant on A, then the quotient
map q : (X,A) → (Sn, s) is null-homotopic, hence C(X,A) does not have the surjection
property.
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Note that a retraction r : X \ op(C) → bd(C) is the same thing as a retraction r′ :
X → C which sends X \ op(C) to bd(C) (indeed, r′ can be obtained from r by extending
it as the identity on C, and r can be obtained from r′ by restriction to X \ op(C)).

Proof. Let D = X \op(C) and r0 : D → bd(C) be a retraction with constant value p on A.
Let r : X → C be the retraction extending r0, defined as the identity on C. As a function
of pairs, r : (X,A) → (C, p) is null-homotopic. Indeed, there is a contraction of C ∼= Bn

that fixes p, i.e. the identity idC : (C, p) → (C, p) is null-homotopic, so r = idC ◦ r is
null-homotopic.

The quotient of (X,A) by D is (Sn, s), and the quotient of (C, p) by bd(C) is (Sn, s).
Let qC : (X,A) → (Sn, s) and q′C : (C, p) → (Sn, s) be the quotient maps. As r is
the identity on C, one has qC = q′C ◦ r. Therefore, the null-homotopy of r induces a
null-homotopy of qC . Theorem 4.1 implies that C(X,A) does not have the surjection
property.

Example 4.1 (Graph). Let X be a topological graph and C be an edge. If C is neither
contained in a cycle nor in a path from a point of A to another point of A (see an example on
Figure 2), then C(X,A) does not have the surjection property because there is a retraction
of X \ op(C) to bd(C), as we now explain. We will see with Theorem 4.3 that these
conditions are tight.

As C does not belong to a cycle, its two endpoints a, b belong to two distinct connected
components of X \ op(C). As there is no path from A to A through C, the connected
component of a or b, say a, is disjoint from A. Let r : X \ op(C) → bd(C) send that
component to a and all the rest to the other endpoint b. It is a retraction which is constant
on A.

C

a b
A

Figure 2: A pair (X,A) whose cone pair C(X,A) does not satisfy the surjection property

Example 4.2. Let X = S1 × S1 be the torus with a disk attached along one of the two
circles, and A = ∅. The disk is a regular cell, and the torus retracts to the boundary of the
disk, so C(X,A) = (C(X), X) does not have the surjection property.

Figure 3: A space X whose cone pair (C(X), X) does not satisfy the surjection property
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The next result shows that the assumptions in Theorem 4.2 can be weakened.

Proposition 4.2. Let (X,A) be a compact pair and C ⊆ X be a regular cell which is not
contained in A. If there exists a retraction r : X \ op(C)→ bd(C) whose restriction r|A :
A→ bd(C) is null-homotopic, then C(X,A) does not have the surjection property.

Proof. We show that there is a regular cell C ′ ⊆ C \A and a retraction r′ : X \ op(C ′)→
bd(C ′) which is constant on A, and then apply Theorem 4.2.

As C * A and A is closed, there exists a regular cell C ′ ⊆ op(C)\A. The retraction r :
X \ op(C)→ bd(C) can be extended as the identity on C \ op(C ′), giving a retraction r1 :
X \op(C ′)→ C \op(C ′). There is a retraction r2 : C \op(C ′)→ bd(C ′), because C \op(C ′)
is a thickened sphere and bd(C ′) is its inner sphere.

Let f = r2 ◦ r1 : X \ op(C ′)→ bd(C ′). The restriction of f to A∪ bd(C ′) is homotopic
to a function h : A∪bd(C ′)→ bd(C ′) which is constant on A and is the identity on bd(C ′)
(extend the null-homotopy of r|A as the identity on bd(C ′), which is disjoint from A).
As bd(C ′) is an ANR (it is indeed a sphere), Borsuk’s homotopy extension theorem implies
that f is homotopic to an extension of h. Such an extension is a retraction r′ : X\op(C ′)→
bd(C ′) which is constant on A.

4.3 Cycles

It was proved in [1] that when the space X is a finite topological graph, the surjection
property of its cone can be characterized in terms of the cycles of X.

Theorem 4.3 (Theorem 4.4 in [1]). Let (X,A) be a pair consisting of a topological finite
graph X and a subset A of vertices. C(X,A) has the surjection property if and only if every
edge belongs to a cycle or a path between two points of A.

It is assumed that cycles and paths visit each edge at most once. The result should be
compared with Example 4.1.

We investigate how far this result extends to higher-dimensional spaces like finite sim-
plicial complexes, and more generally almost Euclidean spaces. The higher-dimensional
notions of cycles and paths between points of A are the homology cycles and cycles relative
to A, i.e. the elements of Hn(X,A). We need to express the idea that a cell “belongs” to
a relative cycle.

Let T = R/Z be the circle group.

Definition 4.1. Let (X,A) be a compact pair and n ≥ 1. A regular n-cell C ⊆ X \ A
belongs to a relative cycle if the canonical homomorphism

Hn(X,A;T)→ Hn(X,X \ op(C);T)

is non-trivial.
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Let us explain why this definition is meaningful. First, we use the coefficient group T
because it subsumes the more usual coefficients groups Z and Z/kZ (see Proposition D.1).
The canonical homomorphism is non-trivial if there exists a relative cycle in (X,A) which
is not cancelled when quotienting by the part of the space which is not in C, so the cycle
should “visit” C. An alternative way of seeing this is to consider the exact sequence (with
coefficients in T)

Hn(X \ op(C), A)→ Hn(X,A)→ Hn(X,X \ op(C)).

The second homomorphism is non-trivial if and only if the first one is non-surjective, which
means that there is a relative cycle in (X,A) which is not contained in X \ op(C).

Remark 4.1 (Homology vs cohomology). Here is an equivalent formulation of Definition
4.1, at least for pairs (X,A) where X and A are ANRs. C belongs to a relative cycle if
and only if the canonical homomorphism on cohomology groups with coefficients in Z

Hn(X,X \ op(C))→ Hn(X,A)

is non-trivial. Indeed, Hn(X,A;T) is the Pontryagin dual of Hn(X,A) and the homomor-
phisms between homology and cohomology groups are dual to each other (Proposition G,
§VIII.4, p. 137 and Proposition F, §VIII.5, p. 141 in [7]).

4.3.1 Simplicial complexes

Let us illustrate Definition 4.1 in the case of finite simplicial complexes. A finite simplicial
pair is a pair (X,A) where X is a finite simplicial complex and A is a subcomplex.

A finite simplicial complex is almost Euclidean, each maximal simplex being a regular
cell. For simplicial complexes, singular homology is isomorphic to simplicial homology.
Whether a simplex belongs to a relative cycle in the sense of Definition 4.1 can be refor-
mulated in a much more explicit way.

Proposition 4.3. Let (X,A) be a finite simplicial pair and C a maximal simplex, of
dimension n. C belongs to a relative cycle if and only if there exists an n-chain with coef-
ficients in T (equivalent, in Z or some Z/kZ) whose boundary is contained in A, assigning
a non-zero coefficient to C.

Proof. Let (∆i)i≤m be the n-simplices in X, and assume w.l.o.g. that ∆0 is C. Let D be the
subcomplex obtained by removing C from X (but keeping its faces). The homomorphism

Hn(X,A;T)→ Hn(X,D;T)

is realized, at the level of n-chains, by sending
∑
αi∆i to α0∆0. As ∆0 is maximal, ∆0 is

not a boundary. Therefore, the homomorphism is non-trivial if and only if there exists a
relative cycle assigning a non-zero coefficient α0 to ∆0.
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4.3.2 Cycles vs the surjection property

Let (X,A) be a compact pair and C ⊆ X \A be a regular n-cell (n ≥ 1). One has natural
isomorphisms

Hn(X,X \ op(C);T) ∼= Hn(C,bd(C);T) (by excision)
∼= Hn(C/bd(C), s;T)
∼= Hn(Sn, s;T)
∼= T.

Therefore, up to isomorphism, the canonical homomorphism from Definition 4.1

Hn(X,A;T)→ Hn(X,X \ op(C);T)

is nothing else than the homomorphism induced by the quotient map qC : (X,A)→ (Sn, s)
on homology groups. It has the following immediate consequences:

• If C belongs to a relative cycle, then qC : (X,A)→ (Sn, s) is not null-homotopic,

• When dim(X) = n and X,A are ANRs, C belongs to a relative cycle if and only if qC :
(X,A) → (Sn, s) is not null-homotopic, by Hopf’s classification theorem (Theorem
C.2).

Therefore, we obtain partial generalizations of Theorem 4.3 to higher-dimensional
spaces. The first one is only an implication.

Corollary 4.3 (Cycles vs surjection property, implication). Let (X,A) be an almost
Euclidean compact pair. If every regular cell C ⊆ X \ A belongs to a relative cycle,
then C(X,A) has the surjection property.

This result becomes an equivalence when the space “has the same dimension every-
where”, giving a first extension of Theorem 4.3, from graphs to pure simplicial complexes,
i.e. simplicial complexes X whose maximal simplices all have the same dimension.

Corollary 4.4 (Cycles vs surjection property, equivalence). Let n ≥ 1. Let (X,A) be
an almost n-Euclidean compact pair, where X and A are ANRs and dim(X) = n. The
following statements are equivalent:

• The pair C(X,A) has the surjection property,

• Every regular cell C ⊆ X \A belongs to a relative cycle.

Theorem 4.2 also becomes an equivalence when the dimension of the space matches the
dimension of the cell, or the cell has dimension at most 2.
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Corollary 4.5 (Cycles vs retraction). Let (X,A) be a compact pair, where X and A are
ANRs and dim(X) = n ≥ 1. For a regular n-cell C ⊆ X \A, the following statements are
equivalent:

• C does not belong to a relative cycle,

• There exists a retraction r : X \ op(C)→ bd(C) which is constant on A.

The equivalence holds if n = 1 or 2, without any dimension assumption about X.

Proof. We assume that C does not belong to a relative cycle and build a retraction (the
other implication is Theorem 4.2). Let Y = X/A. The existence of a retraction which
is constant on A is equivalent to the existence of a retraction r : Y → bd(C). Let f :
bd(C) → bd(C) be the identity and i : bd(C) → Y \ op(C) be the inclusion map. Note
that bd(C) ∼= Sn−1 and let f∗, i∗ be the induced homomorphisms on reduced homology
groups H̃n−1(·;T). We want to find a retraction, i.e. an extension of f . As dim(X) = n,
we can apply Hopf’s extension theorem (Theorem C.1): f has an extension if and only
if ker i∗ ⊆ ker f∗. As f∗ is injective, f has an extension if and only if i∗ is injective.

In the exact sequence (with the coefficient group T)

Hn(Y )→ Hn(Y, Y \ op(C))→ H̃n−1(Y \ op(C)) (5)

the first homomorphism is trivial by assumption (note that Hn(X/A) ∼= Hn(X,A) as n ≥
1), so the second homomorphism is injective. The latter is i∗ up to isomorphism, because
one has natural isomorphisms

Hn(Y, Y \ op(C)) ∼= Hn(C,bd(C)) ∼= H̃n−1(bd(C)).

As a result, i∗ is injective. It implies that f has an extension, which is the sought retraction.
The particular case n = 1 or 2 corresponds to the particular case in Hopf’s extension

theorem.

It also implies that Theorem 4.3 extends from graphs to simplicial complexes of dimen-
sion at most 3 that are not necessarily pure.

Corollary 4.6. Let (X,A) be an almost Euclidean compact pair, where X and A are ANRs
and dim(X) ≤ 3. The following statements are equivalent:

• The pair C(X,A) has the surjection property,

• Every regular cell C ⊆ X \A belongs to a relative cycle.

Proof. For every regular n-cell C, one has n = dim(X) or n = 1 or n = 2 so we can apply
Corollary 4.5. If C does not belong to a relative cycle, then there exists a retraction r :
X \op(C)→ bd(C), so the quotient map qC : (X,A)→ (Sn, s) is null-homotopic (Theorem
4.2).
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We will see in Section 5 that the dimension assumption in Corollaries 4.4, 4.5 and 4.6
cannot be dropped.

We also obtain a relationship between cycles and the ε-surjection property for ANRs.

Theorem 4.4 (Cycles vs ε-surjection property). Let (X,A) be an almost Euclidean com-
pact pair, where X is an ANR. If every regular cell C ⊆ X \A belongs to a relative cycle,
then (X,A) has the ε-surjection property for some ε > 0.

Proof. As X is a compact ANR, if ε is sufficiently small, then every function f : X → X
satisfying f |A = idA and d(f, idX) < ε is homotopic to idX , via a homotopy ht : X →
X such that ht|A = idA. We claim that (X,A) has the ε-surjection property. Assume
otherwise, let f : X → X be non-surjective continuous, satisfy f |A = idA and d(f, idX) < ε.
f is homotopic to idX : (X,A)→ (X,A).

Let C ⊆ X\A be a regular n-cell which is disjoint from im f , i : (X\op(C), A)→ (X,A)
the inclusion map and let f̃ : (X,A)→ (X \ op(C), A) be such that f = i ◦ f̃ .

As f = i◦f̃ is homotopic to idX , i∗◦f̃∗ is an isomorphism on homology groups of (X,A),
so i∗ : Hn(X \ op(C), A)→ Hn(X,A) is surjective (coefficients are implicitly in T). In the
exact sequence

Hn(X \ op(C), A)
i∗−→ Hn(X,A) −→ Hn(X,X \ op(C))

the second homomorphism is therefore trivial, contradicting the assumption that C belongs
to a relative cycle. Therefore, there is no such function f , so (X,A) has the ε-surjection
property.

The converse implication in Theorem 4.4 does not hold, even under dimension assump-
tions., as the next example shows.

Example 4.3 (Bing’s house). Let X be Bing’s house, or the house with two rooms, which
is a pure 2-dimensional simplicial complex, and A = ∅. It was proved in [1] that it has
the ε-surjection property, by using the fact that the star of each vertex in X is the cone of
a graph which consists of a union of cycles. However, X is contractible, so no 2-cell belongs
to a cycle.

5 Counter-examples

We consider a family of spaces which enables us to find counter-examples, and show that
certain assumptions in the previous results cannot be dropped.

5.1 A family of spaces

Let m,n be two natural numbers and let f : Sm → Sn be continuous. One can attach Bm+1

to Bn+1 along their boundaries using f . We obtain the space Xf = Bn+1 ∪f Bm+1, which
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is the quotient of Bm+1 tBn+1 obtained by identifying x ∈ Sm+1 = ∂Bm+1 to f(x) ∈ Sn =
∂Bn. It is illustrated in Figure 4.

Bn+1

Bm+1

Figure 4: The space Xf . The ball Bn+1 is visualized as the cone C(Sn), the center of the
ball is the tip of the cone.

We will see that the properties of Xf we are interested in only depend on the homotopy
class of f . Therefore, by the Simplicial Approximation Theorem (Theorem 2C.1 in [6]),
we can always assume that f is a simplicial map, implying that Xf is a finite simplicial
complex.

We will need to consider the suspension construct. We recall that the suspension of a
space X is SX = X ∗ S0. One has SSn = Sn+1. To a map f : X → Y is associated its
suspension Sf : SX → SY , which is naturally defined from f . Note that for f : Sm → Sn,
one has Sf : Sm+1 → Sn+1.

5.2 Cycles vs the surjection property

We show that the equivalences stated in Corollaries 4.4 and 4.5 are no more valid when
the assumptions about the dimension of the space and the dimension of the regular cells
are dropped. For clarity, let us summarize what we have so far.

For any compact pair (X,A), if C ⊆ X \A is a regular n-cell, then we have the following
implications 1.⇒ 2.⇒ 3.:

1. There is a retraction r : X \ op(C)→ bd(C) which is constant on A,

2. The quotient map qC : (X,A)→ (Sn, s) is null-homotopic,

3. C does not belong to a relative cycle.

When (X,A) is a finite simplicial pair and dim(X) = n, all these conditions are equiv-
alent by Corollaries 4.4 and 4.5. However we show that if dim(X) > n, then both impli-
cations 2.⇒ 1. and 3.⇒ 2. fail in general (still assuming that (X,A) is a finite simplicial
pair).

Note that Bn+1 is a regular (n+ 1)-cell in Xf . We relate the conditions 1., 2. and 3. for
the space Xf and the regular (n+ 1)-cell C = Bn+1 in terms of the properties of f .
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Theorem 5.1. Let m,n ∈ N and f : Sm → Sn be continuous. The space Xf = Bn+1 ∪f
Bm+1 enjoys the following properties:

(a) There exists a retraction r : Sn ∪f Bm+1 → Sn iff f is null-homotopic,

(b) The quotient map q : Xf → Sn+1 is null-homotopic iff Sf is null-homotopic,

(c) If m 6= n, then Bn+1 does not belong to a cycle in Xf .

Moreover, (C(Xf ), Xf ) has the surjection property iff Sf is not null-homotopic.

Proof. (a) Note that Sn ∪f Bm+1 is the quotient of Bm+1 by the equivalence relation x ∼ y
iff x = y, or x, y ∈ Sm and f(x) = f(y). Therefore, there is a one-to-one correspondence
between the continuous functions r : Sn ∪f Bm+1 → Sn and the continuous functions F :
Bm+1 → Sn that respect ∼. A function r : Sn ∪f Bm+1 → Sn is a retraction iff the
corresponding function F : Bm+1 → Sn is an extension of f , i.e. is a null-homotopy of f .

(b) As Bn+1 is contractible, the quotient map p : Xf → Xf/Bn+1
∼= Sm+1 is a homotopy

equivalence. We show that the homotopy class of q : Xf → Sn+1 is sent to the homotopy
class of Sf : Sm+1 → Sn+1 under the equivalence, which implies that q is null-homotopic if
and only if Sf is. More precisely, we show that q ∼ Sf ◦ p (these two maps are illustrated
on Figures 5a and 5b).

q

Bn+1

Bm+1

Sn+1

(a) The map q : Xf → Sn+1

p Sf

Bn+1

Bm+1
Sm+1 Sn+1

(b) The map Sf ◦ p : Xf → Sn+1

id

C(f)

Bn+1

Bm+1

Bn+1

Bn+1

(c) The map k : Xf → Sn+1

Figure 5: Illustration of the proof of (b) in Theorem 5.1

The sphere Sn+1 is a union of two balls Bn+1, called the lower and upper hemispheres,
joined at the equator. Let j : Bn+1 t Bm+1 → Sn+1 send Bn+1 homeomorphically to the
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lower hemisphere of Sn+1, and send Bm+1 to the upper hemisphere of Sn+1 by applying
the map C(f) : C(Sm) → C(Sn), i.e. C(f) : Bm+1 → Bn+1. The space Xf is a quotient
of Bm+1 tBn+1 and the map j respects that quotient: if x, y ∈ Sm = ∂Bm+1 and z ∈ Sn =
∂Bn+1 are such that f(x) = f(y) = z, then j(x) = j(y) = j(z) is z, seen as a point of the
equator of Sn+1.

Therefore, j induces a continuous function k : Xf → Sn+1, illustrated on Figure 5c. The
functions q and Sf◦p can be factored using k as follows. Let U and L be the upper and lower
halves of Sn+1. The quotient of Sn+1 by U or L is again Sn+1. Let qU , qL : Sn+1 → Sn+1

be the corresponding quotient maps. One has q = qU ◦ k and Sf ◦ p = qL ◦ k. One easily
sees that qU ∼ qL, so q ∼ Sf ◦ p.

(c) As Bn+1 is contractible, Xf is homotopy equivalent to Xf/Bn+1, which is homeo-
morphic to Sm+1. Therefore, Hn+1(Xf ;G) ∼= Hn+1(Sm+1;G) which is trivial as m 6= n. As
a result, any homomorphism defined on Hn+1(Xf ;G) is trivial.

We prove the last assertion. For a regular (m + 1)-cell C ⊆ Xf , the corresponding
quotient map qC : Xf → Sm+1 is never null-homotopic, because it is a homotopy equiv-
alence. Therefore, (C(Xf ), Xf ) enjoys the surjection property if and only if Sf is not
null-homotopic.

The first application is that in Corollary 4.4, one cannot drop the assumption that all
the cells have the same dimension as the space.

Example 5.1. Let h : S3 → S2 be the Hopf map. It is known that h and Sh are not null-
homotopic (Corollary 4J.4 in [6]). Therefore, in Xh the quotient map is not null-homotopic
and (C(Xh), Xh) enjoys the surjection property although no regular cell belongs to a cycle,
so the implication 3.⇒ 2. fails for Xh.

A second application is that the dimension assumption in Corollary 4.5 is needed.

Example 5.2. Let again h : S3 → S2 be the Hopf map. The function 2h (which is the
concatenation of h with itself using the homotopy group operation) is not null-homotopic,
however its suspension S2h is (again by Corollary 4J.4 in [6]). Therefore, in X2h the
quotient is null-homotopic and (C(X2h), X2h) does not satisfy the surjection property, but
there is no retraction, so the implication 2.⇒ 1. fails for X2h.

5.3 Product

We have shown with Proposition 2.2 that for finite simplicial pairs, if (X,A)× (Y,B) has
the ε-surjection property for some ε > 0, then both (X,A) and (Y,B) satisfy the δ-surjection
property for some δ > 0.

We prove that the converse implication does not hold.

Theorem 5.2. There exists a finite simplicial pair (X,A) that has the surjection property,
but the product (X,A)× (B1, S0) does not have the ε-surjection property for any ε > 0.
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There exists a finite simplicial complex Y that has the ε-surjection property for some ε >
0, but the product Y × S1 does not have the δ-surjection property for any δ > 0.

Proof. We choose m,n ∈ N and f : Sm → Sn so that Sf is not-null-homotopic but S2f is
(we will give detailed references in Section 5.3.1 below on the existence of such functions).
We then let (X,A) = (C(Xf ), Xf ) and Y = SXf .

Lemma 5.1. SXf is homeomorphic to XSf .

Proof. Both spaces are the quotients of (Bn+1 t Bm+1)× [0, 1] by the equivalence relation
generated by:

(y, t) ∼ (f(y), t) for y ∈ Sm, (6)

(x, 0) ∼ (x′, 0) and (x, 1) ∼ (x′, 1) for x, x′ ∈ Bn+1, (7)

(y, 0) ∼ (y′, 0) and (y, 1) ∼ (y′, 1) for y, y′ ∈ Bm+1. (8)

Taking the quotient by (6) first yields Xf × [0, 1], and then the quotient by (7), (8)
yields SXf . Taking the quotient by (7), (8) first yields SBn+1tSBm+1 and then the quotient
by (6) yields XSf .

Therefore,

(C(Xf ), Xf )× (C(S0), S0) ∼= (C(Xf ∗ S0), Xf ∗ S0)
∼= (C(SXf ),SXf )
∼= (C(XSf ), XSf ).

If Sf is not null-homotopic but S2f is, then (C(Xf ), Xf ) enjoys the surjection property
but (C(XSf ), XSf ) does not. For cone pairs, the surjection property is equivalent to the ε-
surjection property for any ε > 0 by Proposition 2.3.

The space Y = SXf is finitely conical with two open cones OC(Xf ), so Y has the ε-
surjection property for some ε > 0. The product Y × S1 = SXf × SS0 is finitely conical
with four open cones OC(XSf ), so Y × S1 does not satisfy the ε-surjection property for
any ε > 0. In both case we use Theorem 3.1.

5.3.1 Iteration of the suspension

The existence of the function f in the proof of Theorem 5.2 can be extracted from the
literature on homotopy groups of spheres and the suspension homomorphism, as we explain
now.

Theorem 5.3. For (m,n) = (7, 3) or (8, 4), there exists f : Sm → Sn such that Sf is not
null-homotopic but S2f is.
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The results in the literature are usually expressed in terms of the reduced suspension Σ
rather than the suspension S (we use the notation Σ as in [6], while the other references
use the notation E). We recall that ΣX is defined as the quotient of SX = X ∗ S0 by
the segment {x0} ∗ S0 for some x0 ∈ X. However, for a CW-complex X, ΣX and SX are
homotopy equivalent (Example 0.10 in [6]) and if X,Y are CW-complexes and f : X → Y
is continuous, then Σf is null-homotopic if and only if SX is. More precisely, the quotient
map ϕX : SX → ΣX is a homotopy equivalence and one has Σf ◦ ϕX = ϕY ◦ Sf .

We use the following homotopy groups of spheres, that can be found in Hatcher [6]
(§4.1, p. 339):

π7(S3) ∼= Z2 π8(S4) ∼= Z2
2 π9(S5) ∼= Z2 π10(S6) ∼= 0

Whitehead product. The Whitehead product is a way of combining an element f ∈
πp(Sn) with an element g ∈ πq(Sn) into their product [f, g] ∈ πp+q−1(Sn). The suspension of
a Whitehead product is always null-homotopic (see Whitehead [8], Theorem 3.11, p. 470).

Theorem 5.4 (Suspension of Whitehead product). If f ∈ πp(Sn) and g ∈ πq(Sn), then
one has Σ[f, g] = 0.

The next result was proved by Toda [9] (§5.ii, p. 79).

Lemma 5.2. There exists f : S7 → S3 such that Σf is not null-homotopic but Σ2f is.

Proof. Let i4 : S4 → S4 be the identity. Let h2 : S3 → S2 be the Hopf map and ν4 = Σ2h2 :
S5 → S4. It is proved in [9], §5.ii that there exists f : S7 → S3 such that Σf = [ν4, i4] 6= 0,
implying that Σ2f = 0. (It is defined as f = a3 ◦ ν6 for some particular a3 : S6 → S3.)

Suspension homomorphism. We will use the fact that the suspension homomor-
phism Σ : π8(S4) → π9(S5) is surjective, which follows from the famous Freudenthal
suspension theorem (see Whitehead [8] p. 468 for the statement).

Theorem 5.5 (Freudenthal [10]). The suspension homomorphism

Σ : πn+k(Sn)→ πn+k+1(Sn+1)

is an isomorphism if k < n− 1, and is surjective if k = n− 1 or k = n is even.

Lemma 5.3. There exists f : S8 → S4 such that Σf is not null-homotopic but Σ2f is.

Proof. As π9(S5) ∼= Z2 is non-trivial, let g ∈ π9(S5) be non-zero. As Σ : π8(S4) → π9(S5)
is surjective, let f ∈ π8(S4) be such that Σf = g. As π10(S6) is trivial, Σ2f = 0.

Alternatively, Whitehead [11] (§9, p. 234) shows that there exists γ ∈ π8(S4) such
that Σγ = ±[i5, i5] 6= 0, where i5 : S5 → S5 is the identity, therefore Σ2γ = 0. (It is defined
as γ = J(γ3) for some γ3 in [11]).
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6 Applications to computable type

Computability theory provides notions of computability for subsets of N:

• A set A ⊆ N is computable if there exists a program, or a Turing machine, that on
input n ∈ N decides in finite time whether n ∈ A,

• A set A ⊆ N is computably enumerable (c.e.) if there exists a program or a
Turing machine, that on input n ∈ N, halts if and only if n ∈ A.

The halting set H ⊆ N, which is the set of indices of Turing machines that halt, is a famous
example of a c.e. set that is not computable, discovered by Turing in his seminal article
[12].

These notions immediately extend to subsets of countable sets which admit a com-
putable bijection with N, such as the set of rational numbers, or the set N∗ of finite
sequences of natural unmbers.

Such notions can then be used to define computability notions for other mathematical
objects. We recall the notions of computable and semicomputable compact subsets of the
Hilbert cube.

We say that an element of the Hilbert cube Q = [0, 1]N is finitary if it is a sequence
of rational numbers which is eventually 0. By standard arguments, there is a computable
enumeration (Bi)i∈N of the metric balls centered at finitary elements, with positive rational
radii.

Definition 6.1. A compact set K ⊆ Q is semicomputable if the set

{(i1, . . . , in) ∈ N∗ : K ⊆ Bi1 ∪ . . . ∪Bin}

is computably enumerable.

Definition 6.2. A compact set K ⊆ Q is computable if it is semicomputable and the
set

{i ∈ N : K ∩Bi 6= ∅}

is computably enumerable.

There exist computable sets that are not computable, by a simple encoding of the
halting set H. The simplest example is the interval [0, r] (embedded in Q as [0, r] × Q),
where r = 1 −

∑
i∈H 2−i−1. This example is an interval, but similar constructions can

be made with disks, and more generally n-dimensional balls. It is a striking result that
no such construction is possible with spheres. This result is due to Miller [2], and later
motivated the introduction of the notion of computable type by Iljazović.

Say that a pair (Y,B) is homeomorphic to, or is a copy of the pair (X,A) if there exists
a homeomorphism f : X → Y such that f(A) = B.
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Definition 6.3. A compact metrizable space X has computable type if for every
copy Y ⊆ Q of X, if Y is semicomputable then Y is computable.

A compact pair (X,A) has computable type if for every copy (Y,B) of (X,A) in the
Hilbert cube Q, if Y and B are semicomputable, then Y is computable.

The first examples of spaces and pairs having computable type were given by Miller
[2], who proved that spheres Sn and balls with their bounding spheres (Bn+1, Sn) have
computable type. Iljazović [3] proved more generally that closed manifolds M and compact
manifolds with boundary (M,∂M) have computable type. Many more examples were
studied in [13, 14, 15, 16, 17, 18, 19, 4]. For instance, the Warsaw circle and the Warsaw
disk with its bounding Warsaw circle have computable type [13, 16].

In [1], we have studied the case of finite simplicial complexes and proved that a finite
simplicial pair (X,A) has computable type if and only if it has the ε-surjection property
for some ε > 0. This result implies for instance that Bing’s house has computable type,
while the dunce hat does not. The proof of the result more generally works on compact
ANRs that are covered by finitely many regular cells.

The results obtained in the present article have immediate applications to the com-
putable type property.

Proposition 6.1. For finite simplicial pairs (X,A) such that X is pure or has dimension
at most 4, whether (X,A) has computable type is decidable.

Proof. Such a pair (X,A) is finitely conical and has computable type if and only if each
cone pair C(Li, Ni) has the surjection property. If X is pure or has dimension at most 4,
the each Li is pure or has dimension at most 3, so the surjection property for C(Li, Ni) is
equivalent to the fact that each maximal simplex of Li belongs to a relative cycle in (Li, Ni)
by Corollaries 4.4 and 4.6. As homology groups of finite simplicial complexes can be
computed, this property is therefore decidable.

6.1 Cones of manifolds

Let (M,∂M) be a compact n-manifold with (possible empty) boundary. It is almost n-
Euclidean, because every point of M \ ∂M is n-Euclidean.

One has Hn(M,∂M ;Z/2Z) ∼= Z/2Z and the fundamental homology class intuitively
contains every point of M \ ∂M . More formally, every regular n-cell C ⊆M \ ∂M belongs
to a relative cycle with coefficients in Z/2Z (therefore in T), in the sense of Definition 4.1.
Indeed, M \ ∂M is Z/2Z-orientable so the homomorphism

Hn(M,∂M ;Z/2Z)→ Hn(M,M \ op(C);Z/2Z) ∼= Z/2Z

is an isomorphism, sending the fundamental class to the generator of Z/2Z (see [6] for
instance).

Therefore, we can apply Corollary 4.3, giving the next result.
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Corollary 6.1. If (M,∂M) is a compact manifold with possibly empty boundary, then the
pair C(M,∂M) has the surjection property hence has computable type.

Strictly speaking, the results in [1] are stated for finite simplicial complexes. However,
the arguments work for any space which is covered by finitely many regular cells, including
cones of compact manifolds.

6.2 The odd subcomplex

If K is a finite simplicial complex, then there is a natural subcomplex A of K such that
the pair (K,A) has the ε-surjection property for some ε > 0. This subcomplex is the odd
subcomplex of K.

Definition 6.4. Let K be a finite simplicial complex of dimension m. For 0 ≤ n < m, the
odd n-subcomplex ∂nodd(K) of K is the collection of all n-simplices of K that are con-
tained in an odd number of maximal (n+1)-simplices inK. The odd subcomplex ∂odd(K)
of K is the union

⋃
0≤n<m ∂

n
odd(K).

Clearly, for every finite simplicial complex K, ∂odd(K) has empty interior because it
contains no maximal simplex of K. The next result is announced in [1], without proof.

Theorem 6.1. For every finite simplicial complex K, the pair (K, ∂odd(K)) has the ε-
surjection property for some ε > 0, hence has computable type.

Proof. Any finite simplicial complex is an ANR, so the pair (K, ∂odd(K)) has the assump-
tion of Theorem 4.4, therefore it is sufficient to show that every maximal simplex in K
belongs to a relative cycle. We use the formulation of this latter property provided by
Proposition 4.3.

Let S be a maximal n-simplex of K. Let c be the formal sum of the maximal n-
simplices of K, seen as an n-chain with coefficients in Z/2Z. The boundary of c is the
sum of the (n− 1)-simplices that are contained in an odd number of maximal n-simplices.
Therefore, ∂c is a chain of ∂odd(K) so c is a relative cycle in (K, ∂odd(K)). As S is itself a
maximal n-simplex, its coefficient in c is 1, so S belongs to a relative cycle and the proof
is complete.

6.3 Computable type and the product

Whether the computable type property is preserved by taking products was an open ques-
tion, raised by Čelar and Iljazović in [4]. Theorem 5.2 enables us to give a negative answer
to this question. Note that (B1,S0) and S1 both have computable type.

Corollary 6.2. There exists a finite simplicial pair (X,A) that has computable type, but
such that the product (X,A)× (B1, S0) does not.

There exists a finite simplicial complex Y that has computable type, but such that the
product Y × S1 does not.
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Proof. For simplicial spaces and pairs, computable type is equivalent to the ε-surjection
property for some ε, so we can simply apply Theorem 5.2.

Note however that the converse direction holds: it was proved in [20] that if (X,A) ×
(Y,B) has computable type, then both (X,A) and (Y,B) have computable type (assuming
that they both have a semicomputable copy, which is the case for finite simplicial pairs).
This implication is consistent with Proposition 2.2, which shows that the ε-surjection prop-
erty behaves similarly.

7 Conclusion

The surjection property and the ε-surjection property were introduced in [1] as topologi-
cal characterizations of a computability-theoretic property of certain compact metrizable
spaces, called computable type. In this article, we have developed several techniques to
establish or refute these properties, applicable to classes of spaces including finite simplicial
complexes and compact manifolds.

We have established precise relationships between the (ε-)surjection property and the
homotopy of certain quotient maps to spheres, which enables us to take advantage of results
from homology and homotopy theory. We have given applications of these techniques. The
first one is that the cone of a compact manifold has computable type. The second one is
that any finite simplicial complex together with its odd boundary has computable type.
The third and most important application is an answer to a question raised in [4], showing
that the computable type property is not preserved by taking products.
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[16] Z. Iljazović, B. Pažek, Warsaw discs and semicomputability, Topology and its Appli-
cations 239 (2018) 308–323. doi:https://doi.org/10.1016/j.topol.2018.02.014.
URL https://www.sciencedirect.com/science/article/pii/

S0166864118301044

30

https://doi.org/10.1007/s00224-020-10017-6
https://doi.org/10.1007/s00224-020-10017-6
https://doi.org/10.1007/s00224-020-10017-6
http://www.jstor.org/stable/j.ctt183pk8v
http://www.jstor.org/stable/j.ctt183pk8v
http://www.jstor.org/stable/1969085
http://www.jstor.org/stable/1969085
https://www.sciencedirect.com/science/article/pii/S0166864118301044
https://doi.org/https://doi.org/10.1016/j.topol.2018.02.014
https://www.sciencedirect.com/science/article/pii/S0166864118301044
https://www.sciencedirect.com/science/article/pii/S0166864118301044
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We use the appendix to include statements and proofs of results that are either classical
but phrased differently in most references, or that are folklore results for which we found
no reference.

A Homotopies

A.1 Pair vs quotient

In many cases, a pair (X,A) can be equivalently replaced by the quotient space X/A. The
following proposition is an instance of this fact, and is a combination of Proposition 4A.2
and Example 4A.3 in [6].

Let (X,A) be a pair. There is a one-to-one correspondence between the continuous
functions f : X → Sn that are constant on A and the continuous functions g : X/A→ Sn.
If f : X → Sn is constant on A then we denote by f̃ : X/A→ Sn the function satisfying f =
f̃ ◦ q, where q : X → X/A is the quotient map.

Proposition A.1. Let n ≥ 1 and let s be a distinguished point of Sn. A function of
pairs f : (X,A)→ (Sn, s) is null-homotopic if and only if f̃ : X/A→ Sn is null-homotopic.

Proof. Let p be the equivalence class of A in X/A. Note that f̃ can also be seen as a
function of pairs f̃2 : (X/A, p) → (Sn, s), which we denote differently to avoid confusions.
The null-homotopy of f is easily equivalent to the null-homotopy of f̃2, inducing a null-
homotopy of f̃ . We need to show that a null-homotopy of f̃ (a function between sets)
implies a null-homotopy of f̃2 (a function between pairs).

Let ht : X/A → Sn be a homotopy from h0 = f̃ to a constant function h1. We use a
different argument for n = 1 and for n 6= 1.

Assume that n = 1. The circle S1 can be seen as the additive group R/Z with s as
the 0 element. Let gt : (X/A, p)→ (S1, s) be defined by gt(x) = ht(x)−ht(p) +h0(p). One
easily checks that g0 = h0 = f̃ , gt(p) = h0(p) = s for all t and g1(x) = s for all x, so gt is
a null-homotopy of f̃2.

Assume that n 6= 1. Let Y = [0, 1]×(X/A) and B = ({0, 1}×X/A)∪([0, 1]×{p}) ⊆ Y .
The null-homotopy ht is a function h : Y → Sn. Let g : B → Sn be the continuous function
defined by

g(t, x) =

{
f̃(x) if t = 0,

s otherwise.

A null-homotopy of f̃2 is a continuous extension G : Y → Sn of g. In order to show
that such an extension exists, it is sufficient to show that g is homotopic to the restriction
of h to B, by applying Borsuk’s homotopy extension theorem (Theorem 1.4.2, p. 38 in [21])
and the fact that Sn is an ANR.

So let us define a homotopy kt : B → Sn from k0 = g to k1 = h|B. We decompose B
as B0 ∪B1, where B0 = {0, 1} ×X/A and B1 = [0, 1]× {p}. On B0, g and h coincide, and
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we define kt(z) = g(z) = h(z) for all t and all z ∈ B0. On B1, g has constant value s and
the restriction of h to B1 is a loop from s to itself. As Sn is simply connected, that loop
is contractible, i.e. there exists a homotopy from g|B1 to h|B1 , and we define kt|B1 as this
homotopy.

The homotopy kt : B → Sn is well-defined because it is consistent on B0 ∩ B1 =
{0, 1} × {p}, where kt(0, p) = kt(1, p) = s. Therefore, kt is continuous and is a homotopy
from g to h|B. It can be extended to a homotopy from some extension of g to h, because Sn
is an ANR. The extension of g is a null-homotopy of f̃2.

A.2 Homotopy extension property

Let us recall an important property of pairs.

Definition A.1. A pair (X,A) has the homotopy extension property if for every
topological space Y , for every continuous function f : X → Y and every homotopy ht :
A → Y such that h0 = f |A, there exists a homotopy Ht : X → Y such that H0 = f
and Ht|A = ht.

It is well-known that a pair (X,A) has the homotopy extension property if and only
if X × [0, 1] retracts to (X ×{0})∪ (A× [0, 1]) (see Hatcher [6], Proposition A.18, p. 533).
If (X,A) is a CW pair, then it has the homotopy extension property (see Hatcher [6],
Proposition 0.16, p. 15).

Definition A.2. Let X be a topological space and (Y, d) a metric space. For ε > 0,
an ε-homotopy is a homotopy function ht : X → Y such that d(ht(x), h0(x)) < ε for
all x, t.

The homotopy extension property actually implies a controlled version.

Lemma A.1. Let (X,A) be a pair satisfying the homotopy extension property. If (Y, d) is
a metric space, f : X → Y is continuous, ht : A→ Y is an ε-homotopy such that h0 = f |A,
then there exists an ε-homotopy Ht : X → Y such that H0 = f and Ht|A = ht.

A similar result with a similar proof holds for arbitrary compact pairs (X,A) when Y
is an ANR (Theorem 4.1.3, p. 265 in [21]).

Proof. As (X,A) has the homotopy extension property, there exists a retraction r : X ×
[0, 1] → (X × {0}) ∪ (A × [0, 1]) and a homotopy Ht : X → Y extending H0 and ht. We
define a retraction r′ : X × [0, 1]→ (X × {0}) ∪ (A× [0, 1]) so that H ′t(x) = H ◦ r′(x, t) is
an ε-homotopy.

Let U = {x ∈ X : ∀t ∈ [0, 1], d(Ht(x), H0(x)) < ε}. As [0, 1] is compact, U is an open
set. Moreover, U contains A. Let δ : X → [0, 1] be a continuous function such that δ(x) = 1
for x ∈ A and δ(x) = 0 for x ∈ X \ U . We define r′ as follows:

r′(x, t) = r(x, tδ(x)).

33



First, r′ is a retraction: r′(x, 0) = r(x, 0) = (x, 0) and for x ∈ A, r′(x, t) = r(x, t) =
(x, t). Therefore, H ′ is a homotopy extending H0 and ht. We claim that H ′ is an ε-
homotopy, which means that d(H ′t(x), H0(x)) < ε. If x /∈ U , then H◦r′(x, t) = H◦r(x, 0) =
H(x, 0) = H0(x). If x ∈ U , then H ◦ r′(x, t) = H ◦ r(x, tδ(x)) is ε-close to H0(x).

A.3 Absolute neighborhood retracts (ANRs)

Absolute Neighborhood Retracts (ANRs) were introduced by Borsuk [22] and play an
eminent role in algebraic topology. They have many interesting properties that we will use
in our proofs, we recall them here.

Definition A.3. Let (X,A) be a pair. A retraction r : X → A is a continuous function
such that r|A = idA. If a retraction exists, then we say that A is a retract of X.

Definition A.4. A compact Hausdorff space X is an absolute neighborhood retract
(ANR) if every copy X0 of X in Q is a retract of an open set containing X0.

The next theorem is a direct consequence of the main result in [23].

Theorem A.1. If X and A ⊆ X are compact ANRs, then (X,A) has the homotopy
extension property and X/A is an ANR.

The next lemma is an application of Borsuk’s homotopy extension theorem that can
be found as Theorem V.3.1 in [5] or as Exercice 4.1.5 in [21].

Lemma A.2. Let Y be a compact metric ANR. For every ε > 0 there exists δ > 0 such
that for all pairs (X,A) and all continuous functions f, g : A → Y with dA(f, g) < δ, if f
has a continuous extension F : X → Y then g has a continuous extension G : X → Y such
that dX(F,G) < ε.

The following result is Theorem 4.1.1 in [21].

Lemma A.3. Let Y be a compact metric ANR. For every ε > 0 there exists δ > 0 such
that for all spaces X, all continuous functions f, g : X → Y satisfying dX(f, g) < δ are ε-
homotopic.

B Cone and join

The cone of a space and the join of two spaces are classical constructs in topology. We
present their counterparts for pairs.
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B.1 Cone

Definition B.1 (Cone). Let X be a topological space. The cone of X is the quotient
of X × [0, 1] under the equivalence relation (x, 0) ∼ (x′, 0). The open cone of X is the
space OC(X) = C(X) \X, where X is embedded in C(X) as X × {1}.

The equivalence class of X × {0} is called the tip of the cone. If X is embedded in Q,
then a realization of C(X) in Q ∼= [0, 1]×Q is given by

C(X) ∼= {(t, tx) : t ∈ [0, 1], x ∈ X}.

Definition B.2 (Cone pair). Let (X,A) be a pair. Its cone pair is the pair C(X,A) =
(C(X), X ∪ C(A)). Its open cone pair is the pair OC(X,A) = (OC(X),OC(A)).

In particular,

C(L, ∅) = (C(L), L)

OC(L, ∅) = (OC(L), ∅).

Special symbol. We introduce a symbol �, which will be treated as a space but is purely
formal. It enables to consider a singleton as a cone and is a unit for the join (see Section
B.2). It can be thought as the boundary of the singleton, as in the definition of reduced
homology. It is analogous to the empty simplicial complex {∅}, which behaves differently
from the void complex ∅. We define

C(�) = OC(�) = {0}, (9)

where the point 0 is thought as the tip of a degenerate cone. We take the convention
that S−1 = �.

Example B.1. Let n ∈ N. One has

C(Sn, ∅) = (Bn+1,Sn),

C(Bn, Sn−1) = (Bn+1,Sn),

with the tip at the center of Bn+1 and in Sn respectively. Note that the particular case n = 0
is consistent with the convention S−1 = �.

B.2 Join

Definition B.3. If X,Y are topological spaces, then their join X ∗ Y is the quotient
of X×Y × [0, 1] under the equivalence relation (x, y, 0) ∼ (x, y′, 0) and (x, y, 1) ∼ (x′, y, 1).
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Remark B.1 (Special symbol). In the literature, a convention is to let ∅ be a unit for the
join, i.e. to define X ∗ ∅ as X. Definition B.3 rather makes ∅ an absorbing element, the
unit element will be �:

X ∗ ∅ = ∅ ∗X = ∅,
X ∗ � = � ∗X = X.

If X and Y are embedded in Q, then X ∗ Y can be realized as

X ∗ Y ∼= {(t, (1− t)x, ty) : t ∈ [0, 1], x ∈ X, y ∈ Y }.

We also realize X ∗ � ∼= {(0, x, 0) : x ∈ X} and � ∗ Y ∼= {(1, 0, y) : y ∈ Y }.
The cone and join constructs are intimately related: C(X) = X ∗ {0}. It is proved in

Brown [24] (Corollary 5.7.4, §5.7, p. 196) that a product of cones is a cone. More precisely,
let X,Y be compact metrizable spaces. There is a homeomorphism

C(X ∗ Y )→ C(X)× C(Y )

which restricts to a homeomorphism

X ∗ Y → (C(X)× Y ) ∪ (X × C(Y )).

We will use the following consequences:

Proposition B.1 (The product of cones). Let X,Y be compact metrizable spaces, or �.
One has

C(X)× C(Y ) ∼= C(X ∗ Y )

OC(X)× OC(Y ) ∼= OC(X ∗ Y ).

Proof. The first equality is Corollary 5.7.4 in [24] for the general case. We need to check the
particular cases when Y is ∅ or �. One has C(X)×C(∅) = ∅ = C(X ∗∅) and C(X)×C(�) =
C(X)× {0} = C(X ∗ �), and the symmetric cases are similar. The second equality can be
proved as follows for X,Y 6= �,

OC(X)× OC(Y ) = (C(X) \X)× (C(Y ) \ Y )

= (C(X)× C(Y )) \ ((C(X)× Y ) ∪ (X × C(Y )))
∼= C(X ∗ Y ) \ (X ∗ Y )

= OC(X ∗ Y ),

and when Y = �, OC(X)× OC(�) ∼= OC(X) = OC(X ∗ �).
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B.2.1 Join of pairs

The previous result extends to cone pairs. Note that in all the pairs (X,A) and (Y,B) that
we consider, X and Y are never ∅ or �.

Definition B.4. The join of two pairs (X,A) and (Y,B) is

(X,A) ∗ (Y,B) = (X ∗ Y,X ∗B ∪A ∗ Y ).

The cone pair is a particular case of the join of pairs:

(X,A) ∗ ({0},�) = (C(X), X ∪ C(A))

= C(X,A),

(X, ∅) ∗ ({0},�) = (C(X), X)

= C(X, ∅).

Proposition B.2 (Product of cone pairs). A product of (open) cone pairs is a (open) cone
pair:

C(X,A)× C(Y,B) ∼= C((X,A) ∗ (Y,B))

OC(X,A)× OC(Y,B) ∼= OC((X,A) ∗ (Y,B)).

Proof. The first component of C(X,A)×C(Y,B) is C(X)×C(Y ) = C(X ∗Y ) by Proposition
B.1. Its second component is

(C(X)× (Y ∪ C(B))) ∪ ((X ∪ C(A))× C(Y ))

= (C(X)× Y ) ∪ (X × C(Y )) ∪ (C(X)× C(B)) ∪ (C(A)× C(Y ))
∼= (X ∗ Y ) ∪ C(X ∗B) ∪ C(A ∗ Y )

= (X ∗ Y ) ∪ C(X ∗B ∪A ∗ Y ).

The first component of OC(X,A)×OC(Y,B) is OC(X)×OC(Y ) ∼= OC(L) by Proposition
B.1. Its second component is

(OC(X)× OC(B)) ∪ (OC(A)× OC(Y )) ∼= OC(X ∗B) ∪ OC(A ∗ Y )

= OC(X ∗B ∪A ∗ Y ).

C Hopf’s extension and classification theorems

We recall two classical results: Hopf’s extension and classification theorem. They are
usually expressed in terms of cohomology. The following statements using homology can
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be found in Hurewicz-Wallman [7]. They are stated in terms of Čech homology for compact
spaces in [7]. We state them for compact ANRs using singular homology, which is equivalent
to Čech homology for these spaces.

Hopf’s extension theorem is Theorem VIII.1’ in [7] (§VIII.6, p. 147).

Theorem C.1 (Hopf’s extension theorem). Let n ∈ N. Let (X,A) be a compact pair,
where X and A are ANRs and dim(X) ≤ n + 1. For a continuous function f : A → Sn,
the following statements are equivalent:

• f has a continuous extension F : X → Sn,

• ker i∗ ⊆ ker f∗,

where i : A→ X is the inclusion map and

i∗ : Hn(A;T)→ Hn(X;T)

f∗ : Hn(A;T)→ Hn(Sn;T)

are the homomorphisms induced by i and f .
The equivalence holds for n = 0 or 1, without any dimension assumption about X.

For n = 0, Theorem C.1 also holds when considering homomorphisms between reduced
homology groups H̃0(·;T).

We present the argument for the particular case n = 0 or 1, which is not stated in [7]
but follows from the proof.

Proof. Assume that n ≤ 1. We only need to prove the result for CW-pairs (X,A), because a
pair of compact ANRs is homotopy equivalent to a CW-pair. We assume that ker i∗ ⊆ ker f∗
and prove that f has an extension. From Hopf’s extension theorem for spaces of dimension
at most n+ 1, f has an extension to the n+ 1-skeleton of X. For k ≥ n+ 1, every function
from Sk to Sn is null-homotopic (because n = 0 or 1), so f can be inductively extended to
every cell of X.

Theorem C.2 (Hopf’s classification theorem). Let n ∈ N. Let (X,A) be a compact pair,
where X and A are ANRs and dim(X) ≤ n. For a continuous function f : (X,A)→ (Sn, s),
the following statements are equivalent:

• f is null-homotopic (as a function of pairs),

• f∗ : H̃n(X,A;T)→ H̃n(Sn, s;T) is trivial.

The equivalence holds for n ≤ 1, without any dimension assumption about X.

When n = 0 and A = ∅, and only in that case, one indeed needs to consider the
homomorphism between reduced homology groups.
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Proof. This result is usually stated in terms of cohomology, and for single spaces rather
than pairs (for instance, Theorem VIII.2, §VIII.6, p. 149 in [7]). It can be derived from
Theorem C.1 as follows. Let g : X∪C(A)→ Sn be defined as g = f on X and g = s on C(A).
A null-homotopy of f is a function G : C(X)→ Sn extending g. The pair (C(X), X∪C(A))
satisfies all the conditions of Hopf’s extension theorem, so g has extension if and only
if ker i∗ ⊆ ker g∗. As C(X) is contractible, its reduced homology groups are trivial so ker i∗
is the whole group H̃n(X∪C(A);T); therefore, g has an extension iff g∗ : H̃n(X∪C(A);T)→
H̃n(Sn;T) is trivial. Up to natural isomorphisms, f∗ is g∗.

D Coefficients

In Definition 4.1 we used the coefficient group T to detect relative cycles. One could equiv-
alently use the groups Zk = Z/kZ (with k ≥ 2). The group Z can also give information.
Although the next result is probably folklore, we did not find a suitable reference and
include a proof for completeness.

Proposition D.1. Let (X,A) be a compact pair and x ∈ X \ A be n-Euclidean. The
following statements are equivalent:

• The homomorphism Hn(X,A;T)→ Hn(X,X \ {x};T) is non-trivial,

• The homomorphism Hn(X,A;Zk)→ Hn(X,X \ {x};Zk) is non-trivial for some k ≥
2,

and they hold if the homomorphism Hn(X,A)→ Hn(X,X \ {x}) is non-trivial.

Proof. We use the universal coefficient theorem for homology, and the fact that it is func-
torial in the space and in the coefficient group. For any abelian group G, one has the
following commuting diagram:

0 Hn(X,A)⊗G Hn(X,A;G) Tor(Hn−1(X,A), G) 0

0 Hn(Sn, s)⊗G︸ ︷︷ ︸
G

Hn(Sn, s;G)︸ ︷︷ ︸
G

Tor(Hn−1(Sn, s), G)︸ ︷︷ ︸
0

0

g1

f1

g2

f2 f3

h1 h2

(10)

We will write fk1 for G = Zk and f ′1 for G = T, and similarly for the other homomorphisms.
We first assume that f : Hn(X,A) → Hn(Sn, s) ∼= Z is non-trivial and show that fk2

is non-trivial for some k ≥ 2. Let q ∈ Hn(Sn, s) be a non-zero element of the image of f .
Let k ≥ 2 be an integer that does not divide q, and take G = Zk in (10), so that (q, 1) is
not zero in Hn(Sn, s)⊗G. As (q, 1) belongs to the image of fk1 , fk1 is non-trivial. As hk1 is
injective, hk1 ◦ fk1 = fk2 ◦ gk1 is non-trivial, so fk2 must be non-trivial.
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We now assume that fk2 is non-trivial for some k ≥ 2 and show that f ′2 is non-trivial.
The inclusion Zk → T sending [p] to [p/k] induces homomorphisms from Hn(Y,B;Zk)
to Hn(Y,B;T) which make the following diagram commute:

Hn(X,A;Zk) Hn(X,A;T)

Hn(Sn, s;Zk) Hn(Sn, s;T)

i2

fk
2 f ′2

j2

(11)

Note that j2 : Zk → T is the inclusion so it is injective. Therefore, the non-triviality of fk2
implies the non-triviality of f ′2.

Finally, we assume that f ′2 is non-trivial and show that fk2 is non-trivial for some k ≥
2. Again, the inclusion Zk → T sending [m] to [m/k] induces the following commuting
diagram:

0 Hn(X,A)⊗ Zk Hn(X,A;Zk) Tor(Hn−1(X,A),Zk) 0

0 Hn(X,A)⊗ T Hn(X,A;T) Tor(Hn−1(X,A),T) 0

gk1

i1

gk2

i2 i3

g′1 g′2

(12)

Claim D.1. For every c ∈ Hn(X,A;T), there exist k ≥ 2, d ∈ Hn(X,A) ⊗ T and e ∈
Hn(X,A;Zk) such that c = g′1(d) + i2(e).

Proof. Note that Tor(Hn−1(X,A),T) is the torsion subgroup of Hn−1(X,A). There-
fore, g′2(c) is a torsion element of Hn−1(X,A), so there exists k ≥ 2 such that g′2(c) ∈ im(i3).
As gk2 is surjective, g′2(c) = i3 ◦ gk2 (e) for some e ∈ Hn(X,A;Zk). One has g′2 ◦ i2(e) =
i3 ◦ gk2 (e) = g′2(c), so c− i2(e) ∈ ker(g′2) = im(g′1), therefore there exists d ∈ Hn(X,A)⊗ T
such that c− i2(e) = g′1(d).

Now assume that f ′2 is non-trivial, and let c ∈ Hn(X,A;T) have a non-zero image
under f ′2. One has c = g′1(d) + i2(e) as in Claim D.1, so f ′2 ◦ g′1(d) 6= 0 or f ′2 ◦ i2(e) 6= 0.
If f ′2 ◦ g′1(d) 6= 0, then f ′1 is non-trivial by (10) so f is non-trivial and we can apply the first
argument of the proof, implying that f r2 is non-trivial for some r ≥ 2. If f ′2 ◦ i2(e) 6= 0,
then fk2 is non-trivial by (11).

It can happen that the homomorphism is trivial with the coefficient group Z but not
with some Zk. It happens for instance if X is an n-manifold that is not orientable, with k =
2.
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