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Abstract

In contrast to other methods to bind variables, the nominal approach uses atoms and
the algebra of atom permutations bringing enlightening implications. This talk will discuss
the lessons learned from our experience towards formalising nominal matching and nom-
inal unification modulo C and AC using the proof assistant PVS (Prototype Verification
System). Furthermore, the talk will dissect exciting issues that appear during the formal-
isation of nominal equational reasoning giving rise to surprises regarding the well-known
properties of first-order unification and unification modulo C and AC.

1 Nominal reasoning
In nominal syntax [Pit13], terms include function symbols, abstractions, and two kinds of
variables: atoms and unknowns (or simply variables). Atoms represent object-level variables
whereas unknowns behave like first-order variables, except that they can have “suspended atom
permutations” which act when variables are instantiated. Atoms can be abstracted over terms;
the nominal term [a]s represents the abstraction of a in s, and α-equivalence is axiomatised
through a freshness relation a#t (read: a is fresh in t). Furthermore, name-swapping (a b), seen
as a transposition, implements atom permutation and, thus, atom renaming.

For example, the first-order logic formula ∃a.a < 0 can be written as the nominal term
∃([a]lt(a, 0)), using function symbols ∃ and lt and an abstracted atom a. Notice that
∃([a]lt(a, 0)) ≈?

α ∃([b]lt(Y, 0)) is a nominal unification problem whose solution should be such
that a does not occur free in Y .

The next sections discuss the long-term project of formalising nominal equational reasoning
in the proof assistant PVS [OS99].

2 Earlier formalisations of nominal reasoning
Nominal unification was proved and formalised decidable in Isabelle/HOL by Christian Ur-
ban et al. ([UPG04, Urb10]), and efficient nominal unification algorithms are available (e.g.
[CF08, LV10]) that compute solutions consisting of freshness contexts (containing freshness
constraints of the form a#X) and substitutions. Nominal unification was also formalised in the
proof assistant PVS [AFO15]. Interesting differences regarding Urban’s Isabelle/HOL approach
include that the specification of the nominal unification algorithm is given in a functional style
and not as an inference-rule procedure. A byproduct of the PVS formalisation is related to
essential observations on how nominal unification implies differences in rewriting properties,
such as confluence [AFGO15], on nominal rewriting [FG07].
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Nominal equational unification was earlier investigated in [ARFNS16] and [SKLV16]. The
former paper introduces nominal narrowing and a lifting result relating nominal narrowing and
unification. The latter paper presents a nominal unification approach for higher-order expres-
sions with recursive let. Further, [AdCSFN17a] proposed an inductive nominal C-unification
algorithm based on a set of inference rules specified in Coq. For each solvable nominal C-
unification problem, the simplification process generates a finite set of fixed-point equations of
the form π ·X ≈?

α,C X, where π is a permutation, and X is a variable, with a set of freshness
constraints and a substitution. In contrast, the output of the standard nominal unification al-
gorithm consists only of substitutions and freshness constraints. Fixed-point equations can be
easily eliminated in the standard unification algorithm (freshness constraints replace them), but
this is not the case in the presence of commutative symbols. For instance, if + is commutative,
the fixed point equation (a b) ·X ≈?

α,C X has infinite solutions X/a+ b,X/(a+ b) + (a+ b), . . .
(see [AdCSFN17b] for a procedure to generate solutions of fixed-point equations). A formali-
sation in Coq of the inductive inference rules, including correctness and completeness proofs,
was later adapted to solve C-matching problems (see [ARdCSFNS19], [AdCSF+19]). Moreover,
a functional version of the nominal C unification algorithm was formalised and verified in the
proof assistant PVS [AFSN19, AdCSF+21]. Such fixed-point equations are recurrent in nominal
syntax (e.g., [SKLV16, SKL+22]).

The formalisation of nominal C equational reasoning gave rise to a crucial difference regard-
ing syntactic C-unification; indeed, the type of unification is infinitary in contrast to the finitary
type in the syntactic setting. Although this, the set of solutions may be characterised as a kind
of pre-unifiers consisting of a set of freshness constraints, a substitution, and a set of fixed-point
equations, giving rise to a provable countable set of unifiers. An alternative so-called nominal
fixed-point approach to finitely represent solutions was introduced in [AFN18, AFN20].

3 Nominal AC reasoning

An earlier combinatorial approach for nominal AC unification was presented in UNIF 19,
for which only soundness was formalised in PVS. Indeed, neither formal mechanisation of
its completeness nor minimality was provided. After that, a significant formalisation effort
was performed to obtain the first mechanisation of the Stikel-Fages’ AC-unification algo-
rithm [AFSS22]. The formalisation modifies the almost half a century old linear Diophantine-
based approach by Stickel [Sti75, Sti81], and the correction on its termination further pro-
posed by Fages [Fag84, Fag87]. Such mechanisation of AC unification in PVS is not routine-
formalisation work; before it, only a Coq formalisation of AC-matching has been reported by
Contejean [Con04].

The PVS specification of the algorithm is a functional modification of the original Stickel-
Fages approach that avoids mutual recursion. Moreover, the verification involves formalisations
of its termination, soundness, and completeness. The formalisation involves almost one thou-
sand proved formulas (PVS type correctness obligations - TCCs, lemmas and theorems), from
which, as expected, more than 70% are related to auxiliary lemmas on basic notions, properties
of application of the AC unification rule, and termination. Further work was performed to adapt
the Diophantine-based approach to the nominal setting in [AFS+23]. A nominal AC-matching
algorithm was introduced and verified in PVS. Furthermore, an interesting question remains
open for nominal AC-unification. The following examples are taken from the last reference to
explain the question.
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3.1 First-Order AC-Unification

We give an example, adapted from [Sti81], of how we would solve the first-order AC-unification
problem {f(X,X, Y, a, b, c) ≈? f(b, b, b, c, Z)}, where f is an AC-function symbol. In a high-level
view, this technique converts an AC-unification problem into a linear Diophantine equation. It
uses a basis of solutions of the Diophantine equation to get a complete set of AC-unifiers to our
original problem.

The first step is eliminating common arguments in the terms we are trying to unify. The
problem is now {f(X,X, Y, a) ≈? f(b, b, Z)}.

The second step, called variable abstraction, is
to associate the unification problem with a linear
Diophantine equation, where each argument of the
terms corresponds to one variable in the equation,
and the coefficient of this variable in the system is
the number of occurrences of the argument. In our
case, the linear Diophantine equation obtained is:
2X1 +X2 +X3 = 2Y1 + Y2 (X1 is associated with
argument X, X2 with argument Y and so on; the
coefficient of variable X1 is two, since argument X
occurs twice in f(X,X, Y, a) and so on).

X1 X2 X3 Y1 Y2
New
vars

0 0 1 0 1 Z1

0 1 0 0 1 Z2

0 0 2 1 0 Z3

0 1 1 1 0 Z4

0 2 0 1 0 Z5

1 0 0 0 2 Z6

1 0 0 1 0 Z7

(1)

The third step generates a basis of solutions to the equa-
tion and associates a new variable (the Zis) to each solution.
The result is shown in Table (1). As we will soon see, the
unification problem {f(X,X, Y, a) ≈? f(b, b, Z)} may branch
into (possibly) many unification problems and the new vari-
ables Zis will be the building blocks for the right-hand side
of these unification problems. Observing Table (1) we relate
the “old variables” with the “new variables”:

X1 = Z6 + Z7

X2 = Z2 + Z4 + 2Z5

X3 = Z1 + 2Z3 + Z4

Y1 = Z3 + Z4 + Z5 + Z7

Y2 = Z1 + Z2 + 2Z6.

(2)

To explore all possible solutions, we must consider whether we will include or not each
solution on our basis. Since seven solutions compose our basis (one for each new variable), there
are 27 cases to consider. Since including a solution of our basis means setting the corresponding
variable Zi to 1 and not including it means setting it to 0, we must respect the constraint
that none of the original variables receives 0. Eliminating the cases that do not respect this
constraint, we are left with 69 cases.

For example, if we decide to include only the solutions represented by the variables Z1, Z4

and Z6, the corresponding unification problem, according to the Equations (2), becomes:

P = {X1 ≈? Z6, X2 ≈? Z4, X3 ≈? f(Z1, Z4), Y1 ≈? Z4, Y2 ≈? f(Z1, Z6, Z6)} (3)

Furthermore, the cases where a variable that does not represent a variable term is paired with
an AC-function application can be dropped. For instance, the unification problem P should be
discarded since the variable X3 represents the constant a, and we cannot unify a with f(Z1, Z4).
This constraint eliminates 63 of the 69 potential unifiers.

Finally, we replace the variables X1, X2, X3, Y1, Y2 with the original arguments they substi-
tuted and proceed with the unification. Some unification problems that we will explore will be
unsolvable and discarded later, as:

{X ≈? Z6, Y ≈? Z4, a ≈? Z4, b ≈? Z4, Z ≈? f(Z6, Z6)}

3
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We cannot unify Z4 with a and b simultaneously. In the end, the solutions computed will be:

σ1 = {Y 7→ f(b, b), Z 7→ f(a,X,X)} σ2 = {Y 7→ f(Z2, b, b), Z 7→ f(a, Z2, X,X)}
σ3 = {X 7→ b, Z 7→ f(a, Y )} σ4 = {X 7→ f(Z6, b), Z 7→ f(a, Y, Z6, Z6)}

(4)

When using the technique to unify f(X,X, Y, a, b, c) with f(b, b, b, c, Z), we obtained uni-
fication problems that only contain the variables X1, X2, X3, Y1, Y2 or AC-functions whose
arguments are all variables (for instance P in Equation 3). However, this does not mean that
the technique cannot be applied to general AC-unification problems since we eventually replace
the variables X1, X2, X3, Y1, Y2 by their corresponding arguments (X,Y, a, b, Z respectively)
and proceed with unification.

3.2 Issues to Adapt the Algorithm to the Nominal Setting

The example describes the process of trying to unify two terms t ≡ f(t1, . . . , tm) and s ≡
f(s1, . . . , sn), where f is an AC-function symbol. Four modifications were necessary to adapt
this process to the nominal setting.

The first is related to eliminating common arguments: we do not eliminate arguments ti
and sj of t and s if they are equal modulo AC. They are eliminated if they are α-equivalent
(modulo AC) under the context Γ we are working with, i.e. if Γ ⊢ ti ≈α sj . If we have as a
hypothesis that (∆, δ) is the solution to the problem we are working with, the correctness of
this step boils down to proving that from Γ ⊢ ti ≈α sj we have ∆ ⊢ δti ≈α δsj . This is possible
to prove by using the fact that ∆ ⊢ δΓ.

The second change is related to the new variables introduced and that in the nominal setting,
a moderated variable π · X always has a permutation π suspended on the variable X. What
should be the permutation π suspended on the new variables? Since the ultimate goal of these
new variables is to outline the combinatory between the arguments of t and the arguments of
s, we suspended the identity permutation on the new variables. For instance, in the example,
we would have the moderated variables id · Z1, . . . , id · Z7, which we would write simply as
Z1, . . . , Z7.

In the example, we have variables X1, X2, X3, Y1, Y2 to represent the arguments X,Y, a, b, Z
respectively, and we say that when generating the new unification problems, we can discard the
ones “where a variable that does not represent a variable term is paired with an AC-function
application”. Here, we can also discard unification problems where a moderated variable π ·X,
with X ∈ X , where X is a set of “protected variables”, is paired with an AC-function application.
This is the third change to adapt to the nominal setting, which works for AC-matching selecting
as protected variables those variables occurring in the right-hand side of the problem [AFS+23].

Finally, we must guarantee that the new variables Zis introduced by the algorithm can be
instantiated. Since those new variables are not in the set V , we ensure that by putting the
restriction that X ⊆ V in the definition of allowed inputs.

Adapting the mechanism to deal with nominal AC-Unification gives rise to a circularity
explained in the next example, which does not appear when using it to solve nominal AC-
matching problems.
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Suppose, under the empty context (i.e. Γ =
∅), we want to solve the equational constraint
f(X,W ) ≈? f(πX, πY ), with X = ∅. The
linear Diophantine equation associated with
this problem is U1 + U2 = V1 + V2, where
U1 is associated with argument X, U2 with
argument W , V1 with argument πX and V2

with πY . A basis of solutions to this linear
Diophantine equation is shown in Table (5).

U1 U2 V1 V2

U1 V1 New
+ +
U2 V2 vars

0 1 0 1 1 1 Z1

0 1 1 0 1 1 W1

1 0 0 1 1 1 Y1

1 0 1 0 1 1 X1

(5)

We choose the names of the new variables to be Z1, W1, Y1 and X1 deliberately to make the
loop in nominal AC-unification more transparent. Finally, we will branch into new equational
constraints, using Table (5) to construct them. The algorithm bifurcates into seven branches,
shown below, along with their corresponding equational constraints:

B1 = {X ≈? X1,W ≈? Z1, πX ≈? X1, πY ≈? Z1}
B2 = {X ≈? Y1,W ≈? W1, πX ≈? W1, πY ≈? Y1}
B3 = {X ≈? Y1 +X1,W ≈? W1, πX ≈? W1 +X1, πY ≈? Y1}
B4 = {X ≈? Y1 +X1,W ≈? Z1, πX ≈? X1, πY ≈? Z1 + Y1}
B5 = {X ≈? X1,W ≈? Z1 +W1, πX ≈? W1 +X1, πY ≈? Z1}
B6 = {X ≈? Y1,W ≈? Z1 +W1, πX ≈? W1, πY ≈? Z1 + Y1}
B7 = {X ≈? Y1 +X1,W ≈? Z1 +W1, πX ≈? W1 +X1, πY ≈? Z1 + Y1}

The next step is to instantiate moderated variables. We denote branch i by Bi, the substi-
tution computed in this branch by σi and show the result after performing the instantiations.
For brevity, when presenting σi, we omit the instantiation of variables X1, W1, Y1, and Z1 since
they were not in the initial problem.

B1 {πX ≈? X}, σ1 = {W 7→ πY }
B2 σ2 = {W 7→ π2Y,X 7→ πY }
B3 {f(π2Y, πX1) ≈? f(W,X1)}, σ3 = {X 7→ f(πY,X1)}
B4,5 No solution
B6 σ6 = {W 7→ f(Z1, πX), Y 7→ f(π−1Z1, π

−1X)}
B7 {f(πY1, πX1) ≈? f(W1, X1)},

σ7 = {X 7→ f(Y1, X1), W 7→ f(Z1,W1), Y 7→ f(π−1Z1, π
−1Y1)}

Branches 3 and 7 are a renaming of the original problem

f(X,W ) ≈? f(πX, πY ).

Regarding Branch 3, notice that if we rewrite σ3 = {X 7→ f(πY,X1)} as σ′
3 = {Y 7→

π−1Y1, X 7→ f(πY,X1), }, then the equational constraint of the mentioned branch is:

f(X1,W1) ≈? f(πX1, πY1).

Regarding Branch 7, it is even simpler to see the renaming, as the equational constraint is:

f(X1,W1) ≈? f(πX1, πY1),

The formalisation in PVS of a sound and complete nominal AC-matching algorithm proposed
in [AFS+23] is possible because such circularity does not appear for AC-matching. Still, how
to contour the circularity for the case of nominal AC unification remains an open question.
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