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WELL-POSEDNESS OF THE SHOOTING ALGORITHM FOR

CONTROL-AFFINE PROBLEMS

WITH A SCALAR STATE CONSTRAINT

M. SOLEDAD ARONNA AND J. FRÉDÉRIC BONNANS AND BEAN SAN GOH

Abstract. We deal with a control-affine problem with scalar control subject

to bounds, a scalar state constraint and endpoint constraints of equality type.
For the numerical solution of this problem, we propose a shooting algorithm

and provide a sufficient condition for its local convergence. We exhibit an
example that illustrates the theory.

1. Introduction

In this article we deal with an optimal control problem governed by the dynamics

ẋt = f0(xt) + utf1(xt) for a.a. t ∈ [0, T ],

subject to the control bounds

umin ≤ ut ≤ umax,

with umin < umax, endpoint constraints like

Φ(x0, xT ) = 0,

and a scalar state constraint of the form

g(xt) ≤ 0.

For this class of problems, we propose a shooting-like numerical scheme and we
show a sufficient condition for its local quadratic convergence, that is also a second
order sufficient condition for optimality (in a particular sense to be specified later
on). Additionally, we solve an example of practical interest, for which we also prove
optimality by applying second order sufficient optimality conditions obtained in [3].

This investigation is strongly motivated by applications since we deal with both
control and state constraints, which naturally appear in realistic models. Many
practical examples that are covered by our chosen framework can be found in the
existing literature. A non exhaustive list includes the prey-predator model [25],
the Goddard problem in presence of a dynamic pressure limit [39, 26], the optimal
control of the atmospheric arc for re-entry of a space shuttle seen in [12], an opti-
mal production and maintenance system studied in [33], and a recent optimization
problem on running strategies [2]. We refer also to [16], [31], [38] and references
therein.
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Estado Program and by CNPq (Brazil) through the Universal Program and the Productivity
Scholarship. The second author was supported by the FiME Lab Research Initiative (Institut
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As it is commonly known, the application of the necessary conditions provided
by Pontryagin’s Maximum Principle leads to an associated two-point boundary-
value problem (TPBVP) for the optimal trajectory and its associated multiplier
[42]. A natural way for solving TPBVPs numerically is the application of shooting
algorithms [34]. This type of algorithms has been used extensively for the resolution
of optimal control problems (see e.g. [13, 8, 36] and references therein). In par-
ticular, shooting methods have been applied to control-affine problems both with
and without state constraints. Some works in this direction are mentioned in the
sequel. Maurer [30] proposed a shooting scheme for solving a problem with bang-
singular solutions, which was generalized quite recently by Aronna, Bonnans and
Martinon in [5], where they provided a sufficient condition for its local convergence.
Both these articles [30] and [5] analyze the case with control bounds and no state
constraints. Practical control-affine problems with state constraints were solved
numerically in several articles, a non extensive list includes Maurer and Gillessen
[32], Oberle [35], Fraser-Andrews [21] and the recent articles Cots [14] and Cots et
al [15]. Up to our knowledge, there is no result in the existing literature concerning
sufficient conditions for the convergence of shooting algorithms in the framework
considered here.

The paper is organized as follows. In Sections 2 and 2.2 we introduce the problem
and give the basic definitions. A shooting-like method and a sufficient condition
for its local quadratic convergence are given in Sections 3 and 4, respectively. The
algorithm is implemented in Section 5 where we solve numerically a variation of
the regulator problem and we prove the optimality of the solution analytically.

Notations. Let Rk denote the k−dimensional real space, i.e. the space of column
real vectors of dimension k, and by Rk∗ its corresponding dual space, which consists
of k−dimensional row real vectors. With Rk+ and Rk− we refer to the subsets of Rk
consisting of vectors with nonnegative, respectively nonpositive, components. We
write ht for the value of function h at time t if h is a function that depends only
on t, and by hi,t the ith component of h evaluated at t. Let h(t+) and h(t−) be,
respectively, the right and left limits of h at t, if they exist. Partial derivatives of a
function h of (t, x) are referred as Dth or ḣ for the derivative in time, and Dxh, hx
or h′ for the differentiation with respect to space variables. The same convention
is extended to higher order derivatives. By Lp(0, T )k we mean the Lebesgue space
with domain equal to the interval [0, T ] ⊂ R and with values in Rk. The notations
W q,s(0, T )k and H1(0, T )k refer to the Sobolev spaces (see Adams [1] for further
details on Sobolev spaces). We let BV (0, T ) be the set of functions with bounded
total variation. In general, when there is no place for confusion, we omit the
argument (0, T ) when referring to a space of functions. For instance, we write L∞

for L∞(0, T ), or (W 1,∞)k∗ for the space of W 1,∞−functions from [0, T ] to Rk∗.
We say that a function h : Rk → Rd is of class C` if it is `−times continuously
differentiable in its domain.

2. The problem

Let us consider L∞(0, T ) and W 1,∞(0, T ;Rn) as control and state spaces, re-
spectively. We say that a control-state pair (u, x) ∈ L∞(0, T )×W 1,∞(0, T ;Rn) is
a trajectory if it satisfies both the state equation

(2.1) ẋt = f0(xt) + utf1(xt) for a.a. t ∈ [0, T ],
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and the finitely many endpoint constraints of equality type given by

(2.2) Φ(x0, xT ) = 0.

Here f0 and f1 are assumed to be Lipschitz continuous and twice continuously
differentiable vector fields over Rn, Φ is of class C2 from Rn × Rn to Rq. Under
these hypotheses, for any pair control-initial condition (u, x0) in L∞(0, T ) × Rn,
the state equation (2.1) has a unique solution. Additionally, we consider a cost
functional

φ : Rn × Rn → R,

the control bounds

(2.3) umin ≤ ut ≤ umax for a.a. t ∈ [0, T ],

where umin < umax, and a scalar state constraint

(2.4) g(xt) ≤ 0 for all t ∈ [0, T ],

with the functions φ and g : Rn → R being of class C2. A trajectory (u, x) is said
to be feasible if it satisfies (2.3)-(2.4).

Remark 2.1 (On the control bounds). We allow umin and umax to be either finite
real numbers, or to take the values −∞ or +∞, respectively, meaning that we also
consider problems with control constraints of the form ut ≤ umax or umin ≤ ut, as
well as problems in the absence of control constraints.

Summarizing, this article deals with the optimal control problem in the Mayer
form given by

(P) minφ(x0, xT ); subject to (2.1)-(2.4).

2.1. Types of minima. Throughout this article, we make use of two notions of
optimality that are weak and Pontryagin minima and are defined as follows.

Definition 2.2 (Weak and Pontryagin minima). A weak minimum for (P) is a fea-
sible trajectory (u, x) for which there exists ε > 0 such that φ(x0, xT ) ≤ φ(x̃0, x̃T )
for any feasible (ũ, x̃) verifying ‖(ũ, x̃)− (u, x)‖∞ < ε.

A feasible trajectory (u, x) is called a Pontryagin minimum for (P) if for any
M > 0, there exists εM > 0 such that φ(x0, xT ) ≤ φ(x̃0, x̃T ) for any feasible (ũ, x̃)
satisfying

(2.5) ‖x̃− x‖∞ + ‖ũ− u‖1 < εM , ‖ũ− u‖∞ < M.

Note that any Pontryagin minimum is also a weak minimum. Consequently, nec-
essary conditions that hold for weak minima, also do it for Pontryagin one. This
article provides a numerical scheme for approximating Pontryagin minima of (P). In
order to achieve this, we make use of the auxiliary unconstrained transformed prob-
lem (TP) given in equations (3.3)-(3.11), which possesses neither control bounds
nor state constraints and can be solved numerically in an efficient way. In Lemma
3.2 below we prove that transformed Pontryagin minima of (P) that verify certain
structural hypotheses are weak minima of the unconstrained transformed problem
(TP).
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2.2. Bang, constrained and singular arcs. The contact set associated with the
state constraint is defined as

(2.6) C := {t ∈ [0, T ] : g(x̂t) = 0}.
For 0 ≤ a < b ≤ T , we say that (a, b) is an active arc for the state constraint
or, shortly, a C arc, if (a, b) is a maximal open interval contained in C. A point
τ ∈ (0, T ) is a junction point of the state constraint if it is the extreme point of a
C arc.

Similar definitions hold for the control constraint, with the difference that the
control variable is only almost everywhere defined. The contact sets for the control
bounds are given by

B− := {t ∈ [0, T ] : ût = umin}, B+ := {t ∈ [0, T ] : ût = umax},
B := B− ∪B+.

Note that these sets are defined up to null measure sets. Additionally, observe that
if umin = −∞ then B− = ∅ and, analogously, if umax = +∞ then B+ = ∅. We say
that (a, b) is a B− (resp. B+) arc if (a, b) is included, up to a null measure set, in
B− (resp. in B+), but no open interval strictly containing (a, b) is. We say that
(a, b) is a B arc if it is either a B− or a B+ arc.

Finally, let S denote the singular set given by

(2.7) S := {t ∈ [0, T ] : umin < ût < umax and g(x̂t) < 0}.
We say that (a, b) is an S arc if (a, b) is included, up to a null measure set, in S,
but no open interval strictly containing (a, b) is.

We call junction or switching times the points τ ∈ (0, T ) at which the trajectory
(x̂, û) switches from one type of arc (B−, B+, C or S) to another type. Junc-
tion/switching times are denominated by the type of arcs they separate. One can
have, for instance, CS junction, B−B+ switching time, etc.

Throughout the remainder of the article, we assume that the state constraint is
of first order, this is,

(2.8) g′(x̂t)f1(x̂t) 6= 0 on C,

and we impose the following hypotheses on the control structure:

(2.9)



(i) the interval [0, T ] is (up to a zero measure set) the disjoint
union of finitely many arcs of type B, C and S, and the set C
does not contain isolated points,

(ii) the control û is at uniformly positive distance of the bounds
umin and umax, over C and S arcs,

(iii) the control û is discontinuous at CS and SC junctions.

Remark 2.3. Note that some problems (even if they are convex, like Fuller’s problem
[22]) exhibit chattering phenomena with infinitely many switches, necessarily with
some very short arcs. It is not clear how to deal with such problems with the
method that we present in this article.

The example of the regulator problem studied in Section 5 fullfils the above
hypothesis (2.9) (see as well the example given in [3, Remark 2]).

When a control satisfying hypothesis (2.9)(i) is, for instance, a concatenation of
a bang and a singular arc, we call it a BS control. This denomination is extended
for any finite sequence of arc types.
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In order to formulate our shooting algorithm, we express the control as a function
of the state on C arcs and we fix the control to its bounds on B arcs.

2.2.1. Expression of the control on constrained arcs. From g(x̂t) = 0 on C, we get

(2.10) 0 =
d

dt
g(x̂t) = g′(x̂t)

(
f0(x̂t) + ûtf1(x̂t)

)
on C,

and, since (2.8) holds, we have that

(2.11) ût = −g
′(x̂t)f0(x̂t)

g′(x̂t)f1(x̂t)
on C.

3. Shooting formulation

We now explain how to state a transformed problem with neither control bounds
nor running state constraints that serves as an intermediate step to write a numer-
ical scheme for problem (P). Afterwards the optimality system of the transformed
problem is reduced to a nonlinear equation in a finite dimensional space.

The starting point is to estimate the arc structure of the control, i.e. the se-
quence of its different types of arcs and the approximate values of its junction times.
This is done in practice by some direct method such as solving the nonlinear pro-
gramming (NLP) associated to the discretization of the optimal control problem.
Then we formulate a transformed problem in which the control is fixed to its bounds
on B arcs, and is expressed as a function of the state on C arcs. So the optimzation
variables are now the control over singular arcs and the switching times. Subse-
quently, we express the optimality conditions of the transformed problem. Finally,
by eliminating the control as a function of the state and costate, we reduce the
optimality system to a finite dimensional equation.

So, let us assume for the remainder of the section that (û, x̂) is a Pontryagin
minimum for (P). Additionally, without loss of generality and for the sake of
simplicity of notation, we set umin := 0 and umax := 1. Recall further that (û, x̂)
complies with the structural hypotheses (2.9) for the control û, and that the state
constraint is of first order, i.e. (2.8) holds true.

3.1. The transformed problem. We now state the transformed problem corre-
sponding to (P), in the spirit of [5], and we prove that any Pontryagin minimum for
the original problem (P) is transformed into a weak minimum of the unconstrained
transformed problem.

For the Pontryagin minimum (û, x̂), let

(3.1) 0 =: τ̂0 < τ̂1 < · · · < τ̂N := T

denote its associated switching times. Recall the definition of the sets C, B−, B+

and S given in Section 2.2 above. Set Îk := [τ̂k−1, τ̂k] for k = 1, . . . , N, and

(3.2) I(S) :=
{
k ∈ {1, . . . , N} : Îk is a singular arc

}
.

Analogously, define I(C), I(B−), and I(B+). For each k = 1, . . . , N, consider a
state variable xk ∈ W 1,∞(0, T ;Rn), and for each singular arc k ∈ I(S), a control
variable uk ∈ L∞(0, T ). On the set B, we fix the control to the corresponding
bound. Additionally, recall that from formula (2.11) we have that ût = Γ(x̂t) on
C, where Γ is given by

Γ(x) := −g
′(x)f0(x)

g′(x)f1(x)
.
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After these considerations, we are ready to state the transformed problem. Define
the optimal control problem (TP), on the time interval [0, 1], by

min φ(x1
0, x

N
1 ),(3.3)

ẋk = (τk − τk−1)
(
f0(xk) + ukf1(xk)

)
for k ∈ I(S),(3.4)

ẋk = (τk − τk−1)f0(xk) for k ∈ I(B−),(3.5)

ẋk = (τk − τk−1)
(
f0(xk) + f1(xk)

)
for k ∈ I(B+),(3.6)

ẋk = (τk − τk−1)
(
f0(xk) + Γ(xk)f1(xk)

)
for k ∈ I(C),(3.7)

τ̇k = 0 for k = 1, . . . , N − 1,(3.8)

Φ(x1
0, x

N
1 ) = 0,(3.9)

g(xk0) = 0 for k ∈ I(C),(3.10)

xk1 = xk+1
0 for k = 1, . . . , N − 1.(3.11)

Remark 3.1. Since we use the expression (2.11) to eliminate the control from the
expression (2.10) of the derivative of the state constraint equal to zero, we impose
the entry conditions (3.10) in the formulation of (TP) in order to guarantee that
the state constraint is active along xk for every k ∈ I(C).

Set

x̂ks := x̂
(
τ̂k−1 + (τ̂k − τ̂k−1)s

)
for s ∈ [0, 1] and k = 1, . . . , N,

ûks := û
(
τ̂k−1 + (τ̂k − τ̂k−1)s

)
for s ∈ [0, 1] and k ∈ I(S).

(3.12)

Lemma 3.2. Let (û, x̂) be a Pontryagin minimum of problem (P). Then the triple(
(ûk)k∈I(S), (x̂

k)Nk=1, (τ̂k)N−1
k=1

)
is a weak solution of (TP).

Proof. Consider the feasible trajectories
(
(uk), (xk), (τk)

)
for (TP) satisfying

(3.13) ‖uk − ûk‖∞ < ε̄ and |τk − τ̂k| ≤ δ̄ for all k = 1, . . . , N,

for some ε̄, δ̄ > 0 to be determined later. Set Ik := [τk−1, τk] and consider the

functions sk : Ik → [0, 1] given by sk,t :=
t− τk−1

τk − τk−1
. Define u : [0, T ]→ R by

(3.14) ut :=


0 if t ∈ Ik, k ∈ I(B−),

1 if t ∈ Ik, k ∈ I(B+),

Γ
(
xk(sk,t)

)
if t ∈ Ik, k ∈ I(C),

uk(sk,t) if t ∈ Ik, k ∈ I(S).

Let x : [0, T ] → Rn be the state corresponding to the control u and the initial
condition x(0) = x1

0.
We next show that if ε̄ > 0 and δ̄ > 0 are small enough, then (u, x) is feasible

for (P) and arbitrarily close to (û, x̂) in the sense of (2.5). Observe that x(t) =
xk(sk,t) for all k = 1, . . . , N and t ∈ Ik. Hence, x satisfies the endpoint constraints.
Furthermore, due to Gronwall’s Lemma, (u, x) verifies the estimate

(3.15) ‖u− û‖1 + ‖x− x̂‖∞ < O(ε̄+ δ̄).



SHOOTING ALGORITHM FOR STATE-CONSTRAINED CONTROL-AFFINE PROBLEMS 7

Let us analyze the control constraints. Take k = 1, . . . , N. If k ∈ I(B−)∪I(B+),
then ut ∈ {0, 1} for a.a. t ∈ Ik. On the other hand, by the hypothesis (2.9) on the
control structure, there exists ρ1 > 0 such that

(3.16) ρ1 < ût < 1− ρ1 over C and S arcs.

Suppose now that k ∈ I(S). Then, in view of (3.13) and (3.16), we can see that
the control constraints hold on Ik provided that ε̄ ≤ ρ1. Finally, let k be in I(C).
Notice that in this case (3.16) is equivalent to

(3.17) ρ1 < Γ(x̂t) < 1− ρ1 on Îk.

Hence, by standard continuity arguments and for ε̄, δ̄ sufficiently small, we get that

(3.18) 0 < Γ(xt) < 1 on Ik.

We therefore confirm that (u, x) verifies the control constraints.
Let us now consider the state constraint. Take first k ∈ I(C). Then g(xτk) =

g(xk0) = 0 and, by definition of (u, x), we have that d
dtg(xt) = 0 for all t ∈ Ik.

Therefore, x satisfies the state constraint on Ik for k ∈ I(C). Next, observe that,
due to (2.9), for any t ∈ [0, T ] sufficiently far from a C arc, one has g(x̂t) ≤ −ρ
for some small ρ > 0. Thus, by (3.15) we get that g(xt) < 0 for appropriate ε̄, δ̄.
On the other hand, for t ∈ [0, T ] close to a C arc, we reason as follows. Assume,
without loss of generality, that t is near an entry point τk of a C arc. In view
of hypothesis (2.9) and of the relation (2.10), we have that d

ds |s=τ̂k−g(x̂s) > 0,

therefore, d
ds |s=τk−g(xs) > 0 as well, if ε̄, δ̄ are sufficiently small. Consequently,

g(xt) < 0. Hence, x verifies the state constraint on [0, T ]. With this, we conclude
that (u, x) is feasible for the original problem (P).

Finally, given M > 0 as in Definition 2.2, we can easily show that δ̄ and ε̄ can be
taken in such a way that (u, x) satisfies (2.5) for such M and the corresponding εM
provided by the Pontryagin optimality of (û, x̂). Consequently, φ(x0, x1) ≥ φ(x̂0, x̂1)
or, equivalently,

(3.19) φ(x1
0, x

N
1 ) ≥ φ(x̂1

0, x̂
N
1 ),

which proves that
(
(ûk)k∈I(S), (x̂

k)Nk=1, (τ̂k)N−1
k=1

)
is a weak solution of (TP), as

desired. This concludes the proof. �

3.2. The shooting function. We shall start by rewriting the problem (TP) in
the following compact form, in order to ease the notation,

min φ̃(X0, X1),(3.20)

Ẋ = f̃0(X) +
∑

k∈I(S)

Ukf̃k(X),(3.21)

Φ̃(X0, X1) = 0,(3.22)

where X :=
(
(xk)Nk=1, (τk)N−1

k=1

)
, U := (uk)k∈I(S), the vector field f̃0 : RNn+N−1 →

RNn+N−1 is defined as follows,(
f̃0(X)

)
kn
i=(k−1)n+1

:=

 (τk − τk−1)f0(xk) for k ∈ I(S) ∪ I(B−),
(τk − τk−1)

(
f0(xk) + f1(xk)

)
for k ∈ I(B+),

(τk − τk−1)
(
f0(xk) + Γ(xk)f1(xk)

)
for k ∈ I(C),
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and
(
f̃0(X)

)Nn+N−1

i=nN+1
:= 0.Additionally, for k ∈ I(S) the vector field f̃k : RNn+N−1 →

RNn+N−1 is given by(
f̃k(X)

)kn
i=(k−1)n+1

:= (τk − τk−1)f1(xk),

and
(
f̃k(X)

)
i

:= 0 for the remaining index i, the new cost φ̃ : R2(Nn+N−1) → R is

φ̃(X0, X1) := φ(x1
0, x

N
1 ),

and the function Φ̃ : R2(Nn+N−1) → RdΦ̃ with dΦ̃ := q+ |I(C)|+n(N−1) is defined
as

Φ̃(X0, X1) :=

 Φ(x1
0, x

N
1 )(

g(xk0)
)
k∈I(C)(

xk1 − xk+1
0

)N−1

k=1

 .

The pre-Hamiltonian for problem (TP) is given by

(3.23) H̃ = P
(
f̃0(X) +

∑
k∈I(S)

Ukf̃k(X)
)

=

N∑
k=1

(τk − τk−1)Hk,

where P denotes the costate associated to (TP),

(3.24) Hk := pk
(
f0(xk) + wkf1(xk)

)
,

with the notation wk defined as

(3.25) wk :=


uk if k ∈ I(S),
0 if k ∈ I(B−),
1 if k ∈ I(B+),

Γ(xk) if k ∈ I(C),

and pk denotes the n-dimensional vector of components P(k−1)n+1, . . . , Pkn. Note

that wk is a variable only for k ∈ I(S), in which case it represents the control uk.

3.3. Constraint qualification and first order optimality condition for (TP).
Since problem (TP) has only endpoint equality constraints, and the Hamiltonian is
an affine function of the control, it is known that Pontryagin’s Maximum Principle
is equivalent to the first-order optimality conditions. So, the qualification condition
is that the derivative of the constraint is onto at the nominal trajectory (Û , X̂), see
e.g. [11, Ch. 3]. This means that

Φ̄ : RNn+N−1 × (L∞)|I(S)| → RdΦ̃ , (X0, U) 7→ Φ̃(X0, X1),(3.26)

where Xt is the solution of (3.21) associated to (X0, U) is such that

(3.27) DΦ̄(X̂0, Û) is surjective.

Under this hypothesis, the first-order optimality condition in normal form is as
follows, defining the endpoint Lagrangian associated to (TP) by:

(3.28) ˜̀Ψ := φ(x1
0, x

N
1 ) +

q∑
j=1

ΨjΦj(x
1
0, x

N
1 ) +

∑
k∈I(C)

γkg(xk0) +

N−1∑
k=1

θk(xk1 − xk+1
0 ).
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Theorem 3.3. Let (Û , X̂) be a weak solution for (TP) satisfying the qualification

condition (3.27). Then there exists a unique λ̃ := (Ψ̃, P ) ∈ RdΦ̃∗×(W 1,∞)Nn+N−1∗

such that P is solution of

(3.29) − Ṗt = DXH̃(Ût, X̂t, Pt) a.e. on [0, T ],

with transversality conditions

P0 = −DX0
˜̀Ψ̃(X̂0, X̂1),

P1 = DXT
˜̀Ψ̃(X̂0, X̂1),

(3.30)

and with

(3.31) H̃U (Ût, X̂t, Pt) = 0.

Proof. This is a variant of [9, Theorem 1.174], where the cost function was supposed
to be convex: one easily checks that the proof is essentially the same if the cost is
differentiable. See also [6]. �

Since there is a unique associated multiplier, we omit from now on the depen-
dence on λ̃ for the sake of simplicity of the presentation. Moreover, in some ocas-
sions, we omit the dependence on the nominal solution (Û , X̂).

3.4. Expression of the singular controls in problem (TP). It is known that
in this control-affine case, the control variable does not appear explicitly neither

in the expression of H̃U nor in its time derivative ˙̃HU (see e.g. [37, 5]). The
strengthened generalized Legendre-Clebsch condition [37] for (TP) reads

(3.32) − ∂

∂U
¨̃HU � 0.

Here A � B, where A and B are symmetric matrices of same size, means that A−B
is positive semidefinite. At this point, recall the definitions of Hk and pk given in
(3.24) and in the first line after (3.25), respectively. Simple calculations show that
the l.h.s. of (3.32) is a |I(S)| × |I(S)|-diagonal matrix with positive entries equal
to

(3.33) − (τk − τk−1)
∂

∂uk
Ḧk
uk for k ∈ I(S).

Then condition (3.32) becomes

(3.34)
∂

∂uk
Ḧk
uk < 0 for k ∈ I(S).

Hence, thanks to (3.34), for each k ∈ I(S) one can compute the control uk from
the identity

(3.35) Ḧk
uk = 0.

Apart from the previous equation (3.35), in order to ensure the stationarity Hk
uk =

0, we add the following endpoint conditions:

(3.36) 0 = Hk
uk(0) = pk0f1(xk0), 0 = Ḣk

uk(0) = pk0 [f1, f0](xk0) for k ∈ I(S).
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3.5. Lagrangians and costate equation. The costate equation for pk is

(3.37) ṗk = −(τk − τk+1)DxkHk,

with endpoint conditions

(3.38) p1
0 = −Dx1

0

˜̀Ψ = −Dx1
0
φ−

q∑
j=1

ΨjDx1
0
Φj − χI(C)(1)γ1g

′(x1
0),

pk1 = θk for k = 1, . . . , N − 1,(3.39)

pk0 = θk−1 − χI(C)(k)γkg
′(xk0) for k = 2, . . . , N,(3.40)

(3.41) pN1 = DxN
1
φ+

q∑
j=1

ΨjDxN
1

Φj ,

where χI(C) denotes the characteristic function associated to the set I(C). For the
costate pτk we have the dynamics

(3.42) ṗτk = −Hk +Hk+1, pτk0 = 0, pτk1 = 0 for k = 1, . . . , N − 1.

It is known that the pre-Hamiltonian of autonomous problems has a constant value
along an optimal solution (see e.g. [42]). By similar arguments it is easily seen that
each Hk is a constant function of time along an optimal solution. Consequently,
from (3.42) we get that pτk vanishes identically and that

(3.43) Hk
1 = Hk+1

0 for k = 1, . . . , N − 1.

3.6. The shooting function and method. The shooting function associated
with (TP) that we propose here is

S : RNn+N−1 × RNn+q+|I(C)|,∗ → R(N−1)n+N−1+q+|I(C)|+2|I(S)| × R(N+1)n,∗,

(
(xk0), (τk), (pk0),Ψ, γ

)
7→



Φ(x1
0, x

N
1 )(

g(xk0)
)
k∈I(C)

(xk1 − xk+1
0 )k=1,...,N−1

p1
0 +Dx1

0

˜̀Ψ

pk1 − pk+1
0 − χI(C)(k)γkg

′(xk0)

pq −DxN
1

˜̀Ψ

(Hk
1 −Hk+1

0 )k=1,...,N−1(
pk0f1(xk0)

)
k∈I(S)(

pk0 [f1, f0](xk0)
)
k∈I(S)


,

(3.44)

where
(
(xk), (pk)

)
is the solution of the state and costate equations (3.4)-(3.7),

(3.37) with initial values (xk0), (pk0), and control (uk)k∈I(S), given by the stationarity
condition (3.35). Note that we removed the variable θ by combining equations (3.39)
and (3.40).

The key feature of this procedure is that ω :=
(
(xk0), (τk), (pk0),Ψ, γ

)
satisfies

(3.45) S(ω) = 0,

if and only if the associated solution
(
(xk), (pk), (uk)

)
verifies the Pontryagin’s Max-

imum Principle for (TP). Briefly speaking, in order to find the candidate solutions
of (TP), we shall solve (3.45).
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Let us observe that the system (3.45) has 2Nn+N − 1 + q + |I(C)| unknowns
and 2Nn + N − 1 + q + |I(C)| + 2|I(S)| equations. Hence, as soon as a singular
arc occurs, (3.45) has more equations than unknowns, i.e. it is overdetermined.
We then follow [5], where the authors suggested to solve the shooting equations by
the Gauss-Newton method. We recall the following convergence result for Gauss-
Newton, see e.g. Fletcher [19], or alternatively Bonnans [10]. If F is a C1 mapping
from Rn to Rp with p > n, the Gauss-Newton method computes a sequence (yj) in
Rn satisfying F (yj) +DF (yj)(yj+1 − yj) = 0. When F has a zero at ȳ and DF (ȳ)
is onto, the sequence (yj) is well-defined provided that the starting point y0 is close
enough to ȳ and in that case, (yj) converges superlinearly to ȳ (quadratically if
DF is Lipschitz near ȳ). In view of the regularity hypotheses done in Section 2, we
know that S ′ is Lipschitz continuous.

4. Sufficient condition for the convergence of the shooting
algorithm

The main result of this article is Theorem 4.5 of current section. It gives a
sufficient condition for the local convergence of the shooting algorithm, that is also
a sufficient condition for weak optimality of problem (TP), as stated in Theorem
4.4 below.

4.1. Second order optimality conditions for (TP). We now recall some second
order optimality conditions for (TP). Let us consider the quadratic mapping on the
space (L∞)|I(S)| × (W 1,∞)Nn+N−1, defined as

(4.1) Q̃(V,Z) := 1
2D

2 ˜̀(Z0, Z1)2 + 1
2

∫ 1

0

[
Z>H̃XXZ + 2V H̃UXZ

]
dt.

We next introduce the critical cone associated to (TP). Since the problem has only
qualified equality constraints, this critical cone coincides with the tangent space to
the constraints. Consider first the linearized state equation

(4.2) Ż = ÃZ + B̃V a.e. on [0, 1],

where F (U,X) := f̃0(X) +
∑
k∈I(S) U

kf̃k(X), Ã := FX , B̃ := FU ; and let the

linearization of the endpoint constraints be given by

(4.3) DΦ̃(Z0, Z1) = 0.

The critical cone for (TP) is defined as

(4.4) C̃ :=
{

(V,Z) ∈ (L∞)|I(S)| × (W 1,∞)Nn+N−1 : (4.2)-(4.3) hold
}
.

The following result follows (see e.g. [29, 4] for a proof).

Theorem 4.1 (Second order necessary condition). If (Û , X̂) is a weak minimum
for (TP) that verifies (3.27), then

(4.5) Q̃(V,Z) ≥ 0 for all (V,Z) ∈ C̃.

In the sequel we present some optimality conditions for (TP). The first one is a
necessary condition due to Goh [23] and the second one, a sufficient condition from
Dmitruk [17, 18]. The idea behind these results lies on the following observation.

Note that H̃UU vanishes and, therefore, the quadratic mapping Q̃ does not contain
a quadratic term on the control variation V. Consequently, the Legendre-Clebsch
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necessary optimality condition on the positive semidefiniteness of H̃UU holds triv-
ially and a second order sufficient condition cannot be obtained by strengthening
inequality (4.5). In order to overcome this issue and derive necessary conditions for
this singular case, Goh introduced a change of variables in [24] and applied it to
derive necessary conditions in [23]. Some years later, Dmitruk [17] showed a second

order sufficient condition in terms of the coercivity of the transformation Ω̃ of Q̃
introduced below.

The Goh transformation for the linear system (4.2) is given by

(4.6) Yt :=

∫ t

0

Vsds, Ξt := Zt − B̃tYt.

Notice that if (V,Z) ∈ C̃, then (Y,Ξ) defined by the above transformation (4.6)
satisfies (removing time indexes):

(4.7) Ξ̇ = AZ + B̃U − B̃U − ˙̃BY = A(Ξ + B̃Y )− ˙̃BY,

and, therefore Ξ is solution of the transformed linearized equation

(4.8) Ξ̇ = ÃΞ + ẼY,

where Ẽ := ÃB̃ − d
dt B̃, and Ξ satisfies the transformed linearized endpoint con-

straints

(4.9) DΦ̃(Ξ0,Ξ1 + B̃1h) = 0,

where we set h := Y1.
Consider the function

(4.10) ρ(ζ0, ζ1, h) := D2 ˜̀(ζ0, ζ1 + B̃1h)2 + hH̃UX,1(2ζ1 + B̃1h),

and the quadratic mapping

(4.11) Ω̃(Y, h̃,Ξ) := 1
2ρ(Ξ0,Ξ1, h̃) + 1

2

∫ 1

0

(
Ξ>H̃XXΞ + 2Y M̃Ξ + Y R̃Y

)
dt,

for (Y, h̃,Ξ) ∈ (L2)|I(S)| × R× (H1)Nn+N−1 and
(4.12)

M̃ := f̃>1 H̃XX −
d

dt
H̃UX − H̃UXÃ, R̃ := f̃>1 H̃XX f̃1 − 2H̃UXẼ −

d

dt
(H̃UX f̃1).

Let us recall that the second order necessary condition for optimality stated by
Goh [23] (and nowadays known as Goh condition) implies that if (Û , X̂) is a weak
minimum for (TP) verifying (3.27), then

(4.13) H̃UXB̃ is symmetric,

or, equivalently, P ·Df̃if̃j = P ·Df̃j f̃i for all i, j = 1, . . . , N. In the recent litera-

ture, this condition can be encountered as P · [f̃i, f̃j ] = 0. We shall mention that this
necessary condition was first stated by Goh in [23] for the case with neither con-
trol nor state constraints, and extended in [4, 20] for problems containing control
constraints.

Notice that when the control variable of (TP) is scalar (i.e. |I(S)| = 1), then

(4.13) is trivially verified since H̃UXB̃ is also a scalar.
We claim that (Dfi)fj = 0, for all i, j ∈ {1, . . . , N} with i 6= j and, consequently,

the matrix in (68) is diagonal and the Goh condition holds trivially for (TP) even
when I(S) > 1. Indeed, let k, ` be disjoint elements of I(S). By the definition, the
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nonzero components of f̃k(X) have coordinates in the set Ik := {(k− 1)n+ 1, kn}.
So, only the rows of Df̃k(X) in Ik can be nonzero. However, since Ik ∩ I` is empty,

f̃` has only zero components in Ik. Our claim follows.
From (4.13) and [4, Theorem 4.4] we get the following result:

Proposition 4.2. For all (V,Z) ∈ (L∞)|I(S)| × (W 1,∞)Nn+N−1 solution of (4.2)
and (Y,Ξ) given by the Goh transform (4.6), it holds

Q̃(V,Z) = Ω̃(Y, YT ,Ξ).

Define, for (Ξ0, Y, h̃) ∈ Rn × (L2)|I(S)| × R, the order function

(4.14) γ(Ξ0, Y, h̃) := |Ξ0|2 +

∫ 1

0

|Yt|2dt+ |h̃|2.

Definition 4.3 (γ-growth). A feasible trajectory (Û , X̂) of (TP) satisfies the γ-
growth condition in the weak sense if there exists a positive constant c such that, for
every sequence of feasible variations

{
(δXk

0 , V
k)
}
k

converging to 0 in RNn+N−1 ×
(L∞)|I(S)|, one has that

(4.15) φ̃(Xk
0 , X

k
1 )− φ̃(X̂0, X̂1) ≥ cγ(Ξk0 , Y

k, Y kT ),

for k large enough, where (Y k,Ξk) are given by Goh transform (4.6) and Xk is the

solution of the state equation (3.21) associated to (X̂0 + δXk
0 , Û + V k).

Consider the transformed critical cone

(4.16) P̃2
S :=

{
(Y, h̃,Ξ) ∈ (L2)|I(S)| × R× (H1)Nn+N−1 : (4.8)-(4.9) hold

}
.

The following characterization of γ-growth holds (see [17] or [18, Theorem 3.1]
for a proof).

Theorem 4.4. Let (Û , X̂) be such that the qualification condition (3.27) holds.

Then (Û , X̂) is a weak minimum of (TP) that satisfies γ-growth in the weak sense
if and only if (4.13) holds and there exists c > 0 such that

(4.17) Ω̃(Y, h̃,Ξ) ≥ cγ(Ξ0, Y, h̃) on P̃2
S .

We are now ready to state the following convergence result for the shooting
algorithm.

Theorem 4.5. If (Û , X̂) is a weak minimum of problem (TP) satisfying the con-
straint qualification (3.27) and the uniform positivity condition (4.17), then the
shooting algorithm is locally quadratically convergent.

Proof. This is a consequence of the convergence result in [5, Theorem 5.4]. �

Note that in the proof of the above Theorem, it is established that the hypotheses
imply that the derivative of the shooting function is injective.

5. Application to a regulator problem

Consider the following regulator problem, where T = 5:

min 1
2

∫ 5

0

(x2
1,t + x2

2,t)dt+ 1
2x

2
1,5,

ẋ1,t = x2,t, ẋ2,t = ut ∈ [−1, 1],

(5.1)



14 M.S. ARONNA AND F. BONNANS AND B.S. GOH

subject to the state constraint and initial conditions

(5.2) x2,t ≥ −0.2, x1,0 = 0, x2,0 = 1.

To write the problem in the Mayer form, we introduce an auxiliary state variable
given by the dynamics

(5.3) ẋ3,t = 1
2 (x2

1,t + x2
2,t), x3,0 = 0.

The resulting problem is then

min x3,5 + 1
2x

2
1,5,

ẋ1 = x2, ẋ2 = u, ẋ3 = 1
2 (x2

1 + x2
2),

x1,0 = 0, x2,0 = 1, x3,0 = 0,

− 1 ≤ u ≤ 1, x2 ≥ −0.2.

(5.4)

Using the optimal control solver BOCOP [40] we estimated that the optimal
control û is a concatenation of a bang arc in the lower bound, followed by a con-
strained arc and ended with a singular one. Briefly, we can say that the optimal
control has a B−CS structure.

5.1. Checking local optimality. In this subsection we compute analytically the
optimal solution of (5.4) and check that it verifies the second order sufficient condi-
tion for state-constrained control-affine problems proved in [3, Theorem 5]. While
the problem is convex, and hence, satisfying the first order optimality conditions is
enough for proving optimality, the quoted second order conditions are of interest
since they imply the quadratic growth, see [3, Definition 3].

To problem (5.4) we associate the functions g : R3 → R, f0, f1 : R3 → R3 given
by

g(x) := −x2 − 0.2, f0(x) :=

 x2

0
1
2 (x2

1 + x2
2)

 , f1(x) =

0
1
0

 .

So that the optimal control û is equal to -1 on the B− arc, and to −g
′(x̂)f0(x̂)

g′(x̂)f1(x̂)
= 0

on C according to formula (2.11), where x̂ is the associated optimal state.
The pre-Hamiltonian of (5.4) reads

H(u, x, p) := p1x2 + p2u+ 1
2p3(x2

1 + x2
2),

where p := (p1, p2, p3) is the costate.
Over the singular arc S, the inequality umin < ût < umax and the minimum

condition of Pontryagin’s Maximum Principle (see e.g. [3, equation (2.12)]) imply
that

(5.5) Hu = 0.

Differentiating in time, (see e.g. [30, 5]), we obtain

(5.6) Hu = pf1, Ḣu = p[f1, f0], Ḧu = p
[
[f1, f0], f0

]
+ ûp

[
[f1, f0], f1

]
,

where [X,Y ] := X ′Y − Y ′X denotes the Lie bracket associated with a pair of
vector fields X,Y : Rn → Rn. In this control-affine case, the control variable does
not appear explicitly neither in the expression of Hu nor in its time derivative Ḣu.
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So, if p
[
[f1, f0], f1

]
takes only nonzero values along singular arcs, we obtain an

expression for the control on singular arcs, namely

(5.7) û = −
p
[
[f1, f0], f0

]
(x̂)

p
[
[f1, f0], f1

]
(x̂)

.

The involved Lie brackets for this examples are

(5.8) [f1, f0] =

 −1
0
−x2

 ,
[
[f1, f0], f0

]
=

 0
0
x1

 ,
[
[f1, f0], f1

]
=

 0
0
−1

 .

On the other hand, the costate equation on the singular arc S gives

ṗ1 = −p3x̂1, p1,5 = x̂1,5,

dp2 = −(p1 + p3x̂2)dt+ ν, p2,5 = 0,

ṗ3 = 0, p3,5 = 1,

(5.9)

where µ is the multiplier associated with the state constraint, and ν is the density
of µ. Thus,

(5.10) p3 ≡ 1,

and from (5.7) and (5.8) we get

(5.11) û = x̂1 on S.

Moreover, the first order optimality conditions imply that

(5.12) 0 = Hu = p2 on C ∪ S.
Let us write τ̂1, τ̂2 for the switching times, so that

B− = [0, τ̂1], C = [τ̂1, τ̂2], S = [τ̂2, 5].

Since the control û is constantly equal to −1 on B−, then

(5.13) x̂2,t = 1− t on. B−,

until it saturates the state constraint at τ̂1. Hence 1− τ̂1 = −0.2, so it follows that

(5.14) τ̂1 = 1.2

and B− = [0, 1.2]. Consequently,

(5.15) x̂1,t = t− t2

2
on B−.

On C = [1.2, τ̂2], necessarily x̂2 ≡ −0.2, thus u ≡ 0 and

(5.16) x̂1,t = 0.48− 0.2(t− 1.2) = 0.72− t/5 on C.

On the singular arc S = [τ̂2, 5] we get, from the expression of û on S (5.11), that
¨̂x1 = ˙̂x2 = û = x̂1. Thus

(5.17) x1,t = c1e
5−t + c2e

t−5 on S,

for some real constant values c1, c2. Therefore,

(5.18) x̂2,t = ˙̂x1,t = −c1e5−t + c2e
t−5 on S.

The stationarity condition 0 = Hu = p2 on S yields 0 = ṗ2 = −p1 − x̂2, where the
second equality of latter equation follows from (5.9) and since ν ≡ 0 on S. Thus
p1 = −x̂2 on S, so

(5.19) p1,t = c1e
5−t − c2et−5 on S.
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The transversality condition for p1 (see (5.9)) implies c1 +c2 = c1−c2. Thus, c2 = 0
and

(5.20) x̂1 = −x̂2 = p1 = c1e
5−t on S.

Since −0.2 = x2,τ̂2 , then x1,τ̂2 = 0.2. Hence, from the expression of x̂1 on C given
in (5.16), we obtain 0.72− τ̂2/5 = 0.2 and, consequently

(5.21) τ̂2 = 2.6.

Additionally, −0.2 = x2,τ̂2 = −c1e2.4 so that c1 = 0.2e−2.4. At time τ̂2 we have that
p1 = c1e

2.4 = 0.2 and, from the costate equation (5.9) and from (5.16), we have

(5.22) ṗ1,t = −x̂1,t = t/5− 0.72 ≤ 2.6/5− 0.72 < 0 on C = [1.2, 2.6].

So p1 is decreasing on C and, recalling (5.12), this implies that

(5.23) νt = p1,t + x̂2,t > p1,τ̂2 − 0.2 = 0 for t ∈ [τ̂1, τ̂2).

Thus the complementarity condition for the state constraint [3, equation(3.4)(ii)]
holds true.

In order to check that the strict complementarity hypothesis (i) of [3, Theorem 5]
is satisfied, we will prove that the corresponding strict complementarity condition
for the control constraint of [3, Definition 4] holds. In view of (5.22), we get

(5.24) p1,t = 0.2 + (t− τ̂2)2/10− 0.72(t− τ̂2).

Therefore p1,τ̂1 = 0.2 + (1.4)2/10 + 0.72×1.4 = 1.404. On the B− arc, we have seen
that x̂1 > 0 due to (5.15) and x1,0 = 0, so that ṗ1 = −x̂1 < 0, and since p1,τ̂1 > 0,
it follows that p1 has values greater than p1,τ̂1 = 1.404. Therefore, since x̂2 > −0.2
over B−,

(5.25) ṗ2 = −p1 − x̂2 < 0 on B−.

Since p2,τ̂1 = 0, we get p2 > 0 on [0, τ̂1) or, equivalently, Hu > 0 on [0, τ̂1). We
conclude that the strict complementarity condition for the control constraint given
in [3, Definition 4] holds. This completes the verification of [3, Theorem 5 - (i)].

Let us now verify the uniform positivity [3, equation (4.6)]. The dynamics for
the linearized state is

ż1 = z2, ż2 = v, ż3 = x̂1z1 + x̂2z2,

z1,0 = z2,0 = z3,0 = 0.
(5.26)

Let CS and P2
∗ denote the strict critical cone and the extended cone (invoking the

notation used in [3]) at the optimal trajectory (û, x̂), respectively. Since û is B−CS
then, for any (v, z) ∈ CS , v = 0 on the initial interval B−. Consequently,

(5.27) y = 0 on B−, for all (y, ξ, h) ∈ P2
∗ .

On the other hand, the dynamics for the transformed linearized state is

ξ̇1 = ξ2 + y, ξ̇2 = 0, ξ̇3 = x̂1ξ1 + x̂2ξ2 + x̂2y,(5.28)

ξ1,0 = ξ2,0 = ξ3,0 = 0.(5.29)

Take (y, ξ, h) ∈ P2
∗ . Then

(5.30) ξ2 ≡ 0 on [0, 5].

In view of [3, equation (3.15)(i)], we have that −ξ2 − y = 0 on C. Thus, due to
(5.30), we get that

(5.31) y = 0 on B− ∪ C.
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Thus, from (5.28)-(5.31), we get ξ1 = ξ3 = 0 on B− ∪C. Regarding the last compo-
nent h of the considered critical direction (y, ξ, h) ∈ P2

∗ , in view of the linearized cost
equation [3, equation (3.16)] and due to the fact that there are no final constraints,
we get that

(5.32) x̂1,5 ξ1,5 + ξ3,5 = 0.

Then, we deduce that there is no restriction on h. We obtain

(5.33) P2
∗ =

{
(y, ξ, h) ∈ L2 × (H1)n × R : y = ξ1 = ξ2 = 0 on B− ∪ C,

ξ2 = 0 on [0, 5], ξ̇1 = y and ξ̇3 = x̂1ξ1 + x̂2y on S, (5.32) holds

}
.

The quadratic forms Q and Ω are given by

(5.34) Q(v, z) :=

∫ T

0

(z2
1 + z2

2)dt+ z2
1,5; Ω(y, h, ξ) :=

∫ T

0

(ξ2
1 + (ξ2 + y)2)dt+ h2.

Thus, Ω is a Legendre form on {(y, h, ξ) ∈ L2 × R × (H1)3 : (5.28) holds} and is
coercive on P2

∗ . Hence Theorem 5 in [3] holds. Consequently, (û, x̂) is a Pontryagin
minimum of problem (5.4) satisfying the γ-growth condition.

5.2. Transformed problem. Here we transform the problem (5.4) to obtain a
problem with neither control nor state constraints, as done in Section 3.1.

The optimal control associated with (5.4) has a B−CS structure, as said above.
Then we triplicate the number of state variables obtaining the new variablesX1, . . . , X9

and we consider two switching times that we write X10, X11. The new problem has
only one control variable that corresponds to the singular arc and which we call V.
The reformulation of (5.4) is as follows

min X9,1 + 1
2X

2
7,1,

Ẋ1 = X10X2,

Ẋ2 = −X10,

Ẋ3 = 1
2X10(X2

1 +X2
2 ),

Ẋ4 = (X11 −X10)X5,

Ẋ5 = 0,

Ẋ6 = 1
2 (X11 −X10)(X2

4 +X2
5 ),

Ẋ7 = (5−X11)X8,

Ẋ8 = (5−X11)V,

Ẋ9 = 1
2 (5−X11)(X2

7 +X2
8 ),

Ẋ10 = 0,

Ẋ11 = 0,

X1,0 = 0, X2,0 = 1, X3,0 = 0,

X1,1 = X4,0, X2,1 = X5,0, X3,1 = X6,0,

X4,1 = X7,0, X5,1 = X8,0, X6,1 = X9,0,

X2,1 = 0.2, (or g(x2(τ2)) = 0).

(5.35)

From (5.11) we deduce that V = X7.
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We solved problem (5.35) by the shooting algorithm proposed in Section 3. The
graphics of the optimal control and states are shown in Figure 1 in the original
variables u and x, and the corresponding costate variables p1, p2, p3 are displayed
in Figure 2.

In our numerical tests we take 1000 time steps. The optimal switching times
obtained numerically are τ̂1 = 1.2 and τ̂2 = 2.6036023, so these values agree with the
ones founded analytically in (5.14) and (5.21), while the optimal cost is 0.3934884
and the shooting function evaluated at the optimal trajectory is 5.× 10−6.
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Figure 1. Optimal control and state variables
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Figure 2. Costate variables

Remark 5.1. In order to compare with existing methods, we have solved the same
problem using GEKKO Python [7]. We have tested different variable definitions for
the control input and we found the best result by setting the control as a manipu-
lated variables [7]. The results are shown in Figure 3. On the right of this figure,
we exhibit a zoom around the second switching point τ̂2 of the optimal control. We
can see that the method shows a discontinuity of the control at τ̂2, but that the
approximation of τ̂2 is between 2.57 and 2.58, while we have calculated analytically
that τ̂2 = 2.6 and our shooting algorithm finds the approximate value 2.6036023.
GEKKO was tested with up to 1000 time steps, while our shooting algorithm was
run with 150 time steps. This indicates that our method is more accurate when it
comes to finding switching times and approximating bang-singular solutions. This



SHOOTING ALGORITHM FOR STATE-CONSTRAINED CONTROL-AFFINE PROBLEMS 19

feature of shooting methods has been already observed in the literature (see e.g.
[41].

Figure 3. Numerical solution using GEKKO. On the left: optimal
control and state variables. On the right: zoom of the optimal
control around the second switching time.

6. Conclusion

We have shown that, for problems that are affine w.r.t. the control, and for which
the time interval can be partitioned in a finite set of arcs, the shooting algorithm
converges locally quadratically if a second order sufficient condition holds, and thus
the method may be an efficient way to get a highly accurate solution.

The essential tool was to formulate a transformed problem. We think that this
approach could be extended to more general problems with several state constraints
and control variables, the latter possibly entering nonlinearly in the problem. Prob-
lems with vector control are important in complex models, see e.g. [28, 27] where
they studied a control-affine problem with vector control, state constraints, but
no singular arcs, generically, in the state-constrained solution. When considering
several controls and state constraints, it becomes important to take into account
the possibility of having high-order state constraints.
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[41] Emmanuel Trélat. Optimal control and applications to aerospace: some results and challenges.

Journal of Optimization Theory and Applications, 154:713–758, 2012.
[42] R. Vinter. Optimal control. Systems & Control: Foundations & Applications. Birkhäuser
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