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Abstract

The area of designing semantic/meaning rep-
resentations is a dynamic one with new for-
malisms and extensions being proposed con-
tinuously. It may be challenging for users of
semantic representations to select the relevant
formalism for their purpose or for newcomers
to the field to select the features they want to
represent in a new formalism. In this paper,
we propose a set of structural and global fea-
tures to consider when designing formalisms,
and against which formalisms can be compared.
We also propose a sample comparison of a num-
ber of existing formalisms across the selected
features, complemented by a more entailment-
oriented comparison on the semantic phenom-
ena of the FraCaS corpus.

1 Introduction

Over the past decades, various semantic representa-
tion formalisms have emerged, focusing on differ-
ent features of semantics. New formalisms and ex-
tensions are continuously developed, highlighting a
dynamic field, but few works have been carried out
on their comparison. Abend and Rappoport (2017)
provide a high-level summary of semantic features
and existing formalisms. Žabokrtský et al. (2020)
provide an overview and comparison of eleven
deep-syntactic graph-based formalisms, focusing
largely on their formal graph features. Insights
into the difference between encoding some seman-
tic phenomena in different formalisms can also be
found in empirical work based on rule-based (Her-
shcovich et al., 2020; Pavlova et al., 2022) and
machine learning (Kuznetsov and Gurevych, 2020;
Wu et al., 2021; Prange, 2022) techniques.

Our goal is to provide a theoretical overview
of various features of semantics and what choices
are available for including them in the design of
a new semantic representation formalism. The set
of features can also serve for comparing different

formalisms. In this spirit, we present some existing
formalisms1 and compare them against the outlined
features. For a more entailment-balanced view and
an empirical comparison, we also compare these
formalisms against Cooper et al. (1994)’s FraCaS
corpus. We focus on sentence-level semantics, but
provide a short discussion on multi-sentence aware-
ness for semantic representation formalisms.

The rest of the paper is organised as follows: in
§2, §3 and §4 we present some global and struc-
tural features to be taken into consideration when
comparing or designing a semantic representation
formalism. In §5, we briefly present the follow-
ing formalisms: Conceptual Graphs (CG) (Sowa,
1984), Montague Semantics (MS) (Montague,
1970; Montague et al., 1970; Montague, 1973),
Discourse Representation Theory (DRT) (Kamp
and Reyle, 1993), Minimal Recursion Seman-
tics (MRS) (Copestake et al., 2005), Abstract
Meaning Representation (AMR) (Banarescu et al.,
2013), Universal Conceptual Cognitive Annota-
tion (UCCA) (Abend and Rappoport, 2013), Uni-
versal Decompositional Semantics (UDS) (White
et al., 2016), and Uniform Meaning Representation
(UMR) (Van Gysel et al., 2021). In §6, we com-
pare the formalisms across the selected features,
and FraCaS features.

2 Pre-Semantics Issues

In this section, we outline a few aspects that we
consider to not be constituent parts of what a seman-
tic representation formalism (hereupon referred to
as “formalism”) is as such, but put it in a more
global perspective and are nonetheless important
to consider when designing one.

Scalability. Semantic representation formalisms
vary in terms of complexity and expressive power.

1The list is not exhaustive, though we have attempted to
cover a wide range of families.



While more complex ones may be more robust and
encode a wider range of phenomena, complexity
is negatively correlated to readability and there-
fore scalability. To be able to make use of various
Machine Learning methods for parsing and gener-
ation, we need large amounts of manually (or at
least semi-manually) annotated data. However, if
the representation formalism is more complex, the
skills required for annotation are more specialised.
This makes the pool of potential annotators smaller
and requires a longer and more in-depth training.
A balance is necessary to ensure that a formalism
covers a wide range of phenomena, yet it is not
overly complex in order to keep the threshold for
annotators relatively low. Alternatively, formalisms
could propose lattices (Van Gysel et al., 2019)2 for
different phenomena, similarly to what UMR does.
This would allow for a more coarse-grained anno-
tation by less specialised annotators, and a more
in-depth one by more specialised annotators.

This balance is also beneficial for analysis and
comparison of different formalisms, as getting com-
fortable with reading and interpreting the represen-
tations is more straightforward.

Universality. The general intuition when talking
about multi-linguality, is that meaning is preserved
across languages. Thus, the semantic representa-
tion for a given text should be the same in all lan-
guages. In reality, many semantic representation
formalisms are built upon the syntactic structure
of sentences, which can differ greatly, especially
between pairs of languages from distant families3.

Furthermore, syntax-based semantic formalisms
(and syntax-agnostic ones too) have historically
been developed with well-resourced languages
(mostly Indo-European, and in particular English)
in mind. Thus, formalisms are likely skewed to-
wards better representing phenomena that occur in
those languages, and might even miss phenomena
that do not appear in them.

Finally, similarly to scalability, using lattices
could be beneficial for universality as the same
semantic phenomenon may contain a more fine-
grained set of categories in some languages than
in others. Using lattices allows smoother annota-
tion in different languages, while still keeping the

2E.g. number can be coarsely annotated as singular or
non-singular, while the latter can be further broken down into
paucal and plural where the distinction exists.

3If we assume that it is possible for two representations
to have the same meaning, then the different representations
stemming from different underlying syntactic structures in
different languages would be less of an issue.

possibility for cross-language comparison.
Unicity. Unicity addresses whether a formalism

has a unique representation for a given meaning. In
AMR inverting the direction of relations changes
the focus and thus the meaning of the representa-
tion. On the other hand, if we take the formal logic
representation of a sentence containing negation
and conjunction, and apply De Morgan’s Laws, we
end up with a different, but logically equivalent
representation. If equivalent representations are al-
lowed for a certain formalism, it may be necessary
to establish what constitutes the canonical form and
how members of an equivalence class relate to it.

Flavor. We use the term “flavor” as used by
Koller et al. (2019) in relation to the level of ab-
straction from surface form for graph-based seman-
tic representations. Koller et al. (2019) define three
levels: flavor 0 – a one to one correspondence be-
tween graph nodes and surface tokens; flavor 1 – all
tokens are present as nodes, but there are additional
nodes in the graph too; flavor 2 – not necessarily
all tokens correspond to nodes, and there may be
nodes that do not correspond to a specific token.

Use of lexical resources. Some formalisms
rely on lexical resources for predicate and concept
senses, or argument structure of predicates. This
works well for languages where these resources
already exist and are well-developed. However, for
languages where this is not the case, there may be
the need to produce them in parallel with produc-
ing annotations for the formalism, like the creators
of UMR propose (Van Gysel et al., 2021). While
viable, this makes the process longer and more
complex and should be taken into consideration
for the design. It is also tied to the Universality
aspect: in order to enable cross-language compar-
ison, for formalisms that do use lexical resources,
there needs to be a link between said resources for
multiple languages. While efforts exist in this di-
rection (Bond and Foster, 2013; Bond et al., 2020),
for most languages, this link is not there yet. Ide-
ally, when creating datasets for a new language,
the linking to other languages can be created in the
process too. This, again, entails more effort, but
we believe the cost of that is worth the benefits of
having a more complete resource.

3 Semantic Features

In this section we discuss aspects of semantics that
constitute what a semantic representation is.

Predicate-argument structure. The most



prominent feature of many formalisms is that they
are centered around the predicate-argument struc-
ture of the events occurring in a sentence. Events
are usually represented as predicates that take a cer-
tain number and kind of arguments. The relation
between a predicate and an argument is expressed
via a semantic role, which can be predicate specific
(in the spirit of PropBank (Palmer et al., 2005)) or
from a generic closed set (like VerbNet (Kipper
et al., 2008)), with varying granularity.

Practical issues here arise from the fact that dif-
ferent formalisms use different lexical resources,
making comparison and transformation more chal-
lenging. For English, work has been done to
align (Palmer, 2009) and continue to improve the
alignment (Stowe et al., 2021) of these resources.
However, English is one of few languages where
lexical resources are comparatively well developed.
Thus, the use of language-specific frames for pred-
icates comes with the cost of developing such re-
sources. This is an argument against their use
and for adopting methods that do not encode such
senses, making the Universality point more easily
attainable, similar to what UCCA does (Abend and
Rappoport, 2013). That may, however, make the
formalism less expressive.

Temporality. Temporal information deals with
when an event occurs. We consider two aspects of
this - when it occurrs relative to other events in the
text, and when it occurred relative to the moment of
speaking. Temporal information can be encoded in
a variety of ways – via grammatical tense, from the
lexicon with certain adverbs, or specific words or
phrases, or may even be implicit. Combined with
the fact that different languages have a stronger
preference for some approaches over others, the
task of encoding it is challenging. Formalisms
need to decide whether temporal information will
be encoded at all, and whether all kinds, that is,
whether grammatical tense will be considered or
only information present on the surface.

Aspect. Complementary to grammatical tense,
grammatical aspect expresses how an event devel-
ops over time – whether it is one-time, whether it
is continuous, whether it ended or is still ongoing.
Here, again, formalisms have a choice – whether
to encode aspect, and which features of it.

Spatial information. As Abend and Rappoport
(2017) point out, spatial information in semantics
is considered mainly for domains such as geograph-
ical information systems and robotics navigation.

From a more theoretical perspective, we consider
the resolution/interpretation of location-related de-
ictics (here/there) and demonstrative pronouns to
be an important aspect of the representation.

Encoding spatial information is especially rel-
evant for sign languages, where its semantics is
richer. For example, the handshape can express a
distinction in an object’s shape (e.g. curved or
flat object) (Supalla, 1986), and the orientation
of the handshape can express an object’s orien-
tation (Brozdowski et al., 2019).

Reification. Reification in semantics is the pro-
cess of transforming events, actions and concepts
so that they are expressed with (quantifiable) vari-
ables. This facilitates the translation of the so trans-
formed representation into first-order logic and is
therefore an important consideration if we want to
use a formalism for logical inference.

Scope. The scope of semantic operators (such as
those of quantification or negation) shows to which
entities or events that operator applies. Some for-
malisms choose to not encode scope at all, making
consistent logical inference impossible.

Scope does not directly relate to word order,
which gives rise to scope ambiguity – a single sen-
tence containing more than one scope operator can
be interpreted in more than one way depending
on how the operators combine. In case of scope
ambiguity, the question for formalisms is whether
to force a specific interpretation or to leave the
representation underspecified. The latter allows
that restrictions are added at a later stage when the
correct interpretation becomes obvious from the
context.

Negation. Negation, similarly to many of
the other phenomena, can be expressed in differ-
ent ways – overtly as a separate token, or as a
morpheme of a token, presenting a challenge of
whether to encode the two in the same way. We
believe that meaning-wise, they should be equiva-
lent and semantic representations should abstract
away from the difference between the two. This
is especially important when we consider logical
inference and scope. Indeed, this is what many of
the formalisms in section 5 do. There are some
exceptions, notably UCCA, where, for example,
the phrases “not clear” and “unclear” would be en-
coded differently despite having the same meaning.

Modality. Modality is used to express the reality
of an event: realis – whether is it actually realised,
or irrealis – whether it is a possibility or neces-



sity. Modal expressions are often expressed on the
surface as modal auxiliaries, adverbs or adjectives.
They get special treatment for most formalisms, be
it as specially dedicated predicates (as in AMR), or
operators between boxes (as in some realisations
of DRT).

Modal expressions are also categorised in flavors
(different from the flavor we discussed in section 2),
showing how the possibility under discussion is
linked to reality. Epistemic flavor covers possibil-
ities based on some knowledge or belief, while
deontic flavor expresses that the possibility is in
accordance with what is required in reality.

Evidentiality is a phenomenon that encodes the
type of evidence the speaker has for a statement.
For example, one may differentiate between the
speaker having direct (e.g. visual) or reportative
(e.g. having heard about it and merely repeat-
ing what they have been told) evidence. In most
languages this is expressed lexically with specific
phrases (such as “reportedly” in English). However,
in about a quarter of the world’s languages, these
differences are expressed grammatically (Aikhen-
vald, 2004), which formalisms do not address.

Logical inference. If we want to be able to use
a semantic representation for reasoning, it is impor-
tant that the formalism used permits logical infer-
ence. Not all formalisms are equally well equipped
for this. For example, as Bos (2020) points out,
with AMR, we are able to draw inferences, as long
as there is no negation. That is, we can infer “it
rained” from “it rained heavily”, but we can also
infer “it rained” from “it didn’t rain”. According
to Bos (2020), this is due to negation in AMR be-
ing expressed as a predicate rather than an operator
that takes scope. This highlights the importance of
formalisms expressing scope-relevant phenomena
(such a quantification and negation) in the appro-
priate way if we want to permit logical inference.

4 Semantics Interfaces

In this section we outline structural features of for-
malisms that are linked to their applications or to
interfaces of semantics with syntax and pragmatics.

Generation and Analysis. When designing a
new formalism, it is worth considering whether
there are specific intended uses and applications
for the formalism. Some tasks may rely more on
parsing or on generation, so it is important to con-
sider whether there are aspects that can be encoded
into the design of the formalism to make parsing

and/or generation more robust.
A lot of effort has gone into the parsing of

text into various semantic representations as the
amount of works on the topic suggests (Oepen
et al., 2019, 2020). Challenges for parsing may
come from the various types of ambiguities (e.g.
lexical, scope) and, if we assume equivalent repre-
sentations, which one to produce.

Similarly to parsing, generation from mean-
ing representations has gathered much atten-
tion (Ribeiro et al., 2021; Hajdik et al., 2019).
When keeping track of word order as part of the rep-
resentation and without lemmatizing or otherwise
modifying the original tokens, “generation” from
semantic representation is straightforward for for-
malisms of flavor 14. On the other hand, generation
is a more interesting problem when working with
flavor 2 formalisms, where the question is what to
generate for a structure which may have more than
one interpretation within the formalism.

Evaluation. For parsing, for most formalisms
there are established methods for evaluating the
produced representation against a gold one (Cai
and Knight, 2013; Hershcovich et al., 2017; Oepen
et al., 2014)5. Regardless, there are difficulties
when using lexical resources and there is ongo-
ing work on how to score closely related (but not
perfectly overlapping) concepts in the representa-
tion (Opitz et al., 2020). Finally, if a formalism
allows for multiple equivalent representations, sim-
ilarity metrics will need to take this into account
when evaluating a representation that is not in the
canonical form for its equivalence class.

Evaluating generation is not straightforward
when we consider that for some flavor 2 for-
malisms, many sentences have the same represen-
tation (e.g. AMR does not encode tense, so “I went
to Paris” and “I will go to Paris” have the same
representation). In such cases, it is necessary to
consider whether it is enough to generate only one
of the correct sentences in order to consider the pro-
cess successful, or we need all the possible ones.
Paraphrases pose a further issue, as they may have
a (nearly) identical meaning to the original sen-
tence, but look very different on the surface, with
paraphrase evaluation being a subfield in its own
right (Shen et al., 2022).

Compositionality. The meaning of a sentence

4Still, if the representation was automatically produced,
the process may not be as direct.

5These metrics are also often used to compute inter-
annotator agreement for manual annotation.



(or a phrase) is generally thought to be a function
of the meanings of its composite parts. Historically,
producing the semantic representation for a given
sentence has passed through the syntactic one first,
necessarily making compositionality a feature of
the final representation. The Machine Learning
revolution, however, has enabled the parsing of
text directly into a semantic representation, rather
than relying on the syntax-semantics interface, thus
many of the newer formalisms have a choice to
make about whether to preserve compositionality
as a feature of the design.

A broader question is whether we consider the
semantic representation to be only the final struc-
ture (e.g. graph or logical formula) that we obtain,
or also the process of building that structure (in the
spirit of derivation vs. derived trees for TAGs (Joshi
et al., 1975)). If we take the latter view, then, nec-
essarily, compositionality becomes a core aspect
of the representation. We note, however, that this
adds additional complexity to the annotation pro-
cess, especially if the syntactic structure is not used
as an underlying component.

Syntax-semantics interface. As mentioned
above, semantic representation formalisms were
built in such a way that the semantic structure of
a sentence can be constructed from its syntactic
one. Many of the newer formalisms are syntax-
independent. While the first method may work
for well-resourced languages with developed gram-
mars, the latter one might be more beneficial for
languages where these resources do not exist. This
ties to the Universality point.

Multi-sentence. Many formalisms focus on rep-
resenting sentences but do not necessarily employ
means to go beyond the sentence boundary. The
considerations we describe here can appear within
a single sentence too, but are frequently seen when
dealing with multiple sentences, namely anaphora
and co-reference resolution, and the representation
of discourse markers and relations.

When it comes to anaphora and co-reference,
formalisms may choose to annotate the referents
with the same variable, or with different ones. In
the latter case, they may choose to employ a way to
indicate that the variables refer to the same object
or not do so. We note here the interesting case of
AMR which includes a way, albeit somewhat su-
perficial, to encode multiple sentences in the same
representation. For referents occurring in the same
sentence, AMR uses the same variable, but differ-

ent ones when they occur in different sentences.
Finally, similarly to scope ambiguity, formalisms
need to take into consideration anaphoric ambiguity
(in “John told Tom his brother left.” it is ambiguous
who “his” refers to) – whether to select one of the
options, produce all different version, or leave the
representation underspecified.

When treating discourse markers, formalisms
have the choice to represent them in the same way
as other relations, or give them a special status, thus
adding a layer that sits on the boundary between
semantics and pragmatics.

Questions. A distinction is usually made be-
tween Wh-questions and yes/no questions. For Wh-
questions, a common approach is to maintain the
structure of a declarative sentence and introduce
a special concept or symbol (e.g. amr-unknown
in AMR) to put in place of the entity or predi-
cate that is being asked about. Yes/no questions
usually need an additional relation to indicate that
the whole statement is a question. It is interest-
ing to note that in the case of DRS (at least in
the version implemented in the Parallel Meaning
Bank (Abzianidze et al., 2017), yes/no questions
are ignored altogether and annotated in the same
way as their declarative counterparts. This can be
explained with the fact that DRT is designed to deal
with discourse, as opposed to dialogue, and takes
the stance that questions are only part of the latter.

5 Semantic formalisms

In this section, we describe existing formalisms
and their core features, with a more exhaustive
comparison in section 6. We strongly believe in
the benefits of data-driven analysis and comparison.
Therefore, if existent beyond a toy-corpus size, we
also point to existing datasets.

Various extensions have been proposed for many
of the formalisms. However, we do not know, for
every extension, how it combines with the other
ones and whether it does not interfere with the
properties we explore. For example, adding scope
interferes with compositionality. Thus, for this
study we work with the original formalism, unless
the extensions have been combined in a standalone
one (as is the case with UMR).

Montague Semantics (MS) (Montague et al.,
1970; Montague, 1970, 1973) introduced mathe-
matical methods, namely higher-order predicate
logic and lambda calculus, to semantics. Its core
features are the use of model theoretic semantics,



and compositionality.
Conceptual Graphs (CG) (Sowa, 1984) are

based on semantic networks and C.S. Peirce’s ex-
istential graphs. Aside from natural language se-
mantics, CGs have also been influential in knowl-
edge representation. CGs’ most apparent difference
from modern semantic graphs is that they encode
all events, entities, and relations as nodes, whereas
edges are unmarked. Original CGs do not encode
scope, but later versions provide that, along with
ways to deal with temporal and modal logic (Sowa,
2003, 2006) and work has been done to combine
CGs with generalized quantifiers (Cao, 2001).

Discourse Representation Theory
(DRT) (Kamp and Reyle, 1993) is a “dy-
namic semantics” formalism, i.e. the meaning
of a sentence is considered with respect to its
potential to update context. It was designed
to deal with anaphora and tense, but has since
evolved to treat other semantic aspects such as
presupposition, and propositional attitudes. DRT
expressions are called Discourse Representation
Structures (DRS). They are usually presented as
nested boxes, but those can be transformed into
graphs (Abzianidze et al., 2020). The Parallel
Mearning Bank (PMB) (Abzianidze et al., 2017)
is a large DRS corpus with gold annotations in
English, German, Italian and Dutch.

Minimal Recursion Semantics (MRS) (Copes-
take et al., 2005) is a formalism from the Head-
driven Phrase Structure Grammar (HPSG) (Pollard
and Sag, 1994) family. As such, it has a strong
link to syntax, but is also meant to be universal.
MRS annotates a large range of phenomena, but is
a rather complex formalism for annotators without
linguistic knowledge. A distinguishing feature is
its underspecifiability, which allows for encoding
scope ambiguity. A medium-sized parallel dataset
has been annotated for 15 languages6

Abstract Meaning Representation
(AMR) (Banarescu et al., 2013) is meant to
be a simple formalism to increase the ease of
annotation. This is achieved by ignoring features
such as tense, plurality and definiteness. AMR’s
core is the predicate-argument structure of events,
with additional non-core roles specified for
predicate-independent relations. For English,
AMR relies on PropBank (Palmer et al., 2005) for
predicate senses and semantic roles. A multitude

6https://github.com/delph-in/docs/
wiki/MatrixMrsTestSuite

of extensions have been proposed for AMR for
various aspects such as tense (Donatelli et al.,
2018), scope (Pustejovsky et al., 2019; Bos,
2020), spatial information (Bonn et al., 2020),
multi-sentence information (O’Gorman et al.,
2018). Despite its being designed with English in
mind, AMR has also been used for Chinese, Czech,
and Korean, among others. Larger corpora are
available for English under a paid license, smaller
ones are freely available7.

Universal Conceptual Cognitive Annotation
(UCCA) (Abend and Rappoport, 2013) is likewise
designed to be simple for annotators. UCCA’s
Foundational Layer (FL) uses a set of 14 broad
semantic role categories (e.g. Participant,
Adverbial) and does not rely on lexical re-
sources. The latter point makes it easier to adopt
for multiple languages. Extension layers exist for
UCCA that deal with semantic roles (Shalev et al.,
2019; Prange et al., 2019a), co-reference (Prange
et al., 2019b) and implicit arguments (Cui and Her-
shcovich, 2020). There are datasets for the FL for
English, German, French, Hebrew and Russian.8

Universal Decompositional Semantics
(UDS) (White et al., 2016) adds a number of
semantic layers on top of the syntactic Universal
Dependencies (UD)9. UDS follows the principle
of decomposition, e.g. for semantic roles, they
take Dowty (1991)’s view on decomposing
notions such as Agent into finer properties
like volition and awareness, allowing a
single predicate to be assigned multiple of these
categories. The currently existing layers address
semantic roles; irrealis vs realis distinction on
events; predicate senses and entity types; gener-
icity; and duration and relative order of events.
Annotated datasets are available for English10.

Uniform Meaning Representation
(UMR) (Van Gysel et al., 2021) is a proposal that
extends AMR with aspect, temporal information,
scope, co-reference and modal dependencies.
UMR takes into account the morphosyntactic
differences between languages and, to the best of
our knowledge, is the first formalism to propose
concrete steps on how to proceed with annotation
for low-resource languages.

7https://amr.isi.edu/download.html
8https://github.com/

UniversalConceptualCognitiveAnnotation
9https://universaldependencies.org/

10http://decomp.io/data/

https://github.com/delph-in/docs/wiki/MatrixMrsTestSuite
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6 Comparison and Discussion

In this section, we compare the formalisms from
section 5 across the features outlined in §2, §3
and §4, as well as the phenomena covered by the
FraCaS corpus (Cooper et al., 1994).

6.1 Feature Comparison

Table 1 provides an overview of how the frame-
works compare across the features described in §2,
§3 and §4 with the following exceptions: we add
rows for dataset size and for the number of lan-
guages in which data is available, as these can be
indicative of Scalability and Universality respec-
tively; we add a row to show whether a formalism
leaves the representation underspecified or not in
case of scope ambiguity; we consider Generation
and Analysis separately; we omit Evaluation, be-
cause while it is an important aspect to talk about,
evaluation metrics are not formalism specific (e.g.
Smatch (Cai and Knight, 2013) is typically asso-
ciated with AMR, but can be used to evaluate any
graph-based formalism).

Table 1 should be read as follows: for most fea-
tures we indicate whether a formalism encodes it
(✔) or not (✗). Dataset size is divided into three
categories: toy (< 100 sentences for any language),
medium (between 100 and 1, 000 sentences for at
least one language), large (> 1, 000 sentences for
at least one language). For predicate-argument
structure, we indicate whether semantic roles are
predicate-specific or generic. For Temporal and Ev-
identiality we distinguish three categories: (0) not
encoded with a dedicated structure / relation type;
(1) encoded with a dedicated structure, but only if
present on the surface, and not when grammatical;
(2) encoded in all cases. For Negation and Modal-
ity, we distinguish three categories: (0) not en-
coded; (1) encoded, but without scope; (2) encoded
with scope. For Questions, we distinguish between:
(0) not encoded at all, (1) only wh-questions are
encoded, or (2) all questions are encoded.

From the table, we can see that MRS is the most
expressive formalism across the chosen features.
However, this comes at the cost of it being complex
to annotate, making it scale poorly. Similarly, MS
and CG require some specialised knowledge for
annotation and do not scale well, but while MS is
close to MRS in terms of expressive power, CG
lags behind. Original DRT, likewise, requires some
specialised knowledge for annotation. However,
recent work on simplifying the representation (Bos,

2021) and the existence of a large corpus (Abzian-
idze et al., 2017) lead us to consider DRT scalable.
On the scalable side are also the newer formalisms,
which have been designed for ease of annotation.
However, for AMR, UCCA and UDS this means
that they are not well-equipped to encode many of
the semantic features we consider. For AMR and
UCCA, extensions exist to address some of these
issues. UDS, being a layered formalism, with new
layers being added continuously, also has the po-
tential to address the missing aspects. Finally, we
take a look at UMR, which incorporates many of
the proposed extensions of AMR, while preserving
the latter’s features. As we can see from the table,
UMR is almost as expressive as MRS and DRT,
while remaining syntax-independent, which its cre-
ators consider to be a strong point for scalability.

Looking across the features, we can notice
that all formalisms can be used for Generation
and Analysis. However, they all lack tools to
deal with spatial information, especially the kind
that is present in sign languages. Similarly,
grammatically-expressed evidentiality is not anno-
tated by any formalism. This opens a broader dis-
cussion regarding the encoding of features which
are expressed only grammatically. We notice that
surface information tends to be encoded, while
for certain phenomena the grammatical side is ig-
nored altogether. Thus, there is the risk of under-
representing grammatical phenomena that are more
prevalent in low-resource languages, but not in the
well-resourced languages used as the basis for the
design of formalisms.

6.2 FraCaS Comparison

FraCaS (Cooper et al., 1994) is a corpus of 346 tex-
tual inference problems, each consisting of one to
five premises and a hypothesis. For each example,
it is indicated whether it is true, false or unknown
that the hypothesis follows from the premises. The
problems are split into nine categories, relating to
semantics (leftmost column of Table 2), however
their distribution is not uniform. Some work on
evaluating formalisms against FraCaS can be found
in (Abzianidze, 2016; Haruta et al., 2019).

In Table 2, we provide a high-level comparison
across the phenomena present in the FraCaS cor-
pus. The table shows whether a formalism should
be able to encode all (✔), at least half but not all
(0.5), or less than half (✗) of the examples for a
phenomenon. We want to highlight that this is



MS CG DRT MRS AMR UCCA UDS UMR
Scalability ✗ ✗ ✔∗ ✗ ✔ ✔ ✔ ✔†

Datasets (size) toy toy large medium large large large toy†

Universality ✔ ✔ ✔ ✔ ✗‡ ✔ ✔ ✔†

Datasets (# languages) - - 4 > 10 > 6 6 1 -†

Unicity ✗ ✗ ✗ ✗ ✔ ✔ ✔ ✗

Flavor 2 2 2 2 2 1 1 2
Lexical Resources ✗ ✗ ✔ ✗ ✔ ✗ ✗ ✔

Pred-arg generic generic generic generic specific generic generic specific
Temporality 0 0 2 2 1 1 2¶ 2
Aspect ✗ ✗ ✗ ✔ ✗ ✗ ✗ ✔

Spatial ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Reification ✔ ✗ ✔ ✔ ✔ ✗ ✗ ✔

Scope ✔ ✗ ✔ ✔ ✗ ✗ ✗ ✔

Scope ambiguity ✗ ✗ ✗ ✔ ✗ ✗ ✗ ✗

Negation 2 1 2 2 1 1 1 2
Modality 2 1 2 2 1 1 1 2
Evidentiality 1 1 1 1 1 1 1 1
Logical Inference ✔ ✗ ✔ ✔ ✗ ✗ ✗ ✔

Generation ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Analysis ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Compositionality ✔ ✔ ✗ ✔ ✔ ✔ ✔ ✗

SSI ✔ ✗ ✔ ✔ ✗ ✗ ✔ ✗

Multi-sentence ✗ ✔ ✔ ✗ ✗ ✗ ✗ ✗

Questions 0 0 1 2 2 0 0 2

Table 1: Feature comparison. ✔ = yes, ✗ = no.
Temporal, Evidentiality: 1 = only surface, but not grammatical; 2 = yes.
Negation, Modality: 1 = encoded, but without scope; 2 = encoded with scope.
Questions: 0 = no special way to encode; 1 = only wh-questions encoded; 2 = all types of questions encoded.
∗ Original DRT requires some specialised knowledge, but given the recent proposal for simplification (Bos, 2021)
and the existence of a large annotated corpus, we consider it scalable;
† UMR is designed with scalability and universality in mind, but it is a young formalism and both aspects remain to
be verified;
‡ AMR does not claim to be universal, but corpora have been made available in a variety of languages.
¶ UDS encodes duration and relative occurrence of events, but does not specify when an event occured relative to
the moment of utterance.

MS CG DRT MRS AMR UCCA UDS UMR
Quantifiers 23% ✔ ✗ ✔ ✔ ✗ ✗ ✗ 0.5
Plurals 10% ✔ ✗ ✗ ✔ ✗ ✗ ✗ ✗

Anaphora 8% ✗ ✔ ✔ ✔ ✗ ✗ ✗ ✗

Ellipsis 16% ✗ ✔ ✔ ✔ ✗ ✗ ✗ ✗

Adjectives 7% ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Comparatives 9% 0.5 ✗ 0.5 0.5 ✗ ✗ ✗ ✗

Temporal 22% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Verbs 2% ✗ ✗ ✗ 0.5 ✗ ✗ 0.5 0.5
Attitudes 4% ✔ ✔ ✗ ✗ ✗ ✗ ✔ ✗

Total 100% ≥ 52.5% ≥ 39% ≥ 62.5% ≥ 73.5% ≥ 11% ≥ 11% ≥ 16% ≥ 23.5%

Table 2: Coarse-grained FraCaS comparison. ✔ = the formalism should be able to cover all examples for that
feature; 0.5 = the formalism should be able to cover at least half, but not all examples for that features; ✗ = the
formalism can cover less than half of the examples for that feature.



a very coarse-grained comparison11 meant to bal-
ance the one in subsection 6.1 in providing a more
entailment-based view and an empirical compari-
son of the formalisms. It should serve as a starting
point for a more detailed, sentence-by-sentence
comparison on this and other corpora.

We have made a few assumptions before our
decision-making process. Where multi-sentence
capabilities are relevant, namely for Anaphora and
Ellipsis, we have taken the formalisms’ ability to
encode that into account. For categories where the
focus is not on multi-sentence capabilities, we as-
sume a conjunction of the premises to give a fairer
chance to formalisms that only deal with single sen-
tences. Table 2 is split in two parts, the lower one
highlighting the sections where lexical information
is necessary to resolve some of the examples. In
such cases, we have taken the conservative view
that formalisms are unable to encode the example.
If we assume that with the help of the lexical re-
source the hypothesis can be deemed true, false
or unknown, then the estimates for the lower part
of the table would be higher. In what follows, we
highlight the challenging areas in each category.

Quantifiers. For full coverage here, a formalism
should be able to deal with scope, but also with def-
initeness, which is why while UMR covers scope,
it cannot cover all examples in this section.

Plurals. While the majority of formalisms
should be able to cover many of the Conjoined
Noun Phrases examples, most will struggle with
some of the bigger subsections, namely Bare Plu-
rals and Definite Plurals due to inability to encode
distinctions in definiteness.

Anaphora. While most formalisms can cover
intra-sentential anaphora, for full coverage, they
need to be able to also deal with inter-sentential one,
which constitutes the larger part of this section.

Ellipsis. Similarly, if the ellipsis is in the same
sentence, most formalisms perform well. However,
since most examples in this section use multiple
premises, only the formalisms that can deal with
multiple sentences can get to full coverage.

Adjectives. Examples in this category rely heav-
ily on lexical information (e.g. “former” imply-
ing that the phrase it is modifying is not necessar-
ily up-to-date) and even some world knowledge
(knowing that a “small elephant” is larger than a

11E.g. ✗ in the Anaphora row is different for UDS, which
does not encode anaphora at all, and AMR, which encodes
only intra-sentential anaphora, but still does not cover at least
50% of the Anaphora examples of FraCaS.

“large mouse”). Thus, none of the formalisms are
equipped to deal with the majority of examples.

Comparatives. Two main difficulties arise here:
similarly to Adjectives, lexical information is nec-
essary for some examples, meaning none of the
formalisms can reach full coverage. Furthermore,
a large portion of the examples use quantification,
making the formalisms that do not encode quanti-
fiers well unable to cover even half of the examples.

Temporal. While some FraCaS temporal ex-
amples rely on tense or lexical semantics, for
many there is temporal information present as sep-
arate surface tokens (“before”, “for two years”, “in
1991”). While most formalisms would be able to
deal with these, many examples also include time
spans which only UDS is explicitly equipped to en-
code. A few examples rely on lexical information
as well (“started”, “lasted”, “was over” in example
#259) which the formalisms will struggle with.

Verbs. For full coverage here, distinction be-
tween tenses, some lexical information, and capa-
bilities to work with time spans are needed. Thus,
none of the formalisms can encode all sentences.

Attitudes. To get a full coverage for this part,
a formalism needs to either rely on lexical infor-
mation (to distinguish between “managed to win”
and “tried to win”, for example) or employ specific
ways to address epistemicity within its structure.

From Table 2, our general observation is that
MRS, again, is the most expressive formalism, fol-
lowed by DRT, while AMR, UCCA, UDS and
UMR manage to fully encode only a few of the
features. We remind the reader again that this is a
very coarse-grained study. An in-depth sentence-
by-sentence study is necessary to confirm our ob-
servations and provide an exact percentage of the
FraCaS corpus by various formalisms.

7 Conclusion

In this paper we proposed a set of structural and
global features to use when comparing semantic
representation formalisms. We hope this set of fea-
tures can be helpful for the community, both in the
design of new formalisms and extensions, and in
the selection of formalisms to use for specific tasks.
The list of features is by no means complete, and
extending it as well as the number of formalism
can be the subject of future works. Similarly, we
believe a more fine-grained study on the expressiv-
ity of formalisms with respect to the FraCaS corpus
would be beneficial for the community.
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