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Abstract

Quantitative equational reasoning, as introduced by Mardare, Panangaden, and Plotkin
(2016), provides a framework that extends the equality predicate on terms to a notion of
proximity. It allows to consider “indexed equations” s ≈ε t between terms with the idea
of expressing that “s is within ε from t”.

In this work-in-progress paper, we discuss matching in the setting of quantitative equa-
tional reasoning. We outline a matching algorithm for a special case and suggest possible
generalizations.

1 Introduction

Extending the equality predicate to a relation that expresses similarity or proximity is a task
that has been addressed in various ways. Among the more prominent approaches, fuzzy reason-
ing equips an equation with a real number between 0 and 1 that expresses the degree to which
it holds true. Equational problems like matching and unification in the fuzzy setting have been
studied [e.g. Ses02; JR15; Pau22; KP19; PK21].

In [MPP16], the authors introduce quantitative equational reasoning as a framework that
extends the equality predicate to a notion of proximity in the sense of metric spaces. They
consider “indexed equations” s ≈ε t between terms with the idea of expressing that “s is within
a distance of ε from t”, where ε is a nonnegative rational number. They provide semantic
interpretations as well as a set of inference rules for quantitative equational logic and prove a
quantitative analogue of Birkhoff’s theorem on the soundness and completeness of equational
logic.

In this paper, we discuss matching in the setting of quantitative equational reasoning. We
outline a matching algorithm for the special case where the theory is induced by a set of reg-
ular quantitative equations1 with strictly positive index, present several examples and suggest
possible generalizations.

2 Notation and Assumptions

We assume the reader’s familiarity with the basic notions of equational reasoning [e.g., see
BN98]. The terminology and notation for quantitative equational reasoning used here is mostly
guided by the one in [MPP16] and [Bac+20].

To begin with, fix a signature Ω and a countably infinite set of variables X. We denote by
T (Ω, X) the set of terms over Ω and X, and by Σ(X) the set of substitutions on X. Unless
stated otherwise, we will use the letters a, b, c to denote constants, f, g, h for non-constant
function symbols, l, r, s, t, u, v for terms and x, y, z for variables.

We will consider the quantitative equational theory UE axiomatized by a set of quantitative
judgements E, as defined in [Bac+20, Section 10.4.1]. In this paper, we work under the running

1An equation s ≈ε t is called regular if s and t have the same set of variables: var(s) = var(t).
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assumption that E is finite and unconditional, that is, that E contains exclusively judgements
of the form ∅ ⊢ s ≈ε t for s, t ∈ T (Ω, X) and ε ∈ Q⩾0. To keep the notation compact, we will
write s ≈ε t ∈ E instead of ∅ ⊢ s ≈ε t ∈ E. Moreover, we will use the notation E ⊢ s ≈ε t to
express that ∅ ⊢ s ≈ε t ∈ UE .

We collect equations from E in two separate sets, depending on whether their index is zero
or positive:

E0 = {s ≈ε t ∈ E | ε = 0}, E+ = {s ≈ε t ∈ E | ε > 0}.

We sometimes refer to E0 and E+ as the crisp and quantitative part of E, respectively. For
notational convenience, we moreover identify ≈ and ≈0, i.e. we do not distinguish between E0

and its non-quantitative counterpart E′
0 = {s ≈ t | s ≈0 t ∈ E0}.

Analogous to the non-quantitative case, we say that a quantitative equation s ≈ε t is regular
if s and t contain the same variables.

Throughout the paper, we will refer to some of the rules defining quantitative algebraic
theories, which can be found in [Bac+20, Section 10.4.1].

Remark 2.1. A first simple, yet important observation is that we can assume all indices of
quantitative equations in our setting to be integers (since multiplying all indices by a suitable
rational to cancel denominators yields a theory that behaves analogous to the original one).
Thus, induction on the index is available for future proofs.

3 Matching in the Quantitative Setting

3.1 Problem Formulation

Let Ω, X and E be as above and let s, t ∈ T (Ω, X) be terms, ε a nonnegative rational number.
The fixed-range quantitative matching problem s ≲?

E,ε t (or simply s ≲?
ε t, if E is clear from

the context) consists in the following task:

(s ≲?
E,ε t): Find a substitution σ ∈ Σ(X) such that E ⊢ sσ ≈ε t (if such a σ exists).

A similar task, which will however not be studied in this paper, is presented by the unrestricted
quantitative matching problem, where the distance is not fixed in advance:

(s ≲?
E,? t): Find the least rational δ ⩾ 0 such that there exists a substitution σ satisfying
E ⊢ sσ ≈δ t.

3.2 First Steps Towards a Solution

In order to solve the (fixed-range) matching problem, it would be sufficient to compute all
elements in the “ball” Bε(t) ..= {u ∈ T (Ω, X) | E ⊢ t ≈ε u} and syntactically match s to each of
them. However, Bε(t) need not be finite for two reasons, as illustrated by the example below:

Example 3.1. (1) Take E = {f(x) ≈1 g(x, y)} and t = f(a). Then E ⊢ f(a) ≈1 g(a, y) by
the (Subst) rule, and thus, every instance of g(a, y) is in B1(f(a)), again by (Subst). In
particular, B1(t) is infinite.

(2) Take E = {x ≈0 f(x)}, and let t = a be a constant. Then by the (Triang) rule, we have
fn(a) ∈ B0(a) for every n, so B0(t) is infinite.

2
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In the first example, the infinity of the ball is caused by the fact that E+ allows to introduce
new variables, which can be removed by imposing regularity of E+. In the second example,
the problem lies in the nature of E0. We will see later (in Prop. 3.6) that all balls are finite if
E0 = ∅ and E+ is regular. For the general case however, we should account for those problems
by computing a compact representation of the ball, that is, one that is still finite but yet in some
sense contains a representative of every relevant term. For the first type of problem, this means
that the set we construct will only contain the non-ground generalization, but not its instances.
For the second type of problem, it means that our set will only contain a representative of the
term in the ball up to E0.

We define this compact representation of the ball as follows:

Definition 3.2. Let E = E0 ∪ E+ be such that E+ is finite with integer indices and E0 has
finitary unification type. Moreover, assume that a unification algorithm for E0 is given. Given
a term t and a rational ε ⩾ 0, we define the set Rε(t) recursively by setting Rε(t) = {t} if t is
a variable and

Rε(t) = {t} ∪
⋃
δ∈N,

0<δ⩽ε,
t=f(t1,...,tn),
si∈Rδ(ti)

Rε−δ(f(s1, . . . , sn)) ∪
⋃

l≊δr∈Ē+,
δ⩽ε,

σ∈mcuE0
(l,t)

Rε−δ(rσ) (1)

otherwise, where “l ≊δ r ∈ Ē+” means that either l ≈δ r or r ≈δ l is a fresh variant of an
equation in E+, and where mcuE0(l, t) stands for a minimal complete set of E0-unifiers of l and
t computed by the given algorithm.

Remark 3.3. (1) If t is ground, thenRε(t) is a finite set. It is defined uniquely up to renaming
of variables. Fixing a unification algorithm for E0 serves the sole purpose of guaranteeing
this uniqueness.

(2) As announced earlier, the idea of the above definition is to represent all terms that are ε-close
to t. The first set in (1), the singleton {t}, guarantees that t itself is in the representation;
this corresponds to the reflexivity rule (Refl) of quantitative equational theories. The second
set makes sure that any term with the same head symbol as t whose arguments are close
to those of t is close to t, reflecting the (NExp) rule. The union constituting the rest of the
definition is inspired by term rewriting. Here, t is rewritten according to a rule from E+

to some rσ, and we include elements that are (ε− δ)-close to rσ, since a distance of δ has
been consumed by the rewriting process. We will illustrate in Example 3.5 why it makes
sense to consider a unifier σ here instead of a matcher as in classical term rewriting. This
part reflects the (Symm) and (Triang) rules.

Example 3.4. Consider E = {f(x, y) ≈0 f(y, x), f(x, y) ≈1 g(x, y)} and the matching problem
f(g(b, z), z) ≲1 f(f(a, b), a).

Let t be f(f(a, b), a) for short. We show the computation of R1(t) in full detail. Note that
E0-unification between t and the right hand side of f(x, y) ≈1 g(x, y) fails, and for the left
hand side, the minimal complete set of E0-unifiers depends on the choice of the E0-unification
algorithm that was fixed beforehand. We choose here to compute R1(t) with respect to the
unification algorithm that gives σ1 = {x 7→ a, y 7→ f(a, b)} and σ2 = {x 7→ f(a, b), y 7→ a} as
the minimal complete set of unifiers of t and f(x, y). Then, we have

R1(t) = {t} ∪
⋃

u∈R1(f(a,b))
v∈R1(a)

R0(f(u, v)) ∪
⋃

i∈{1,2}

R0(g(x, y)σi).

3
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Since R0(s) = {s} holds for any term s, this simplifies to

R1(t) = {t} ∪ {f(u, v) | u ∈ R1(f(a, b)), v ∈ R1(a)} ∪ {g(a, f(a, b)), g(f(a, b), a)}.

We now need to compute the sets R1(f(a, b)) and R1(a). Since a cannot be unified modulo
E0 with a side of f(x, y) ≈1 g(x, y), we obtain R1(a) = {a}. As for the computation of
R1(f(a, b)), note that the minimal complete set of unifiers of f(a, b) and f(x, y) is given by
{{x 7→ a, y 7→ b}, {x 7→ b, y 7→ a}}, and we obtain

R1(f(a, b)) = {f(a, b)} ∪
⋃

u∈R1(a)
v∈R1(b)

R0(f(u, v)) ∪ R0(g(a, b)) ∪ R0(g(b, a))

= {f(a, b), g(a, b), g(b, a)}.

Hence, the computation gives

R1(t) = {t, f(g(a, b), a), f(g(b, a), a), g(a, f(a, b)), g(f(a, b), a)}.

The solution to the matching problem f(g(b, z), z) ≲1 f(f(a, b), a) is now found as the matcher
τ = {z 7→ a} of f(g(b, z), z) to f(g(b, a), a) ∈ R1(t).

Example 3.5. Consider E = {f(x, y) ≈1 g(x), f(x, a) ≈1 h(x)} and the matching problem
h(x) ≲2 g(b). We have R2(g(b)) = {g(b)} ∪ R1(f(b, y)) = {g(b), f(b, y), h(b)}, and the solution
{x 7→ b} to the matching problem can be found as the syntactic matcher of h(x) to h(b).
Note that the presence of h(b) in R2(g(b)) hinges on the fact that unification was used in the
definition of Rε(t): if matching had been used instead, h(b) would go missing because f(x, a)
cannot be matched to f(b, y).

3.3 First Results

We now present some properties the compact representation Rε(t) of the ball of radius ε around
t enjoys. Let r, s, t be terms, ε, δ nonnegative rationals. The following can be shown by well-
founded induction:

(a) R0(t) = {t}

(b) If δ ⩽ ε, then Rδ(t) ⊆ Rε(t).

(c) Assume that E0 = ∅, E+ is regular and s, t are ground. Then s ∈ Rε(t) if and only if
t ∈ Rε(s). Moreover, if r ∈ Rδ(s) and s ∈ Rε(t), then r ∈ Rδ+ε(t).

Note that these properties reflect some of the rules defining quantitative equational theories [cf.
Bac+20, p. 347]. For instance, (c) reflects the (Symm) and (Triang) rules.

Both conditions in (c) are necessary: For instance, if E0 = ∅ and E+ = {f(x) ≈1 g(x, y)},
then f(a) ∈ R1(g(a, b)), but g(a, b) ̸∈ R1(f(a)). On the other hand, if E0 = {f(x, y) ≈0 f(y, x)}
and E+ = {g(x) ≈1 f(a, x)}, then g(b) ∈ R1(f(b, a)), but f(b, a) ̸∈ R1(g(b)).

The goal of introducing Rε(t) was to provide a compact representation of the ball Bε(t).
More concretely, in the simplest scenario, this means the following:

Proposition 3.6. Let E = E+ be finite and regular, and let t be a ground term. Then Bε(t) =
Rε(t).

4
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Algorithm 1: Quantitative matching for empty E0 and regular E+

Input : A finite set E = E+ of quantitative equations with positive index, terms s, t
with t ground.

Output: A complete set S of solutions to the matching problem s ≲?
E,ε t

S ← ∅;
compute Rε(t);
for u ∈ Rε(t) do

S ← S ∪ {syntactic matchers of s to u}
end
return S

Proposition 3.6 gives us an algorithm to solve the matching problem s ≲ε t for regular E+

and empty E0: Compute Rε(t), and syntactically match s to each of its elements.
The soundness and completeness of Algorithm 1 are direct consequences of Proposition 3.6.

Note that in a practical implementation, the computation could be sped up by interlacing the
computation of the representation of the ball and syntactical matching, e.g. to avoid computing
elements of Rε(t) to which s cannot be matched.

3.4 Relaxing the assumptions

As seen in Example 3.1, Proposition 3.6 in general does not hold without the assumption of
empty E0 and regular E+. Let us investigate how Algorithm 1 could possibly be adapted in
these cases. We examine first the case where E0 is empty, but E+ need not be regular. Recall
that Rε(t) in general does not contain the ground instances of non-ground terms that arise
from non-regularity. Thus, in Algorithm 1, syntactic unification needs to be employed when
comparing s to the elements of Rε(t) rather than syntactic matching. This is illustrated by
Example 3.7 below.

Example 3.7. Consider E = {f(x) ≈1 g(x, y)} and the matching problem g(x, b) ≲?
E,1 f(a).

Then R1(f(a)) = {f(a), g(a, y)}.
Syntactic matching of g(x, b) to elements of R1(f(a)) does not succeed. The solution σ =

{x 7→ a} can be found via syntactic unification of g(x, b) and g(a, y).

Considering now the case where E0 need not be empty, recall that Rε(t) only records terms
up to equality modulo E0. Thus, it should be expected that syntactic matching needs to be
replaced by E0-unification in Algorithm 1:

Example 3.8. Consider E = {f(a, x) ≈1 g(x, a), a ≈0 b} and the problem f(b, y) ≲1 g(c, b).
Then R1(g(c, b)) = {g(c, b), f(a, c)}.

The solution σ = {y 7→ c} can be found as an E0-unifier of f(b, y) and f(a, c).

However, problems can occur in cases like the following:

Example 3.9. Take E = {f(a, x) ≈0 g(x), a ≈1 b}, and consider the matching problem
f(b, y) ≲1 g(a). Since E ⊢ f(b, a) ≈1 f(a, a) ≈0 g(a), the substitution σ = {y 7→ a} is a
solution. However, no element of R1(g(a)) = {g(a), g(b)} is unifiable modulo E0 with f(b, y).

To find the matcher, one would need to consider also R̃1(f(b, y)) = {f(b, y), f(a, y)}, and
note that σ is an E0-unifier of f(a, y) and g(a). Here, the notation R̃1(f(b, y)) should express

5
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that it is not allowed to substitute for the variable y during the computation of the representa-
tion of the ball. This could be realized e.g. by first replacing y by a new free constant cy, then
computing R1(f(b, cy)) and afterwards replacing every occurrence of cy by y again.

4 Outlook

While Proposition 3.6 only provides an algorithmic solution to the quantitative matching prob-
lem in the very restricted case that E0 = ∅ and E+ is regular, we hope that similar ideas can
be used to solve the matching problem in a more general setting, as outlined in Subsection 3.4.
Establishing the corresponding results is an obvious next step.

Possible further generalizations could include removing the restriction to unconditional equa-
tions which we imposed in this paper as well as investigating the unrestricted matching problem.
Moreover, also different frameworks for quantitative equational reasoning could be considered,
for instance the one that has been introduced recently by Gavazzo and Di Florio [GD23].
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