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Abstract

We consider expressions that represent functional types where the main binary symbol
is → and arbitrarily many constants are available. There are natural notions of rank and
arity for such expressions that arise in the study of functional programs. We present an
argument for undecidability of second-order unification in case solutions are restricted to
expressions that have bounded rank, but unbounded arity.

1 Introduction
The interest in second-order unification in the context of functional programming languages
arose with the work of Pfenning [10] where second-order unification turned out to be the basic
mechanism for type reconstruction in a model functional programming language based upon
System F of Girard and Reynolds [5, 11].

Further studies on the type reconstruction problems revealed that natural classes of re-
stricted type reconstruction problems lead to very restricted forms of second-order unification
[3]. In particular undecidability can be proved already in case second-order variables are ap-
plied only to ground terms (i.e. terms with no occurrences of substitutable variables) [12]. An
interesting conclusion from these studies is that if each λ-abstraction term λx.M does not have
type annotation for the variable x while all other type annotations are mandatory, then type
reconstruction is undecidable. The natural consequence of these results is that in type systems
based upon System F we cannot omit type information for bound variables.

These works proved undecidability for even more restricted forms of second-order unification
instances, namely ones where arguments of second-order variables are of depth 1 only. In this
way, we obtained a very thin difference with Miller patterns [8], a decidable form of second-order
unification, which in essence allowed only constants (of depth 1) in such arguments.

The basic idea behind application of unification to type checking and type reconstruction
problems can be traced back to Morris [9] with more systematic accounts given by Hindley [6]
and Curry [1]. It relies on the basic observation that lambda calculus application MN forces
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unification constraints of the form XM
.= XN → XMN , where XM , XN , XMN represent (first-

order unification) variables that eventually hold types of terms M,N and MN respectively.
The need to use second-order unification arises when polymorphic types are added. In

certain simplification, we deal here with terms of the form MA1 . . . AnN where M,N are
terms of lambda calculus such that N is an argument of the functional M while expressions
A1, . . . , An are types that instantiate the polymorphic type of M . In this case the type of M
must be polymorphic and the term forces a unification constraint of the form FMA1 . . . An

.=
XN → XMA1...AnN . In that case, we operate with help of a second-order unification variable
FM that eventually holds the shape of the polymorphic type of the term M .

Undecidability results give rise to studies in which restricted forms of systems are considered.
In the context of systems based upon System F we can mention here the work of Gianini and
Ronchi Della Rocca [4] where a variant of System F was proposed in which the typing of
MA1 . . . AnN is only possible when the type of M is restricted so that variables are allowed
only up to some depth n. This translates to a requirement on a solution of the corresponding
equation FMA1 . . . An

.= XN → XMA1...AnN which says that the bound variables used in the
solution for FM must be on depth n at most. The pragmatic rationale behind this restriction is
that programmers are able to digest typing information only of limited size. Seemingly similar
motivation, to restrict depth of types substituted for unification variables, is present also in
type systems based upon other principles (for instance in the case of intersection types [2]).

An interesting question that arises in this context is how firm the restriction on type depth
is? In particular, is it possible to have a decidable system in which we allow arbitrary functional
arity of types, but restrict functional rank to be bounded? Or, symmetrically, is it possible to
have a decidable system in which we allow arbitrary rank, but restrict functional arity to be
bounded? In this note, we give a partially negative answer to these questions. We give a class
of instances for second-order unification problem for which the unification problem with any of
the above mentioned restrictions is undecidable.

2 Preliminaries
We define here expressions for unification problems. We assume that a countably infinite set of
type variables is divided into three subsets: the first one contains first-order variables denoted
by X,Y, . . ., the second one first-order constants denoted by c, d, . . ., and the third one second-
order variables denoted by Fn,Gn, . . . where the superscript n indicates their arity. Whenever
it does not lead to confusion, we drop the superscript with arity. The expressions we deal with
in unification equations have the following form:

A,B ::= X | c | (A → B) | FnA1 · · ·An .

The expressions which do not contain second-order variables are called first-order expressions.
A set of free variables in expressions of unification problems is defined as follows: FVu(c) = ∅;
FVu(X) = {X}; FVu(FA1 . . . An) = {F} ∪

⋃n
i=1 FVu(Ai); FVu(A → B) = FVu(A) ∪ FVu(B),

where c is a constant, X is a first-order variable and F is a second-order variable.
To define substitutions we also need to introduce second-order expressions. These have

the form λX1, . . . , Xn.A where A is an expression such that FVu(A) ⊆ {X1, . . . , Xn}. We
define the functional arity of a first-order expression as arity(c) = 0 for a constant c and
arity(A1 → · · · → An → c) = max(arity(A1), . . . , arity(An), n). For a second-order ex-
pression, somewhat unexpectedly, arity(λX1, . . . , Xn.A) = arity(A). We define the rank
as rank(c) = 0 for a constant c, and rank(A → B) = max(rank(A) + 1, rank(B)), and
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Figure 1: Rewriting considered in Example 2.2.

rank(λX1, . . . , Xn.A) = rank(A). A substitution S is a partial function from the set of first-
order and second-order variables to expressions and second-order expressions such that it maps
first-order variables to first-order expressions and second-order variables to second-order ex-
pressions. We write A[X1 := A1, . . . , Xn := An] for a substitution that replaces all occurrences
of first-order variables X1, . . . , Xn in A with respective expressions A1, . . . , An. In general case,
application of a substitution S to an expressions A is S(A) defined congruently by structure of
A with the critical cases defined as S(A) = S(X) for A = X being a first-order variable and
S(A) = B[X1 := S(A1), . . . , Xn := S(An)] for A = FA1 . . . An and S(F) = λX1 . . . Xn.B.

An instance of the unification problem consists of a set of equations

E = {A1
.= B1, . . . , An

.= Bn}.

An instance E is solvable if there exists a substitution S such that S(A1) = S(B1), . . . , S(An) =
S(Bn). We say that a solution S obeys functional arity (rank) restriction on level n when for
each second-order variable F we have arity(S(F)) ≤ n (rank(S(F)) ≤ n). We write dom(S) for
the domain of S. We provide in this paper a sketch of the proof for the following theorem.

Theorem 2.1. (undecidability of restricted unification)
The following problem is undecidable, given a set of equations E decide if there is a substitution
S that solves E and obeys the rank restriction (functional arity) restriction on level n = 3.

The construction below is symmetric so it is enough to present the proof for only one of the
restrictions. The descriptions below concern undecidability of the problem where we require
the solutions to obey the rank restriction on level n = 3.

The basic unification mechanism used in our proof is illustrated by the following example.

Example 2.2. Consider a ground term rewriting system with only one reduction rule a → b ;
b. Consider expressions An = a → · · · → a︸ ︷︷ ︸

n-times

→ b and second-order equations

An → Fbc .= F(a → b)(b → c)

Each such equation has a solution S = [F := λX1X2.Bn−1(X1) → Bn−2(X1) → . . . →
B0(X1) → X2] where B0(X1) = X1 and Bn(X1) = a → Bn−1(X1). Figure 1 shows in the
form of binary trees terms resulting from application of such a solution to the equation. We can
see immediately that S(F(a → b)(b → c)) = An → An−1 → · · · → A0 → c represents naturally
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a sequence of rewrites An ; An−1 ; · · · ; A0. The mechanism of the rewrite can be traced on
Figure 1 by observing the areas surrounded by dotted lines. Of course this equation has more
solutions, for instance S′ = [F := λXY.Bn−1(X) → An−1 → Bn−1(X) → . . . → B0(X) → Y ].
They also represent a sequence of rewrites, but we allow to make stops in some places, as
in An ; An−1 = An−1 ; · · · ; A0. This construction naturally generalises to all ground
rewriting systems, see [7] for details.

3 Unification undecidability
The proof of undecidability is by reduction of the halting problem for Turing Machines. To
facilitate the presentation we fix a deterministic Turing Machine M = ⟨Σ, Q, qt, f⟩ where Σ is
the tape alphabet of the machine, Q is the set of states, qt ∈ Q is the terminal state and f is a
transition function described below. Here is a number of remarks that characterise the model
in greater detail.

A configuration Ci of M is represented as a sequence ai,0, . . . , ai,m−1 of symbols from
Σ′ = Σ ∪ Σ × Q where Σ is the alphabet of the machine M and Q is the set of states of M.
This sequence represents the content of the machine’s tape in the natural way. The sequence
contains a unique element ⟨a, q⟩ ∈ Σ × Q. The position of the element is the position of the
machine’s head, and q is the current state of the machine. There is exactly one terminal state
qt which is reached only in case the configuration has one element.

The history of M consists of a sequence C0, C1, . . . , Cn−1 of configurations. We assume that
these configurations may have different lengths. We also assume that the final configuration
Cn−1 has length 1.

To facilitate the presentation, the transition function f of M is not represented as an element
of Σ×Q → Σ×Q×{L,R, S} where f(a, q) = ⟨a′, q′, d⟩ is interpreted so that when the machine
is in state q and its head reads the symbol a then write a′, transfer to state q′ and move head
as d prescribes (left, right, stay, respectively). Instead we represent the transition function f of
M equivalently as an element of Σ′ × Σ′ × Σ′ → Σ′ so that f(ai,j−1, ai,j , ai,j+1) = ai+1,j holds
for elements of configurations.

For simplicity we assume that there is some symbol • ∈ Σ that never occurs on a tape of
M, but is used to mark that the last position of the machine’s tape is missing. It is used to
handle both deleting machine cells and inserting new cells.

In our language of unification expressions, we represent elements of Q,Σ,Σ′ as constants.
A configuration Ci = ai,0, . . . , ai,m−1 is represented as |Ci| = ai,0 → . . . → ai,m−1 → o where o
is a special constant outside of Q,Σ,Σ′. We represent history C0, . . . , Cn−1 as

Hist = |C0| → |C1| → . . . → |Cn−2| → |Cn−1| → o′.

where o′ is another special constant outside of Q,Σ,Σ′.
Given each triple t ∈ Σ′ × Σ′ × Σ′, we introduce a first-order variable Xt. Suppose that

Ci = ai,0, . . . , ai,j−2, ai,j−1, ai,j , ai,j+1, ai,j+2, . . . , ai,n−1 where j is the position of the head
of M, i.e. ai,j ∈ Σ × Q. Consider triples u1 = ⟨ai,j−2, ai,j−1, ai,j⟩, u2 = ⟨ai,j1, ai,j , ai,j+1⟩,
u3 = ⟨ai,j , ai,j+1, ai,j+2⟩. We can now define [Ci] in three forms

(!) [Ci] = ai,0 → . . . → ai,j−2 → Xu1 → Xu2 → Xu3 → ai,j+2 → · · · → ai,n−1 → o,
(!!) [Ci] = ai,0 → . . . → ai,n−3 → Xu1 → Xu2,
(!!!) [Ci] = ai,0 → . . . → ai,n−2 → Xu1 → Xu2

where the case (!) is used in all standard situations, case (!!) is used when f(u2) = •, i.e. the
rule deletes the last cell of the Turing Machine tape, and (!!!) is used when π2(u2) = •, i.e. the
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rule inserts a new last cell of the Turing Machine tape. We immediately see that

(A) [Ci][Xu1 := π2(u1), Xu2 := π2(u2), Xu3 := π2(u3)] = |Ci| (case (!), standard)
(B) [Ci][Xu1 := f(u1), Xu2 := f(u2), Xu3 := f(u3)] = |Ci+1| (case (!), standard)
(A) [Ci][Xu1 := π2(u1), Xu2 := π2(u2) → o] = |Ci| (case (!!), delete)
(B) [Ci][Xu1 := f(u1), Xu2 := o] = |Ci+1| (case (!!), delete)
(A) [Ci][Xu1 := π2(u1), Xu2 := o] = |Ci| (case (!!!), insert)
(B) [Ci][Xu1 := f(u1), Xu2 := f(u2) → o] = |Ci+1| (case (!!!), insert)

(1)

where π2(x) is the projection on the second coordinate of a triple. Consider now

DF = [C0] → [C1] → · · · → [Cn−1] → Cn → Z.

We can now order all triples in dom(f) as s1, . . . , sp and let expressions A1, . . . , Ap and expres-
sions B1, . . . , Bp be defined as

Ai = π2(si), Bi = f(si) whenever π2(si) ̸= • and f(si) ̸= •;
Ai = π2(si) → o, Bi = o whenever π2(si) ̸= • and f(si) = • (delete);
Ai = o, Bi = f(si) → o whenever π2(si) = • and f(si) ̸= • (insert).

Given observations (1), we immediately see that

DF[Xs1 := A1, . . . , Xsp := Ap, Z := Cn−1 → o′] = Hist
C0 → (DF[Xs1 := B1, . . . , Xsp := Bp, Z := o′]) = Hist

This shows that an equation

C0 → FB1 . . . Bko
.= FA1 . . . Ap(Cn−1 → o) (2)

can simulate computation of M. Still, this can be done under condition that the following
consistency assumptions concerning variables are met

• variables Xu1, Xu2, Xu3 take up consecutive places in a configuration;

• variables Xu1, Xu2, Xu3 are consistent with the content of the configuration.
This can be done with help of another ground rewriting system. In this system we work with
extended set of constants. These include in addition to constants used so far: pairs from
∆ = Σ′ × {o, 4}, triples from Γ = Σ′ × Σ′ × Σ′, pairs from Γ × {1, 2, 3} and a constant o′′. We
consider here three groups of rewriting rules

1. Rules that serve to ascertain the proper form of configurations from the position n+ 2 to
the end of the tape where n is the TM head’s position. These rules have the form

a → ⟨b, o⟩ ; ⟨a, o⟩ and a → o ; ⟨a, o⟩

for all a, b ∈ Σ′. Note that each configuration suffix eventually reduces to some symbol
⟨a, o⟩ for some a ∈ Σ′.

2. Rules that serve to ascertain that our assumptions concerning variables are met. These
rules have the form

s → ⟨b, o⟩ ; ⟨s, 1⟩ in case π3(s) = b, s ; ⟨s, 2⟩ in case π3(s) = •, or π2(s) = •,
s → ⟨s′, 1⟩ ; ⟨s, 2⟩ in case π3(s) = π2(s′) and π2(s) = π1(s′),
s → ⟨s′, 2⟩ ; ⟨s, 3⟩ in case π3(s) = π2(s′) and π2(s) = π1(s′),
a → ⟨s, 3⟩ ; ⟨a, 4⟩ in case π1(s) = a, a → ⟨b, 4⟩ ; ⟨a, 4⟩.

We assume above that s, s′ ∈ Σ′ ×Σ′ ×Σ′, and a, b ∈ Σ′. Note that the rules that involve
1, 2, 3 can be applied only once.
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3. The rules above served to ascertain that configurations have proper shapes. The final
rules serve to ascertain that history has proper shape. These are

⟨a, 4⟩ → o′ ; o′, ⟨s, 3⟩ → o′ ; o′, o′ → o′′ ; o′′.

We assume above that a, b ∈ Σ′.

We can now gather all the left-hand sides of the reduction rules as expressions D1, . . . , Dl and
right-hand sides as respectively D′

1, . . . , D
′
l. The rewriting ascertains that for a solution S of the

equation (2) we have S(Fs1 . . . sp o′) ;∗ o′ only provided that consistency assumptions above
are met. Therefore the equation

(Fs1 . . . sp o′) → GD′
1 . . . D

′
l
.= GD1 . . . Dl (3)

guarantees these consistency assumptions. Note that the solution for F has rank 2 while the
solution for G has rank 3.

The sketch above requires many details to be filled, but this can be done using the technique
of Schubert [12] or Levy and Veanes [7].
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