
HAL Id: hal-04120825
https://inria.hal.science/hal-04120825v1

Submitted on 7 Jun 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Residential Short-Term Load Forecasting via Meta
Learning and Domain Augmentation

Di Wu, Can Cui, Benoit Boulet

To cite this version:
Di Wu, Can Cui, Benoit Boulet. Residential Short-Term Load Forecasting via Meta Learning
and Domain Augmentation. IFIP International Workshop on Artificial Intelligence for Knowledge
Management (AI4KMES), Aug 2021, Montreal, QC, Canada. pp.184-196, �10.1007/978-3-030-96592-
1_14�. �hal-04120825�

https://inria.hal.science/hal-04120825v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 
 
 
This document is the original author manuscript of a paper submitted to an IFIP 
conference proceedings or other IFIP publication by Springer Nature.  As such, there 
may be some differences in the official published version of the paper.  Such 
differences, if any, are usually due to reformatting during preparation for publication or 
minor corrections made by the author(s) during final proofreading of the publication 
manuscript. 
 
 
 



Residential Short-Term Load Forecasting via
Meta Learning and Domain Augmentation

Di Wu1, Can Cui2, and Benoit Boulet1

1 McGill University, Montreal, Quebec, H3A 0E9, Canada
2 Google LLC, New York, NY, 10044, USA

{di.wu5@mail,benoit.boulet}@mcgill.ca, tracycui@google.com

Abstract. With the increasing adoption of electric devices and renew-
able energy generation, electric load forecasting, especially short-term
load forecasting (STLF), has recently attracted more attention. Accu-
rate short-term load forecasting is of significant importance for the safe
and efficient operation of power grids. Deep learning-based models have
achieved impressive success on several applications, including short-term
load forecasting. Yet, most deep learning models do require a large
amount of training data. However, in the real world, it may be very
difficult or even impossible to collect enough data to train a reliable
machine learning model. This makes is hard to adopt deep models for
several real-world scenarios. Thus, it will be very helpful if deep learning
models can be learned to tackle tasks with limited amount of training
data and unseen tasks. In this work, we propose to use the meta-learning
framework to train a long short-term memory-based model for short-term
residential load forecasting. Specifically, by minimizing the task-level loss
(loss over several tasks), the model is trained to perform well on different
tasks. We also use domain randomization techniques to further augment
the training tasks, which may further improve the generalization ability
of the proposed model. Our model is evaluated on real-world data sets
and compared against some classic forecasting models.

Keywords: Electric load forecasting, meta learning

1 Introduction

Electric load forecasting aims to forecast the future load consumption based
on a set of historical records as well as other external factors [1]. It has been
shown that accurate electric load forecasting is of significant importance for the
efficient operation of modern power grids. The forecasting accuracy can help
significantly reduce the total operation cost [2, 3]. As shown [4] in 1% increase
of forecasting error would cause a £10 million increase in operating cost per
year for the UK power systems. Depending on the forecasting horizon, electric
load forecasting ranges from short-term forecasting (minutes or hours ahead) to
long-term forecasting (years ahead) [5]. Short-term forecasting, main focus of
this work, is mainly used to support real-time energy dispatch.
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Electric load forecasting could be very challenging due to multiple uncertain
factors. Specifically, there are uncertain factors for both the energy demand side
and the energy generation side. For example, in recent years, different types
of electrical appliances are integrated into the power grids [2], such as electric
vehicles [6–12]. With the high penetration increase of electric vehicles, there
will be a corresponding charging consumption. This electric consumption will
be highly affected by human behaviors. On the other side the renewable energy
generation has also been increasing very quickly in recent years. As shown in [13],
the renewable energy generation has been increasing almost exponentially in the
past ten years. Due to these reasons, a single residential unit may be more
challenging than an industrial building. This can be more challenging when only
limited data is available. In our work, we mainly focus on tackling the electric
load forecasting for single houses.

Electric load forecasting has been an important research topic for the past few
years. In general, the electric load forecasting algorithms can be generally catego-
rized into two groups: statistical [14–16] and machine learning methods [17–20, 5,
21, 22]. The benefit of autoregressive integrated moving average (ARIMA) model
was showcased in [15, 16]. Different types of machine learning-based methods
have also been utilized for electric load forecasting including support vector re-
gression (SVR) [18, 19], general additive models [21], neural networks (NNs) [23,
24], and random forest [25, 26].

Most of the current works assume that we have a large amount of training
data and stable data distribution [27]. In the real world, we may need to deal with
a new house with a limited amount of data or even no labeling data. However,
most of the current machine learning-based models would require a large amount
of data to learn a reliable forecasting model. Without enough data, there will be
a significant performance degradation for the model performance. Thus it will
be very beneficial if we can learn a robust forecasting model that is robust to the
changes of forecasting tasks. In this work, we propose to use meta-learning [28–
32] to deal with this challenge. Specifically, we mains to use meta learning and
data augmentation to learn a good model initialization based on which the model
can adapt fast on a new task.

The remainder of this paper is organized as follows. The technical background
of this paper is presented in Section II. The short-term load forecasting method
is presented in Section III. Real-world data sets based evaluation results are
presented in Section IV. Finally, the conclusion and future work are presented
in Section V.

2 Background

2.1 Meta Learning

Deep learning models have achieved impressive success for different types of ap-
plications in recent years. However, most of these applications would require a
huge amount of training data which can be very challenging in real world. Meta-
learning [33, 34], also known as learning to learn, aims to empower the model
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Fig. 1. Meta Learning Concept

to learn fast with a limited amount of data. This can be very helpful for ma-
chine learning models, especially for deep learning based models which usually
would require a large amount of training data. As shown in Figure 1, differ-
ent from other classic learning paradigms, meta learning focuses on improving
the task level generalization. After finishing the learning on multiple tasks, the
meta learner can perform better, i.e., perform better after experiencing the same
number of samples from the new task.

Different from traditional machine learning paradigms, the meta-learner is
trained on a distribution of similar tasks, with the goal of learning a strategy
can generalize to related but unseen tasks from a similar task distribution. De-
pending on how the the meta learner is trained, there mainly three types of meta
learning method, i.e., metric based methods [35], [36], [37], optimization based
methods [28], and context based methods [38]. Optimization based method aims
to learn a good initialization which can enable the meta learner to perform fast
adaptation once presented with a new task.

2.2 Time Series Forecasting

The short-term load forecasting can be treated as a time series problem. Time
series forecasting aims to predict the future values of time series data given the
observed history. Different types of features have shown to be effective for electric
load forecasting. In our work, we aims to utilize the three types of features includ-
ing lagged electric load, lagged temperature information, and weekday/weekend
information for the one hour ahead electric load forecasting. One-hour ahead
electric load forecasting can be very helpful for the real-time energy dispatching.
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Fig. 2. LSTM Unit and RNN Unit

2.3 LSTM based Load Forecasting

Neural networks (NN), especially deep neural networks have shown impres-
sive breakthroughs for different applications due to their strong representation
power [39], [40]. Typical neural networks include feed forward neural networks,
convolutional neural networks, and recurrent neural networks (RNNs). Feed for-
ward neural neural network is the most basic type of NNs which consists of an
input layer, one or more fully connected hidden layers, and a final output layer.
Each hidden layer consists of several neurons realizing the non-linear transfor-
mation of outputs from previous layer.

Different from feed forward neural networks, RRNs are sequence based mod-
els and the information from previous timesteps can be used for the current
timestep. This makes RNNs very suitable to model temporal correlated data
and deal with time series problems. RNNs are mainly trained with backpropa-
gation through time. However, there could be gradient vanishing and gradient
exploding problems when training long-range dependencies with vanilla RNNs
models [41]. The comparison of RNN unit and LSTM unit is presented in Figure
2 3. As shown in this Figure, we can see that there are multiple additional cells
for LSTM. Due to its excellent ability on sequential modelling, in this paper,
LSTM based model is adopted for short-term residential load forecasting.

3 Methodology

Most of the current forecasting method would train a forecasting based on a fixed
historical data sets. This may limit the generalization ability for In this paper,
we propose to utilize meta learning to improve the model generalization for the

3 Figure is from [42]
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Fig. 3. Overview for the model agnostic meta learning

electric load forecasting. Figure 4 presents an overview for the main objective of
this paper. Our primal objective is to learning a good model initialization that
can perform well on load forecasting for a new house.

Fig. 4. Application of meta learning for single house load forecasting

3.1 Model Agnostic Meta Learning

MAML is one of gradient based meta learning method and has shown to be
effective for different types of applications such as traffic light control [43], image
classification [44], and nature language processing [45]. MAML aims to learn a
good model initialization based on multiple sampled tasks. As shown in Figure 3,
there are mainly two loops of optimization. In the first loop, a large amount of
tasks will be sampled and we will then learn a model for each sampled tasks
based on the limited amount of data of that specific task. In the second loop,
the model initialization θ∗ will be learned based on optimizing the meta loss.
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3.2 MAML based Electric Load Forecasting

In this work, we propose to use a MAML based forecasting framework to learn
a robust forecasting model which will be able to deal with different forecasting
tasks, i.e., forecasting for different houses including unseen houses. Figure 5
shows the overview of the two-stage forecasting framework. Specifically, in the
first stage we will pretrain a base model θ0 over multiple (N) houses. In this stage,
we assume that we have a large amount of the training data for these houses.
In this paper, the base model is based on LSTM. It is worth noting that the
proposed framework could also be applied for other base forecasting models. The
second stage is normal MAML training but with the learned model parameters
as initialization θ0 rather than random initialization. θ0 will be updated through
training iterations.

Fig. 5. Overview of the two stage forecasting method

4 Experiment Results

4.1 Dataset

In this paper, the electric load data sets from OpenEI are used to evaluate
the effectiveness of proposed forecasting algorithms. In this paper, three types
of features including lagged electric load (electricity consumed in the last four
hours), lagged temperature information (temperature in the last four hours), and
weekday/weekend information (1 for weekday and 0 for the weekend) are used
for short-term electric load forecasting. To accelerate the training process, the
feature normalization is implemented for all features. The used data set include
one-year (2014) hourly load consumption data (8760 data points) for 72 houses
in New York. We focus on the load consumption in winter times, particularly in
the load consumption of December month.
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4.2 Baselines and Evaluation Metrics

In this paper, mean average percentage error (MAPE) as shown in Eq. 1 and
mean absolute error (MAE) as shown in Eq. 2 are used to evaluate the effec-
tiveness of the proposed algorithms. As shown in these two equations, y′i is the
predicted load consumption and yi is the real value for load consumption at time
slot i.

MAPE =

∑N

i=1

|yi−y′
i|

yi

N
(1)

MAE =

∑N

i=1
|yi − y′i|
N

(2)

For benchmark results, four other frequently used forecasting methods are
used as baseline models:

– Linear Regression

– SVR

– Feed-froward Neural Network (NN)

– LSTM

We compare the results of the baselines and proposed model for experiments
described in Section 4.5 and Section 4.6.

4.3 Experiment Setup

As mentioned in section 4.1, the OpenEI dataset contains load consumption for
72 houses, in our experiment we pick 10 houses and treat each household as
a class. The December load consumption of three randomly picked classes are
shown in Fig. 6, as observed, the load consumption can vary a lot among different
households. December load consumption of all 10 houses are combined, we train
the models on December load consumption of other households (training classes)
to predict the load for a particular household (test class).

4.4 Hyper Parameters

All baseline models are tuned with parameters with the best performance for
the data set. Especially: For SVR, we choose RBF kernel, C = 1e3, ε=0.1, γ=
0.1; For NN, we choose a 20 layer Multi-Layer Perceptron (MLP) with Rectified
Linear Unit (ReLU) as the activation function, α=0.001, 1000 maximum itera-
tions; For LSTM, we build the LSTM model with an LSTM layer of 64 nodes, a
dense layer with 128 nodes and use Adam as the optimizer. The data is broken
into batches of 128 and we train the model for 1000 epochs. For MAML, the
inner step size is 0.002, the outer step size is 0.005, the sample size is 20 for
Section 4.5 and Section 4.6 and has selected values for Section4.7.



8 DW, CC, BB.

Fig. 6. December Load Consumption of three houses

Table 1. MAPE (%) for short-term load forecasting on five houses

Method House 1 House 2 House 3 House 4 House 5

Linear 56.07 60.12 57.89 65.12 95.54

SVR 55.47 58.86 56.91 58.75 94.09

NN 53.52 60.28 59.97 64.95 95.47

LSTM 46.77 50.97 47.62 51.55 81.22

MAML 24.94 23.10 24.17 19.09 27.65

4.5 Evaluations on five houses

We evaluate the performance of the baseline and meta-learning models and re-
ported the results on five houses. When training meta-learning model, we sample
batch of tasks of 20 shots from training data then fine-tune and evaluate on test
data. Table 1 and Table 2 respectively show the average forecasting MAPE(%)
and MAE of different models on the five houses. As shown in the tables, the
baseline models all have fairly large MAPE and MAE in general and perform
particularly bad on House 5, while the meta-learning model has consistent per-
formance across houses and shows on average a 55.9% improvement for MAPE
and a 59.21% improvement for MAE over the best baseline model (LSTM).
These results show that the model trained by meta-learning method generalize
well to unseen data distributions while baseline models can fail badly when the
test and training data has different distributions (House 5 as an example).
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Table 2. MAE for short-term load forecasting on five houses

Method House 1 House 2 House 3 House 4 House 5

Linear 15.13 15.39 17.01 18.12 15.61

SVR 15.11 15.26 16.77 16.57 15.55

NN 14.11 15.32 17.63 17.95 15.48

LSTM 12.60 13.21 14.23 14.55 13.44

MAML 5.95 5.66 6.75 5.37 3.97

Table 3. MAPE (%) for short-term load forecasting on five houses with noisy data

Method House 1 House 2 House 3 House 4 House 5

Linear 48.15 52.04 51.61 52.64 83.34

SVR 45.18 50.18 48.94 46.03 81.63

NN 48.45 52.27 51.83 51.54 83.74

LSTM 42.00 48.63 45.88 44.82 79.76

MAML 23.93 23.18 23.76 19.14 26.64

4.6 Evaluations on five houses with noisy data

To further showcase the robustness of the proposed method, we compare its per-
formance with other baselines on noisy data. Specifically, we add Gaussian noise
of mean 0 and standard deviation 0.5 to all data.Table 3 and Table 4 respectively
show the average forecasting MAPE(%) and MAE of different models on the five
houses with noisy data. As shown in the tables, MAML still consistently has the
best performance across houses and shows on average a 53.96% improvement
for MAPE and a 56.07% improvement for MAE over the best baseline model
(LSTM). Compared to Table 1 and Table 2, the performance of baseline models
has improved because the Gaussian noise reduced the effect of training datas’
distribution on the testing data, thus improved the model’s ability to generalize
to new data.

4.7 MAML training with different number of shots

To evaluate how MAML performs when the number of selected samples (shots)
in training step varies, we train MAML with different number of shots, more
specifically 1-shot, 5-shot, 10-shot, 20-shot, 30-shot and 50-shot, and report the
results in Table 5 and Table 6. As shown in the results, the performance remains
steady across 1/5/10/20/30/50-shot training for all houses.

5 Conclusion

Accurate electric load forecasting is of significant importance for the safe and
economic operation of power grids. Most current machine learning-based fore-
casting models assume that we have enough training data and that new data
would follow similar distribution as training data. However, these assumptions
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Table 4. MAE for short-term load forecasting on five houses with noisy data

Method House 1 House 2 House 3 House 4 House 5

Linear 12.83 13.19 15.20 14.97 13.53

SVR 12.05 12.91 14.42 13.35 13.26

NN 12.81 13.21 15.20 14.70 13.60

LSTM 11.27 12.46 13.50 13.01 13.01

MAML 5.90 5.63 6.63 5.40 4.10

Table 5. MAPE (%) for short-term load forecasting on five houses with
1/5/10/20/30/50-shot MAML training

House 1-shot 5-shot 10-shot 20-shot 30-shot 50-shot

House 1 22.85 22.98 23.04 22.71 22.64 23.19

House 2 21.84 21.94 22.51 23.08 22.73 23.24

House 3 22.14 22.68 23.22 23.11 24.23 23.31

House 4 17.83 18.74 18.49 17.81 19.13 18.70

House 5 26.04 25.78 26.43 25.81 26.84 26.06

Table 6. MAE for short-term load forecasting on five houses with short-term load
forecasting on five houses with 1/5/10/20/30/50-shot MAML training

House 1-shot 5-shot 10-shot 20-shot 30-shot 50-shot

House 1 5.64 5.67 5.60 5.67 5.69 5.78

House 2 5.29 5.36 5.40 5.37 5.46 5.50

House 3 6.22 6.26 6.37 6.38 6.50 6.44

House 4 5.10 5.23 5.23 5.04 5.30 5.29

House 5 3.90 4.00 3.88 3.89 3.96 3.98

may not be true for real-world applications. Thus it will be very beneficial if we
can train a model with existing data that is robust and adapts quickly to new
incoming data. In this work, we propose to use the meta-learning framework to
learn a robust machine learning model for residential load forecasting and ran
prototyping experiments to evaluate its performance. Experiment results are im-
plemented on real-world data sets to showcase the effectiveness of the proposed
method. For future work, we plan to further improve the proposed framework
and design more comprehensive experiments for evaluation.
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