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Vector operations, tiled operations,
distributed execution, task graphs, ...

What next ?
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High-Performance Computing

• Frontier supercomputer
• #1 on top500.org LINPACK benchmark
• 1.102 EFlop/s
• 9472 nodes

• 1 AMD Epyc CPU
• 4 AMD Instinct 250X GPUs
• 4TB flash memory
• Infinity Fabric interconnect

• Slingshot 100GB/s network
• 21.1 MW
• Also #1 Green 500

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

6

High-Performance Computing

Classical parallel programming
• threads
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU M.
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
• Disk storage
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
• Disk storage
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
• Disk storage
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
• Disk storage
Manage it all by hand?!
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High-Performance Computing

Classical parallel programming
• threads
• MPI+threads
• MPI+threads+GPU
• Data transfers
• Disk storage
Manage it all by hand?!

Need high-level abstractions
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Cholesky (A = L.LT)
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Cholesky (A = L.LT)
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Cholesky (A = L.LT)
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Cholesky, LINPACK
Vector computers (end ‘70s, ‘80s)
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Cholesky, LINPACK
Vector computers (end ‘70s, ‘80s)
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Cholesky, LINPACK
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Cholesky, LINPACK
Vector computers (end ‘70s, ‘80s)
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Cholesky, LAPACK
Computers with cache (early ‘90s-today), blocked operations : BLAS
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Cholesky, LAPACK
Computers with cache (early ‘90s-today), blocked operations : BLAS
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Cholesky, LAPACK
Computers with cache (early ‘90s-today), blocked operations : BLAS
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Cholesky, LAPACK
Computers with cache (early ‘90s-today), blocked operations : BLAS
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Cholesky, ScaLAPACK
Distributed Computers (late ‘90s-today), 2D-block-cyclic distribution
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Cholesky, ScaLAPACK
Distributed Computers (late ‘90s-today), 2D-block-cyclic distribution
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Cholesky, ScaLAPACK
Distributed Computers (late ‘90s-today), 2D-block-cyclic distribution
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Cholesky, ScaLAPACK
Distributed Computers (late ‘90s-today), 2D-block-cyclic distribution
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Cholesky, PLASMA
Task graph (~’08-today)
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Cholesky, PLASMA
Task graph (~’08-today)
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Cholesky, PLASMA
Task graph (~’08-today), priorities
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Cholesky, PLASMA
Task graph (~’08-today), priorities
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Cholesky, PLASMA
Task graph (~’08-today), priorities
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Task graphs in HPC

Runtime systems
• OmpSs, PARSEC, StarPU, SuperGlue/DuctTeip, XKaapi...
Standards
• OpenMP4.0 introduced task dependencies
Applications
• Chameleon, DPLASMA, SLATE for dense linear algebra
• qr_mumps, PaStiX for sparse linear algebra
• ScalFMM for FMM
• …

https://starpu.gitlabpages.inria.fr/
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• Task/data scheduling
• Load balancing
• Data prefetching
• Pipelining
• GPU memory limitation management

• Distributed execution through MPI
• Out-of-core: optimized swapping to disk
• High-level performance analysis
• Performance bounds
• Debugging sequential execution
• Reproducible performance simulation

Task-based support

https://starpu.gitlabpages.inria.fr/
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How big should a task be?

• Small enough to get parallelism to feed all processing units
• Large enough to efficiently use the processing units

https://starpu.gitlabpages.inria.fr/
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How big should a task be?
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Figure 1. Performance of compute kernels on CPU and GPU depending
on problem granularity

Kernels are executed on CPU cores or GPUs depending on
their performance profl e and the occupancy on the target
execution unit. Some kernels experience a huge performance
boost when executed on an accelerator, while some experi-
ence a mild speedup and are better kept executing on CPU
cores. Some can be scheduled eff ciently on either the CPU
or GPU, and ideally the decision is then taken based on
online load balance between the CPU and GPU units.
Compared with CPU cores, a GPU has many more

lightweight computing units; GPU kernels reach their op-
timal eff ciency for larger tile sizes, as they need to dispatch
computation on many individual units to keep the occupancy
high. On the other hand, CPU cores often reach good
eff ciency for moderate or small tile sizes. Figure 1 shows
the different optimal tile sizes for the SGEMM (real single
precision general matrix-matrix multiplication) kernel, on
different environments. Intel MKL SGEMM, running on 8
cores of an Intel Nehalem Xeon E5520 CPU, reaches its
peak performance starting from tile sizes larger than 200;
while in cuBLAS SGEMM, the optimal tile size is larger
than 1000 on a Fermi C2070, and larger than 1500 on a
Kepler K40c. As a consequence, in a heterogeneous envi-
ronment, selecting the proper tile size becomes a dilemma:

• If using the CPU optimal tile size, GPU kernels are
not able to fully utilize the computing resources of the
GPU since the small problem size cannot eff ciently
span over all GPU execution units.

• If using the GPU optimal tile size, given a certain
matrix size N, the amount of exploitable parallelism
is limited by the number of tiles, directly depending on
the tile size (N/B). Thereby, for a f xed size problem,
increasing the tile size proportionally decreases the
parallelism. Furthermore, certain kernels (especially
memory bound kernels) are less eff cient than their
functionally equivalent decomposition into smaller but
more compute bound kernels. Executing these large
kernels is thereby adding synchronous choke points that
delay the execution of other dependent kernels, further
decreasing the occupancy of all compute resources.

Our previous work employed a middle ground solution [9]
by selecting an intermediate tile size, larger than the CPU
optimal, but smaller than the GPU optimal. Clearly, this
tradeoff solution fails to maximize the computing resource

usage for both the CPU and GPU. To address this issue, we
propose here a new solution called “hierarchical DAG”, in
which the tile size decomposition varies depending on the
target unit executing the kernel, a decision taken dynamically
based on the available parallelism.

B. The Hierarchical DAG Approach
The hierarchical method described below can be general-

ized to any number of hierarchies, but for the sake of the
explanation we will consider a two levels hierarchy, GPU
and CPU. Let the optimal tile size for a GPU be B, and
the one for a CPU be a smaller tile size b. First, the input
matrix is divided into NT × NT tiles of size B × B, and
the linear algebra algorithm is represented by a DAG whose
task granularity is B. At the top level, all kernels in the
DAG operate on large tiles, and the corresponding tasks are
pushed into scheduling queues. When retrieving these tasks
from the scheduling queues, a decision algorithm (described
in Algorithm 1) is executed. Ifi t is a GPU kernel, then it can
be executed directly by calling the GPU kernel functions (as
a cuBLAS function). If the kernel needs to be scheduled on
a CPU core (because the kernel does not map well on GPU,
or because GPUs are overloaded with pending work), then,
the CPU kernel is called only if the granularity is bellow
b. Otherwise instead of calling the CPU kernel functions
directly on the large tile, the task is decomposed into a f ner
granularity DAG operating on the smaller tiles of size b.

Algor ithm 1 Generic TASK X( A ) code in the “hierarchical
DAG” approach. (b:small tile size)
if OnGPU ||((nbrows(A) < b)||(nbcols(A) < b)) then

ComputeTaskX( A ) // by calling kernel function
ReleaseDeps( Task X, A )

else
o = CreateDAG( Task X, A,

ReleaseDeps( Task X, A ) )
Submit(o)

end if

When a large grain task is scheduled onto a CPU, the
“hierarchical DAG” capable runtime decomposes the CPU
workload into a f ner grain parallelism that is more adequate
for this type of execution units. The creation of the metadata
representing the f ne grain DAG happens online; no pre-
processing or static decomposition is required. The runtime
engine creates a local data descriptor, a different view of
the input submatrix representing the large tile divided into
smaller tiles. A new DAG is created to represent the f ne
grain decomposition of the task’s algorithm applied on these
smaller tiles. Tasks operating on large tiles that are scheduled
for execution on the CPU are divided into f ner grain tasks
operating on nt× nt tiles of size b (B = nt× b); the shape of
the resulting multi-level graph for the Cholesky factorization
is presented in Figure 2. These f ne grain tasks are pushed

From PARSEC : « Hierarchical DAG Scheduling for Hybrid Distributed Systems »,
Wu, Bouteiller, Bosilca, Faverge, Dongarra
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How big should a task be?

GPUs
• Efficient only with large tile sizes

CPUs
• Need many tasks

→ Hybrid task size

More generally, hierarchical task graphs
• Seen in CEA, OmpSs, PaRSEC, StarPU

https://starpu.gitlabpages.inria.fr/
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• How big should a task be?

• Hierarchical task graphs
• Opportunities

Outline

https://starpu.gitlabpages.inria.fr/
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How big should a task be?
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How big should a task be?

• Lower bound due to runtime overhead
• Proposed by Martin Tillenius for DuctTeip (U. Uppsala)

https://starpu.gitlabpages.inria.fr/
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How big should a task be?
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Figure 1. Performance of compute kernels on CPU and GPU depending
on problem granularity

Kernels are executed on CPU cores or GPUs depending on
their performance profl e and the occupancy on the target
execution unit. Some kernels experience a huge performance
boost when executed on an accelerator, while some experi-
ence a mild speedup and are better kept executing on CPU
cores. Some can be scheduled eff ciently on either the CPU
or GPU, and ideally the decision is then taken based on
online load balance between the CPU and GPU units.
Compared with CPU cores, a GPU has many more

lightweight computing units; GPU kernels reach their op-
timal eff ciency for larger tile sizes, as they need to dispatch
computation on many individual units to keep the occupancy
high. On the other hand, CPU cores often reach good
eff ciency for moderate or small tile sizes. Figure 1 shows
the different optimal tile sizes for the SGEMM (real single
precision general matrix-matrix multiplication) kernel, on
different environments. Intel MKL SGEMM, running on 8
cores of an Intel Nehalem Xeon E5520 CPU, reaches its
peak performance starting from tile sizes larger than 200;
while in cuBLAS SGEMM, the optimal tile size is larger
than 1000 on a Fermi C2070, and larger than 1500 on a
Kepler K40c. As a consequence, in a heterogeneous envi-
ronment, selecting the proper tile size becomes a dilemma:

• If using the CPU optimal tile size, GPU kernels are
not able to fully utilize the computing resources of the
GPU since the small problem size cannot eff ciently
span over all GPU execution units.

• If using the GPU optimal tile size, given a certain
matrix size N, the amount of exploitable parallelism
is limited by the number of tiles, directly depending on
the tile size (N/B). Thereby, for a f xed size problem,
increasing the tile size proportionally decreases the
parallelism. Furthermore, certain kernels (especially
memory bound kernels) are less eff cient than their
functionally equivalent decomposition into smaller but
more compute bound kernels. Executing these large
kernels is thereby adding synchronous choke points that
delay the execution of other dependent kernels, further
decreasing the occupancy of all compute resources.

Our previous work employed a middle ground solution [9]
by selecting an intermediate tile size, larger than the CPU
optimal, but smaller than the GPU optimal. Clearly, this
tradeoff solution fails to maximize the computing resource

usage for both the CPU and GPU. To address this issue, we
propose here a new solution called “hierarchical DAG”, in
which the tile size decomposition varies depending on the
target unit executing the kernel, a decision taken dynamically
based on the available parallelism.

B. The Hierarchical DAG Approach
The hierarchical method described below can be general-

ized to any number of hierarchies, but for the sake of the
explanation we will consider a two levels hierarchy, GPU
and CPU. Let the optimal tile size for a GPU be B, and
the one for a CPU be a smaller tile size b. First, the input
matrix is divided into NT × NT tiles of size B × B, and
the linear algebra algorithm is represented by a DAG whose
task granularity is B. At the top level, all kernels in the
DAG operate on large tiles, and the corresponding tasks are
pushed into scheduling queues. When retrieving these tasks
from the scheduling queues, a decision algorithm (described
in Algorithm 1) is executed. Ifi t is a GPU kernel, then it can
be executed directly by calling the GPU kernel functions (as
a cuBLAS function). If the kernel needs to be scheduled on
a CPU core (because the kernel does not map well on GPU,
or because GPUs are overloaded with pending work), then,
the CPU kernel is called only if the granularity is bellow
b. Otherwise instead of calling the CPU kernel functions
directly on the large tile, the task is decomposed into a f ner
granularity DAG operating on the smaller tiles of size b.

Algor ithm 1 Generic TASK X( A ) code in the “hierarchical
DAG” approach. (b:small tile size)
if OnGPU ||((nbrows(A) < b)||(nbcols(A) < b)) then

ComputeTaskX( A ) // by calling kernel function
ReleaseDeps( Task X, A )

else
o = CreateDAG( Task X, A,

ReleaseDeps( Task X, A ) )
Submit(o)

end if

When a large grain task is scheduled onto a CPU, the
“hierarchical DAG” capable runtime decomposes the CPU
workload into a f ner grain parallelism that is more adequate
for this type of execution units. The creation of the metadata
representing the f ne grain DAG happens online; no pre-
processing or static decomposition is required. The runtime
engine creates a local data descriptor, a different view of
the input submatrix representing the large tile divided into
smaller tiles. A new DAG is created to represent the f ne
grain decomposition of the task’s algorithm applied on these
smaller tiles. Tasks operating on large tiles that are scheduled
for execution on the CPU are divided into f ner grain tasks
operating on nt× nt tiles of size b (B = nt× b); the shape of
the resulting multi-level graph for the Cholesky factorization
is presented in Figure 2. These f ne grain tasks are pushed

From PARSEC : « Hierarchical DAG Scheduling for Hybrid Distributed Systems »,
Wu, Bouteiller, Bosilca, Faverge, Dongarra
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How big should a task be?

GPUs
• Have thousands for cores to feed
• Newer generations require yet larger sizes
• Can run several kernels at the same time

• Still limited

https://starpu.gitlabpages.inria.fr/
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How big should a task be?
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Figure 1. Performance of compute kernels on CPU and GPU depending
on problem granularity

Kernels are executed on CPU cores or GPUs depending on
their performance profl e and the occupancy on the target
execution unit. Some kernels experience a huge performance
boost when executed on an accelerator, while some experi-
ence a mild speedup and are better kept executing on CPU
cores. Some can be scheduled eff ciently on either the CPU
or GPU, and ideally the decision is then taken based on
online load balance between the CPU and GPU units.
Compared with CPU cores, a GPU has many more

lightweight computing units; GPU kernels reach their op-
timal eff ciency for larger tile sizes, as they need to dispatch
computation on many individual units to keep the occupancy
high. On the other hand, CPU cores often reach good
eff ciency for moderate or small tile sizes. Figure 1 shows
the different optimal tile sizes for the SGEMM (real single
precision general matrix-matrix multiplication) kernel, on
different environments. Intel MKL SGEMM, running on 8
cores of an Intel Nehalem Xeon E5520 CPU, reaches its
peak performance starting from tile sizes larger than 200;
while in cuBLAS SGEMM, the optimal tile size is larger
than 1000 on a Fermi C2070, and larger than 1500 on a
Kepler K40c. As a consequence, in a heterogeneous envi-
ronment, selecting the proper tile size becomes a dilemma:

• If using the CPU optimal tile size, GPU kernels are
not able to fully utilize the computing resources of the
GPU since the small problem size cannot eff ciently
span over all GPU execution units.

• If using the GPU optimal tile size, given a certain
matrix size N, the amount of exploitable parallelism
is limited by the number of tiles, directly depending on
the tile size (N/B). Thereby, for a f xed size problem,
increasing the tile size proportionally decreases the
parallelism. Furthermore, certain kernels (especially
memory bound kernels) are less eff cient than their
functionally equivalent decomposition into smaller but
more compute bound kernels. Executing these large
kernels is thereby adding synchronous choke points that
delay the execution of other dependent kernels, further
decreasing the occupancy of all compute resources.

Our previous work employed a middle ground solution [9]
by selecting an intermediate tile size, larger than the CPU
optimal, but smaller than the GPU optimal. Clearly, this
tradeoff solution fails to maximize the computing resource

usage for both the CPU and GPU. To address this issue, we
propose here a new solution called “hierarchical DAG”, in
which the tile size decomposition varies depending on the
target unit executing the kernel, a decision taken dynamically
based on the available parallelism.

B. The Hierarchical DAG Approach
The hierarchical method described below can be general-

ized to any number of hierarchies, but for the sake of the
explanation we will consider a two levels hierarchy, GPU
and CPU. Let the optimal tile size for a GPU be B, and
the one for a CPU be a smaller tile size b. First, the input
matrix is divided into NT × NT tiles of size B × B, and
the linear algebra algorithm is represented by a DAG whose
task granularity is B. At the top level, all kernels in the
DAG operate on large tiles, and the corresponding tasks are
pushed into scheduling queues. When retrieving these tasks
from the scheduling queues, a decision algorithm (described
in Algorithm 1) is executed. Ifi t is a GPU kernel, then it can
be executed directly by calling the GPU kernel functions (as
a cuBLAS function). If the kernel needs to be scheduled on
a CPU core (because the kernel does not map well on GPU,
or because GPUs are overloaded with pending work), then,
the CPU kernel is called only if the granularity is bellow
b. Otherwise instead of calling the CPU kernel functions
directly on the large tile, the task is decomposed into a f ner
granularity DAG operating on the smaller tiles of size b.

Algor ithm 1 Generic TASK X( A ) code in the “hierarchical
DAG” approach. (b:small tile size)
if OnGPU ||((nbrows(A) < b)||(nbcols(A) < b)) then

ComputeTaskX( A ) // by calling kernel function
ReleaseDeps( Task X, A )

else
o = CreateDAG( Task X, A,

ReleaseDeps( Task X, A ) )
Submit(o)

end if

When a large grain task is scheduled onto a CPU, the
“hierarchical DAG” capable runtime decomposes the CPU
workload into a f ner grain parallelism that is more adequate
for this type of execution units. The creation of the metadata
representing the f ne grain DAG happens online; no pre-
processing or static decomposition is required. The runtime
engine creates a local data descriptor, a different view of
the input submatrix representing the large tile divided into
smaller tiles. A new DAG is created to represent the f ne
grain decomposition of the task’s algorithm applied on these
smaller tiles. Tasks operating on large tiles that are scheduled
for execution on the CPU are divided into f ner grain tasks
operating on nt× nt tiles of size b (B = nt× b); the shape of
the resulting multi-level graph for the Cholesky factorization
is presented in Figure 2. These f ne grain tasks are pushed
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How big should a task be?

CPUs
• Have many independent cores

→ Need many tasks
• Can use parallel implementations (e.g. from MKL)

• But better have subtasks to interleave them
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How big should a task be?

How size does not fit all

Gwenolé Lucas experimented with Chameleon
• Cholesky inversion
• 2 NVIDIA V100
• 2 Xeon Gold 6142
• Different matrix tile sizes : 2880 / 960 / 320
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Hybrid tile sizes
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How big should a task be?

Tuning the tile size?

• B = “big” tile size, for GPUs
• Large enough for GPUs
• Not too large for parallelism

• b = “small” tile size, for CPUs
• Large enough for CPUs
• Not too large for parallelism

With Parsec, Wu, Bouteiller, Bosilca, Faverge and Dongarra 
experimented tuning
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How big should a task be?
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Figure 5. Performance for different tile size parameters (DPOTRF, using
1 GPU on Bunsen).

VI. PERFORMANCE EVALUATION
Experimental Setup: In this section, we investigate

the impact of the hierarchical DAG approach. For a fair
comparison, both the regular tiled and hierarchical DAG
factorizations are implemented using the PaRSEC system
(called h-PaRSEC when it executes hierarchical DAG algo-
rithms). We also compare our implementation with the state-
of-the-art implementation from MAGMA [14] (version 1.4).
All the results presented in this paper use the real double
precision variants DPOTRF and DGEQRF for Cholesky
and QR, respectively. Experiments are carried out on two
systems:

• Bunsen is a machine with 3 Nvidia Kepler K40c GPUs
(12GB of memory per GPU) and 2 Intel Xeon E5-
2650v2 (16 cores total). We use CUDA 5.0.35 and the
Intel compiler 2013.4.183 (includes MKL BLAS).

• Keeneland Full Scale (KFS) is an FDR Inf niband
cluster. Each node is equipped with 3 Nvidia Fermi
M2090 GPUs (6GB of memory per GPU) and 2 Intel
Xeon E5-2670 (16 cores total). We use CUDA 5.5 and
the Intel compiler 14.0.1 (includes MKL BLAS).

A. Tile Size Tuning for Hierarchical DAG
Tuning the tile size has traditionally been a diff cult issue

for linear algebra software [15]. In the hierarchical DAG
approach, two tile sizes need to be tuned in unison. Fig-
ure 5 presents the performance of DPOTRF on the Bunsen
machine, when both the inner (b, executed on CPU) and
outer (B, executed on GPU) tile sizes vary. The experiment
is repeated for different matrix sizes (N=16K, 48K) to
emphasize the impact of the tile size on the amount of
parallelism available. Each curve represents a different value
for b, for which B varies (on the x-axis). In addition, the
performance of standard PaRSEC is also presented (then,
the x-axis represents the single tile size used on both GPUs
and CPUs). B is set as a multiple of both b and 64 (due
to the physical organization of the CUDA warps on most
Nvidia cards).

On Bunsen, sequential BLAS kernels executed on the
CPU usually obtain their peak performance for b > 180.
However, and although GPU kernel performance remains
sub-optimal for tile sizes smaller than 1K (see Figure 1),
the overall performance of standard PaRSEC (in dashes
on Figure 5) on a heterogeneous platform decreases when
increasing the tile size. Two intermingled effects are explain-
ing this phenomenon. First, by increasing the tile size, the
number of GEMM operations in the update of the trailing
matrix is reduced, leading to reduced parallelism. Second,
the factorization of the panel itself becomes a bottleneck:
the associated operations apply to a single column of tiles,
yet further progression is conditioned on their completion.
With large tiles, panel parallelism is drastically reduced and
the more parallel trailing matrix update is delayed, leading
to under-utilization of computing resources. As can be seen,
this effect persists even for large matrix sizes.
On the contrary, thanks to hierarchical subdivision of tasks

into sub-DAGs, h-PaRSEC is much less subject to starvation
from lack of parallelism (the panel factorization is divided
into many small tasks whose granularity is adapted to reach
CPU peak performance). Obviously, if the GPU tile size
B is set too small (less than 512), the overall performance
suffers from poor compute kernel eff ciency. Increasing the
value of B delivers the expected performance boost from the
compute kernels’ eff ciency improvement, without suffering
as much from lack of parallelism and poor performance on
the CPU-executed panel factorization. Another interesting
note is, when using the hierarchical DAG approach, f nding
a value of B that delivers acceptable performance is easier
than when tuning for a single tile size. Even for small
matrices that are prone to exacerbate lack of parallelism,
the amplitude of performance difference is reduced; while
for larger matrices, a very wide band of values deliver more
than 90% of the best performing tuning. Developers can
select the smallest tile size that maximizes CPU performance
as the value for b, and then pick any reasonable multiple
(around 1K) to set B. In the remainder of the experiments of
DPOTRF, we apply such a tuning, and b is set to 192, while
B varies between 384 and 1152 depending on the matrix
size. The same tuning method can be applied for DGEQRF,
and B varies between 384 and 1536 based on our tuning
results and performance of DTSMQR in Figure 7.

B. Performance on One Node with Multiple GPUs
Figure 6 presents the performance of the Cholesky and QR

factorization in both h-PaRSEC and PaRSEC implementa-
tion on the Bunsen machine. In both implementations, the
tile size is tuned to perform best for this particular matrix
size (the sizes used by h-PaRSEC are illustrated with a
background color in the f gure, the sizes employed in regular
PaRSEC are similarly tuned).
For all matrix sizes, h-PaRSEC always exhibits better

performance than standard PaRSEC, even for small matrices,
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How big should a task be?
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Figure 6. Performance of h-PaRSEC Cholesky and QR compared with regular PaRSEC and MAGMA.

when both employ the same tile size for kernels executed on
the GPU. In this case, the advantage comes from employing
a smaller tile size of 192 for computations executed on
CPUs. For larger sizes, h-PaRSEC reaches 1.36Tf ops/s for
Cholesky using 1 GPU, which is 10% faster than standard
PaRSEC, outlining that when more parallelism is available,
higher kernel eff ciency gives h-PaRSEC an extra boost.
Since the peak performance of cuBLAS DGEMM on 1

K40c is 1.2 Tf op/s, then based on the performance result
from the 1 GPU experiment (1.36 Tf op/s), it can be inferred
that CPUs contribute 160 Gf op/s on this platform. Based
on these numbers, a perfectly scalable implementation of
Cholesky would achieve approximately 2.56 Tf op/s using
2 GPUs and 3.76 Tf op/s using 3 GPUs (the contribution
of the CPUs being accounted for only once). In practice,
we obtain 2.5 Tf op/s with 2 GPUs and 3.7 Gf op/s with 3
GPUs, which demonstrates the scalability up to 3 GPUs is
almost perfect. The same reasoning holds for QR.
Last, Figure 6 also presents the performance of the state-

of-the-art MAGMA GPU linear algebra package for refer-
ence (please note that the MAGMA results do not include the
cost of the initial transfer of the dataset to the GPU memory,
whereas this cost is implicitly included for h-PaRSEC,
when the relevant data are transferred in the background
meanwhile computation is progressing). The comparison
between MAGMA and h-PaRSEC demonstrates that by
retaining a dynamic distribution of tasks, and dynamic load
balancing between GPUs, while at the same time improving
the eff ciency of compute kernels by employing hierarchical
DAG subdivision, h-PaRSEC can outperform (as seen for
Cholesky) production quality software like MAGMA, whose
data distribution and load balancing are static. Even though
h-PaRSEC employs the tiled QR factorization (to improve
parallelism in distributed memory deployments), which per-
forms more f oating point operations than the LAPACK
layout QR algorithm employed by MAGMA, it can still
compete closely on this single node experiment.
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Figure 7. Performance of DTSMQR kernel on Fermi C2070 and Kepler
K40 with 1 and 4 CUDA streams.

C. Multiple CUDA Streams
CUDA Streams, which represent multiple available exe-

cution contexts mapped onto the same physical GPU, can
drastically improve the occupancy of GPU units by allowing
the device to overlap executions from different streams on all
available computational units. The potential for improvement
is magnif ed when executing multiple small grain tasks, as
is the case when employing an improperly tuned tile size.
Figure 7 shows the performance of DTSMQR runs on Ke-

pler K40 and Fermi C2070 in different CUDA streams con-
f gurations. All cuBLAS calls comprising a GPU TSMQR
kernel are submitted to a single CUDA stream, and based
on the fact that B is usually about 10 times larger than ib,
each TSMQR expands into more than 40 cuBLAS calls.
The Fermi GPU architecture is unable to look ahead in
the existing streams to execute tasks concurrently from
multiple streams, hence, the independent TSMQR kernels
cannot take advantage of multiple CUDA streams on the
Fermi GPU. The only option to fl l-up all computing on
this GPU is to employ a larger B. On the other hand, the
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From CEA : « A hierarchical fast direct solver for distributed memory machines with manycore nodes »,
Augonnet, Goudin, Kuhn, Lacoste, Namyst, Ramet

1 2 3

82 seconds

(a) W ithout H -dependencies
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(b) W ith H -dependencies

Figure 19: Impact of H-dependencies on 1 K NL (T E R A 1000-2) on a problem
with 103,000 unknowns

unknowns within a single KNL node. While idle time results from inef cient
synchronizations on Figure 19a, aggressively unlocking dependencies allows to
interleave interdependant kernels in Figure 19b. The second labeled H-P OT R F
operation therefore occurs sooner, after 19 seconds instead of 35 seconds. Like-
wise, the overall factorization time is reduced from 82 seconds to 54 seconds.
Since both implementations however use the same kernels with dif erent syn-
chronization methodology, we naturally obtain the same performance on a single
core (2,620 seconds). We can thus compare the speedup obtained within a KNL
in Figure 20. We obtain a parallel ef ciency of 78.2% instead of 49.9% on 64
cores. It is also worth noting that this is very challenging testcase because there
is only 56MB of data per core in average when using 64 threads.
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Figure 20: Strong scalability within shared memory on 1 K NL node
(T E R A 1000-2)

On the distributed memory side, Figure 22 shows the strong scalability of
a sphere testcase with 867000 unknowns on several nodes of TERA1000-1. In
addition to the ideal scaling line, three other lines depict the time performances
of the solver using 64 cores (2 nodes) to 3520 cores (110 nodes). Each of these

22
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How big should a task be?

Multiple answers
• Depends on available platform parallelism
• Depends on available application parallelism
• Depends on application phases

Automatically adapt?

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

66

Hierarchical task graphs
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Hierarchical task graphs

Applications themselves are recursive
• e.g. h-matrices

From Airbus Group
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Hierarchical task graphs

Applications themselves are recursive
• e.g. h-matrices

From Airbus Group
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Hierarchical task graphs

Applications themselves are recursive
• e.g. h-matrices

From Airbus Group
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

Ideally, should just start with one huge task, and split
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Hierarchical task graphs

• In OpenMP?
TRSM(A, B) {
#pragma omp task depend(in:A, inout:B) wait
{

#pragma omp task \
       depend(in:A[0][0], inout:B[0][0])

TRSM(A[0][0], B[0][0])

#pragma omp task \
      depend(in:A[0][0], inout:B[1][0])

TRSM(A[0][0], B[1][0])

#pragma omp task \
      depend(in:A[1][0], in:B[0][0], inout:B[0][1])

GEMM(A[1][0], B[0][0], B[0][1])

...
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Hierarchical task graphs

Synchronization concerns
• Fork-join parallelism
• Hindered by synchronization induced

by task graph
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Hierarchical task graphs

• OmpSs introduced weak dependencies
TRSM(A, B) {
#pragma omp task depend(weakin:A, weakinout:B) \
                               weakwait
{

#pragma omp task \
       depend(in:A[0][0], inout:B[0][0])

TRSM(A[0][0], B[0][0])

#pragma omp task \
      depend(in:A[0][0], inout:B[1][0])

TRSM(A[0][0], B[1][0])

#pragma omp task \
      depend(in:A[1][0], in:B[0][0], inout:B[0][1])

GEMM(A[1][0], B[0][0], B[0][1])

...
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Hierarchical task graphs

In StarPU
• Explicit data registration
• Recursive partitioning
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Hierarchical task graphs

In StarPU
• Explicit data registration
• Recursive partitioning

Partition Unpartition
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Hierarchical task graphs

In StarPU
• Explicit data registration
• Recursive partitioning

Partition Unpartition

Partition Unpartition
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Hierarchical task graphs

In StarPU
• Explicit data registration
• Recursive partitioning

Partition Unpartition

Partition Unpartition Partition Unpartition
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Hierarchical task graphs

In StarPU
• Explicit data registration
• Recursive partitioning

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

85

Hierarchical task graphs

In StarPU
• Multi-level data coherency, among CPUs-GPUs-disk
• Enables seamless recursive tasks
• More details in Gwenolé Lucas’ talk Thursday 14:40
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Hierarchical task graphs

Multi-level data coherency
• Synchronization pseudo-tasks

• Only when needed

• Result is exactly as appropriate
→ Just split at will!
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Hierarchical task graphs

Multi-level data coherency
• Synchronization pseudo-tasks

• Only when needed

• Result is exactly as appropriate
→ Just split at will!
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Dividing tasks

No extra synchronization
→ Can consider task graph subdivision as a tree

POTRF

Recursion
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Dividing tasks

No extra synchronization
→ Can consider task graph subdivision as a tree

POTRF

POTRF TRSM SYRK POTRF

Recursion
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Dividing tasks

No extra synchronization
→ Can consider task graph subdivision as a tree

SYRK

POTRF

POTRF TRSM SYRK POTRF

POTRF TRSM POTRF TRSM TRSM TRSMGEMM TRSMGEMM

Recursion

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

91

Dividing tasks

No extra synchronization
→ Can consider task graph subdivision as a tree
→ Decide at will where and when to stop recursing

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

92

Opportunities
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Opportunities

GPU / CPU efficiency management
• Stop recursing at desired tile size
• Care for latency of the task graph critical path

GPU

CPU

https://starpu.gitlabpages.inria.fr/
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Opportunities

Parallel submission
• Unroll the graph in parallel
• While one PU is computing the first task

https://starpu.gitlabpages.inria.fr/
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Opportunities

Delay unrolling
• Observe behavior before unrolling the rest accordingly
• Decorrelate submission and execution

https://starpu.gitlabpages.inria.fr/


                      https://starpu.gitlabpages.inria.fr/

96

Opportunities

Delay unrolling
• Observe behavior before unrolling the rest accordingly
• Decorrelate submission and execution
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Opportunities

Scaling at large
• Master unrolls higher recursion levels, schedules result
• Slaves unroll the rest
• Master still contention point

Master

Slave 0 Slave 1
Slave 2 Slave 3

https://starpu.gitlabpages.inria.fr/
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Opportunities

Scaling at large
• All nodes unroll higher recursion levels, determine task mapping
• Nodes unroll their own remaining recursion
• Network communication

quite coarse
→ Spurious synchronizations All

Node 0 Node 1
Node 2 Node 3

https://starpu.gitlabpages.inria.fr/
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Opportunities

Scaling at large
• All nodes unroll higher recursion levels, determine task mapping
• Nodes unroll their own remaining recursion
• Network communication

at finer grain
• Fine-grain enough

vs overhead?

All

Node 0 Node 1
Node 2 Node 3

https://starpu.gitlabpages.inria.fr/
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Opportunities

Scheduling at large
• High-level global task graph scheduling, e.g. mapping, critical path
• High-level local task graph scheduling, e.g. memory-based ordering
• O(N2) or even O(N3) not that costly

Global

Local Local Local Local

https://starpu.gitlabpages.inria.fr/
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Opportunities

• Computation efficiency
• Scaling at large
• Scheduling at large

NumPEx PEPR project

https://starpu.gitlabpages.inria.fr/
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NumPEx project

Building a national ecosystem for the future exaflops machine 
hosted in France
• Facilitate conception, deployment, and monitoring of composite 

applications at large scale
• Efficiently exploit a heterogeneous architecture with many 

accelerators
• Control the energy envelope

80 teams in France

Maths/computation/data

Applications/demonstrators

NumPEx contributors

https://starpu.gitlabpages.inria.fr/
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NumPEx project

PC1-ExaMA

PC2-ExaSoft

PC3-ExaDost

PC5-ExaDIP

PC4-ExaAToW

Methods/Algorithms
for the Exascale

HPC softwares/tools
for the Exascale

Data-oriented 
softwares/tools
for the Exascale

Architectures/tools for
large-scale workflows

Application co-design
Integration and 

productivity

104

A Software Forge

Integration and 
productivity

https://starpu.gitlabpages.inria.fr/
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NumPEx project
Application

Numerical/
AI

Libraries
Decomposition,
mapping tools

IO, storage, 
data

Resource Arbitration

Just-In-Time 
compilers

Communication 
Libraries

Runtime 
Systems

Parallel Compilers

MEM

CPU CPU

MEM

CPU CPU NICGPU

GPU Storage

Simulation Core Data Analytics, 
Visualization, AI

PC2-ExaSoft
• Holistic approach

• Contribute to a sound, 
consistent software stack

• Most components should fit 
together!

• Bridge the gap between 
existing 
languages/software/tools

• Integrate state-of-the-art 
research results

• Demonstrate relevance on 
representative applications

• WP3 : Runtime Systems at 
Exascale

https://starpu.gitlabpages.inria.fr/
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Conclusion

• Programming large systems requires abstraction
• Recursive applications are there
• Hierarchical task graphs seems an opportunity for

• Controlling task size
• Controlling task submission
• High-level task graph scheduling

https://starpu.gitlabpages.inria.fr/
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• History
• Started in 2008

– PhD Thesis of Cédric Augonnet
• StarPU main core ≈ 70k lines of code
• Written in C

• Open Source
• Released under LGPL
• Sources freely available

– git repository and nightly tarballs
– See https://starpu.gitlabpages.inria.fr/

• Open to external contributors

• [HPPC'08]
• [Europar'09] – [CCPE'11],... >1500 citations

The StarPU runtime system
Development context
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Features

• C, OpenMP, OpenCL APIs
• CPUs, GPUs, Phi
• Advanced task mapping & scheduling
• Optimized data transfers
• Cluster Support through MPI
• Out-Of-Core support
• Simulation support
• Performance analysis tools

https://starpu.gitlabpages.inria.fr/
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Task-based programming actually makes things easier!
• QR-Mumps (sparse linear algebra)

• Non-task version: only 1D decomposition
• Task version: 2D decomposition, flurry of parallelism

– With seamless memory control

• H-Matrices (compressed linear algebra, AirBus)
• Out-of-core support

– Could run cases unachievable before
– e.g. 1600 GB matrix with 256 GB memory

• Shipped to AirBus customers

• Implemented CFD, FMM, CG, stencils, …

The StarPU runtime system
Success stories
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• Supported architectures
• Multicore CPUs (x86, PPC, ...)
• NVIDIA GPUs
• OpenCL devices (eg. AMD cards)
• HIP
• FPGA (ongoing)
• Old Intel Xeon Phi (MIC), SCC, Kalray MPPA, Cell (decommissioned)

• Supported Operating Systems
• Linux
• Mac OS
• Windows

The StarPU runtime system
Supported platforms

https://starpu.gitlabpages.inria.fr/
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Applications on top of StarPU

Using CPUs, GPUs, distributed, out of core, ...
• Dense linear algebra

• Cholesky, QR, LU, ... : Chameleon (based on Plasma/Magma)

• Sparse linear algebra
• QR_MUMPS
• PaStiX

• Compressed linear algebra
• BLR, h-matrices

• Fast Multipole Method
• ScalFMM

• Conjugate Gradient
• Other programming models : Data flow, skeletons

• SignalPU, SkePU

• ...

https://starpu.gitlabpages.inria.fr/

