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Does multi-actuator vibrotactile feedback within tangible objects enrich VR manipulation?

Pierre-Antoine Cabaret†, Thomas Howard†, Guillaume Gicquel, Claudio Pacchierotti, Marie Babel and Maud Marchal

Abstract—Rich, informative and realistic haptic feedback is key to enhancing Virtual Reality (VR) manipulation. Tangible objects provide convincing grasping and manipulation interactions with haptic feedback of e.g., shape, mass and texture properties. But these properties are static, and cannot respond to interactions in the virtual environment. On the other hand, vibrotactile feedback provides the opportunity for delivering dynamic cues rendering many different contact properties, such as impacts, object vibrations or textures. Handheld objects or controllers in VR are usually restricted to vibrating in a monolithic fashion. In this paper, we investigate how spatializing vibrotactile cues within handheld tangibles could enable a wider range of sensations and interactions. We conduct a set of perception studies, investigating the extent to which spatialization of vibrotactile feedback within tangible objects is possible as well as the benefits of proposed rendering schemes leveraging multiple actuators in VR. Results show that vibrotactile cues from localized actuators can be discriminated and are beneficial for certain rendering schemes.

Index Terms—Haptics, Vibrotactile, Tangible, VR, Manipulation

1 INTRODUCTION

In Virtual Reality (VR), haptic feedback is desirable to explore, grasp, and manipulate virtual objects. It has been shown to improve user performance, perceived realism [1], and user immersion [2]. Haptic feedback for VR is often focused on single specific interactions or sensations [1], and the design of devices capable of rendering rich and realistic touch in a variety of interactions is a relatively recent development in the field [3]. In this paper, we investigate the use of mixed localized vibrotactile and tangible haptic feedback for object manipulation interactions in VR (see Figure 1).

Without some form of actuation, tangible props are limited to static physical properties and thus can neither render a wide range of virtual object physical properties, nor properties of contact with other virtual elements felt through a grasped virtual object or tool. Conversely, vibrotactile feedback (VF), can be used to render a range of sensations going from simple contact [4] to texture properties [5]. However, this type of haptic feedback suffers from two major drawbacks. The first one is that vibrotactile actuators (hereafter referred to as vibrotactors) are usually mounted in permanent contact with the user’s skin, introducing unwanted sensations of contact independent of the virtual contacts. The second is that while tactile feedback devices are capable of providing cues indicating the onset of virtual contacts, they put up no physical resistance to user motions, introducing potential mismatches between a user’s tactile and kinesthetic perception during interaction [6]. This paper explores the possibilities for enhancing VR manipulation by incorporating vibrotactile feedback into tangible objects (see Figure 1). Our contributions are:

- Three perception studies exploring the feasibility and benefit of localized vibrotactile feedback within a tangible object (section 3).
- The design of mixed haptic rendering schemes for virtual object and contact properties (section 4), validated by a set of human subject studies (section 5) and demonstrated by use-cases in VR (subsection 5.5). These properties cover contact, impacts, macroscopic texture and roughness, object contents, and the sensation of handling vibrating or pulsating objects.

2 RELATED WORK

2.1 Mixed haptics for VR interaction

There has been a recent push towards mixing multiple haptic actuators into single devices to support VR interaction [3]. This development is driven by the fact that rich haptic interaction relies on conveying multiple physical properties of virtual objects, while human haptic perception relies on multiple interconnected sub-modalities each reliant on specific cutaneous and kinesthetic receptors [7].

In this context, vibrotactile feedback has been combined with grounded force-feedback (GFF) [8] and handheld force-feedback [9], [10] devices, to render properties such as stiffness, hardness, and surface texture. Vibrotactors have also been combined with other tactile actuators delivering skin-stretch [9], [11], [12], [13], squeeze [11], [13], [14], thermal [15], [16], [17] and electrotactile [12], [15] cues. These combinations have been investigated in grounded tactile interfaces [16], handheld tactile and force-feedback devices [9], [10], [18] and wearables for the hand [12], [15],
Or props [48, 36], however, localized vibrotactile feedback (vibrates [34]) delivered by permanently held end-effectors has been explored, e.g., in tangible user interfaces (TUI) [31], but less so in VR. Here, similarly to recent work by Cabaret et al. embedded vibrotactors in a tangible object in VR, focusing on VF for virtual impacts occurring outside the hand [33]. This motivates our investigation into additional possibilities provided by localized VF to modulate the perceived properties of freely manipulated tangible objects.

2.2 Tangible haptics for object manipulation in VR

Rendering making and breaking of contact is a key feature in enabling haptic exploration and direct manipulation of virtual objects. Arguably, the most effective way to achieve this is by a haptic interface actually making and breaking contact with a user’s skin. This can be done by using tangible props representing virtual objects (i.e. passive haptics).

Passive haptics relies on superimposing virtual objects with standalone tangible objects (e.g., [19], [20]). Without adding much complexity to the system, tangibles enable natural object manipulations in VR and provide shape and other physical sensations (e.g., weight, stiffness). They only require adequate tracking of the props [21] or prior calibration and VE modelling [22] combined with tracking of the user. Yet, passive haptics can become unwieldy for representing complex VEs because each virtual object requires its own tangible counterpart. Furthermore, passive haptics cannot adapt to virtual objects which evolve within a VE, or to changing VEs [23].

To counter these limitations, internally actuated tangible props have been investigated for delivering ungrounded force feedback in VR manipulation (e.g., [24], [25], [26]). Beyond this, tangibles have also been combined with GFF devices [27] and ETHDs [28], [29], [30]. These hybrid solutions limit the number of distinct tangible objects required to represent a VE while simultaneously allowing the tangibles’ haptic properties to interactively evolve.

2.3 Mixing vibrotactile feedback and tangible haptics

Incorporating vibrotactors into tangible objects to widen the scope of interaction is a concept that has extensively been explored, e.g., in tangible user interfaces (TUI) [31], [32] but less so in VR. Here, similarly to recent work by Cabaret et al. [33], we propose to apply this idea to VR and to explore potential benefits to interaction. Vibrotactile feedback in grasps that use fixed devices in VR has thus far been limited to monolithic vibrotactile feedback (i.e. the entire object vibrates [34]) delivered by permanently held end-effectors in GFF devices [35] or permanently handheld controllers or props [18], [36]. However, localized vibrotactile feedback has been shown effective in conveying spatial information when used in wearable [34], [37], [38] and surface [39] haptics. Cabaret et al. embedded vibrotactors in a tangible object in VR, focusing on VF for virtual impacts occurring outside the hand [33]. This motivates our investigation into additional possibilities provided by localized VF to modulate the perceived properties of freely manipulated tangible objects.

2.4 Vibrotactile rendering

The simplest application of vibrotactile feedback lies in rendering vibrating virtual objects (e.g., [35]). Vibrotactors have also been successfully used to render contacts with virtual objects [4], [40]. As a consequence, they can indirectly represent shape and size, when cues are triggered by onset of contacts between the virtual hand and object (e.g., [41]). VF delivered in this manner was shown to improve user presence and task performance in VR object manipulation and identification tasks [42].

Impacts with virtual objects [38] are usually rendered in a model-based approach, using exponentially decaying sinusoidal vibrations [43], [44] whose parameters can be adjusted to render different virtual object materials [44]. Garcia-Valle et al. demonstrated that VF of collisions enhances the realism of VR serious games [45]. Interaction forces can be rendered by VF by varying a vibration parameter (usually amplitude) proportionally to the reaction forces encountered in a VE [46], [47]. Vibrotactile force feedback has also been applied to render virtual object stiffness. Kildal et al. simulated varying stiffness of a TUI’s prop pinched between the fingers through integrated VF [31]. A similar principle was applied in VR by Maerger et al. using finger-mounted wearables [48]. In an alternative approach, asymmetric vibrations have been shown to induce illusions of directional forces acting on the skin (e.g., [49]).

VF is a prime candidate for rendering textures. Texture can be categorized into macro texture (i.e. bumps, surface waviness) and micro texture (roughness) [50]. Macro and micro texture are thought to be primarily mediated by spatial and vibrational cues respectively [51]. Roughness rendering interlinks with the concept of surface friction rendering because the phenomena are physically linked, although perceptually these properties are often considered independent due to the importance of lateral skin stretch in friction perception [50], [52]. Regardless, vibrotactile cues are key components of haptic perception for both roughness [53], [54] and to some extent friction [50]. VF can thus effectively
be applied for both. Macro texture is usually rendered as a series of impacts depending on exploration velocity, texture geometry and applied force [44]. Micro texture rendering has been attempted with model-based approaches [10], [44], [55] as well as data-driven approaches [5], [56]. Model-based approaches are often computationally intensive, and thus require simplifications that compromise realism or simply do not function in real-time VR [8]. Among data-driven approaches, the Penn Haptic Texture Toolkit [5] is an open-source model for procedurally generating VF. We incorporated it into our system and discuss it in subsection 4.4.

Some of the vibrotactile rendering schemes discussed above have already been implemented in immersive VR [38], [48]. However, most vibrotactile rendering schemes from the literature have yet to be demonstrated in this setting. Also, a majority of the work on vibrotactile rendering presented here was conducted with VF as the only source of haptic information, and presented in a monolithic manner.

3 Localized Vibrotactile Feedback

To determine whether localized vibrotactile feedback is a functional and useful complement to tangible haptics in VR manipulations, we begin by investigating how spatialized VF cues within a handheld tangible object are perceived. Here, we detail our prototype design, followed by three user studies assessing whether multiple vibrotactors can provide both monolithic and localized VF, discrimination performance between different localized VF cues, and finally localization performance for VF cues.

3.1 Design

3.1.1 System design

For our prototype and investigations, we used spherical tangible objects into which we embedded multiple voice-coil actuators (see Figure 2). We empirically determined that a 70mm sphere diameter allowed consistent grasping across many different hand morphologies, and thus chose this diameter for our tangible spheres. Our analyses looked into the effects of hand sizes in each of the presented experiments but no significant effects were found.

Fig. 2. (A) Prototype tangible sphere containing 3 actuators: the lateral actuators enable localized VF while the central actuator enables monolithic VF for comparison. (B) Prototype tangible sphere containing 5 actuators arranged so that each is located directly beneath a fingertip during grasping. (C) Close-up of a user holding a vibrotactile tangible.

The actuators integrated into the device were Actronika’s HapCoil-One voice coil actuators. We chose these actuators despite their rather large form factor and mass because they are able to generate high-bandwidth and arbitrary waveforms with significant intensities, making them ideal for rendering a wide range of sensations [34].

The actuators were driven using audio signals from a USB 7.1 surround sound card (see Figure 3-B). The voltage from the sound card’s audio output was insufficient to drive the vibrotactors, so we used TPA3116D2 dual-channel amplifiers (see Figure 3-B) powered by external 5V power supply units to drive the actuators in pairs. A calibration step was performed to adjust the amplifier gains in order to ensure they produced an equal voltage output amplitude for a given input signal from the sound card. To do this, we connected each amplifier output to an oscilloscope and played back an identical signal on loop, adjusting the gain until the target output acceleration of 2.5g was reached. We assumed that since all actuators used are identical, they also should have a similar response. These values were empirically found to be perceptible, differentiable and comfortable.

All VF stimuli for the experiments were generated with Syntacts [57], an open-source software created specifically for audio-based haptics. This software offers a library of waveforms and modifiers to design haptic cues and provides precise control over latency. A Unity package is available for Syntacts, simplifying its integration within our system. Since this approach is not capable of generating procedural signals from scripts, we used the Unity audio engine for interactions requiring procedural signal generation, i.e. rendering texture roughness (see subsection 4.4).

3.1.2 Experimental setup design

Our first two experiments were dedicated to the use of a pair of localized vibrotactors, as this constitutes the basic building block for multi-actuator spatialization (see Figure 2-A). The third experiment used a sphere fitted with one actuator under each finger, for 5 actuators in total (see Figure 2-B).

All experiments were conducted in VR. The user viewed the VE simulated in Unity3D through an HTC Vive VR headset (see Figure 3-A). A tracker was placed either on the back of the hand or on the forearm, thus leaving the volar face of the hand free of any obstruction or unwanted haptic stimuli. Information from the tracker served to reproduce movements of the user’s hand onto the virtual hand while simultaneously providing information about the physical location of the tangible object. During all three experiments, participants used a Vive controller held in their non-dominant hand to answer experimental questions (see...
Figure 4). White noise was played throughout all experiments to mask any sound from the actuators that could bias subject responses. Written informed consent was provided by all participants prior to each experiment. Approval of experimental procedures and protocols was granted by Inria.

3.2 Effectiveness of multi-actuator VF

3.2.1 Research question and hypotheses

To determine whether spatializing VF within a tangible object using multiple actuators is possible, we performed an initial experiment using the sphere fitted with 3 vibration actuators (see Figure 2-A). Specifically, we sought to determine whether in this simplest implementation, localized cues are discriminable from one another, as well as from monolithic vibrations of the tangible. A well-documented phenomenon in vibrotactile feedback using multiple actuators is the phantom sensation [58] or “funneling illusion” [59] wherein two distinct points of vibrotactile stimulation can be perceived as a single vibrotactile stimulus presented at an intermediary location. Because of this, we also aimed to assess whether monolithic single-actuator vibrations of the tangible object could be replaced by multiple localized vibrotactors symmetrically placed around the object and providing simultaneous stimuli at equal amplitudes. Finally, we sought to assess to what extent results are dependent on the stimulus waveform.

Our hypotheses were the following: (H1) Localized cues (played on P or T actuators) are distinguishable from one another, regardless of the cue waveform; (H2) Localized cues are distinguishable from perceptually amplitude-matched monolithic cues (played on the M actuator), regardless of the cue waveform; (H3) Monolithic cues can be simulated by simultaneously triggering symmetrically arranged localized actuators with equal-amplitude cues, regardless of the cue waveform.

3.2.2 Materials and methods

To investigate these questions, we performed a user study involving 16 participants (8F, 8M, all right-handed, ages 21-52 (M=26.9, SD=8.8)), following an oddball procedure. Participants were recruited in the lab, 12 of them having some experience with haptics. Using the apparatus described in subsection 3.1 above, participants held the spherical tangible in their dominant hand such that the lateral actuators were located respectively between the thumb and index (actuator location T) and below the pinkie (actuator location P). Visible markings on the sphere allowed the experimenter to ensure that the subject’s hand was correctly positioned.

Stimuli were one of the three representative waveforms (see also Figure 5):

- **Impact (I)**: a 150ms-long 100Hz exponentially decaying sinusoid (see e.g., subsection 4.2 on impact rendering for an example of use),
- **Noise (N)**: 300ms of white noise (see e.g., subsection 4.4 on texture rendering),
- **Sine (S)**: 300ms of a pure sine wave (see e.g., subsection 4.5 on rendering liquid contents).

We considered four stimulus locations (see Figure 4):

- **Thumb (T)**: Only the vibrotactor on the thumb side of the hand (localized)
- **Pinkie (P)**: Only the vibrotactor on the pinkie side of the hand (localized)
- **Monolithic (M)**: Only the vibrotactor at the center of the object (monolithic)
- **“Pseudo-monolithic” (PM)**: Both thumb- and pinkie-side actuators simultaneously (i.e. monolithic simulated with localized actuators).

Each trial consisted of a sequence of three stimuli of the same waveform, two of which had identical locations and one which had a different location from the others (the oddball, randomly positioned in the sequence). Stimuli were presented in sequence with a 1s pause between them, after which the subject was asked which stimulus felt most different. Using the controller held in their non-dominant hand, participants responded by choosing one of three options (first, second, last) presented as a menu in the VE. In a prior pilot study, stimulus intensities for each type and location were perceptually matched between one another to avoid bias due to unequal perceived stimulus amplitudes.

The experiment was divided into three blocks according to the cue waveform. Within each block, participants were provided with all possible stimulus location combinations (12 possibilities) for all possible oddball positions in the sequence (3 possibilities) in a fully randomized order (i.e. 36 trials per block).

3.2.3 Results

We calculated the oddball correct identification rates for the 6 possible location pairs, for each of the 3 stimulus waveforms (see Table 1).

Oddball identification rates were not normally distributed (Shapiro-Wilk normality tests). In all cases, they were found to be significantly above chance levels (one-sample Wilcoxon signed-rank tests). Stimuli on the lateral actuators (T/P) were correctly differentiated more than 83% of the time for all waveforms. Except for the N waveform,
the same was the case for differentiation between the localized (T or P) and monolithic (M) actuator locations. The lateral actuator locations were more often confused with the pseudo-monolithic (PM) rendering, but performances were still above chance. Finally, the monolithic (M) and pseudo-monolithic (PM) rendering was often confused, but discrimination rates were still above chance.

We used a generalized linear mixed model to study participants responses with respect to the waveform, the pair of stimulus locations used and the position of the Oddball. Participants were considered as a random effect in the model. Analysis of deviance of the answers showed significant effects of the waveform, location and the oddball position (p < 0.001). We did not find any significant interaction effects between the waveform and the stimulus locations. We performed a post-hoc analysis on the different conditions using a Tukey test adapted to the logistic generalized regression model. Trials where the oddball was presented first had higher correct answer rates compared to when the oddball was in second (Z = 4.02, p < 0.001) or third position (Z = 3.14, p = 0.005). This indicates the task was likely cognitively easier when the oddball came first, however given that the proportion of trials where the oddball came first was identical for all Waveform and Location pair conditions, it is unlikely to affect our conclusions. Correct answer rates were significantly higher when the Sine waveform was used compared to Impact (Z = −3.38, p = 0.002) and Noise (Z = −2.56, p = 0.028). Participants had a significantly lower rate of correct answers for M/PM compared to all other pairs of stimuli except P/PM (p < 0.001), as well as for P/PM compared to T/P and M/P (p < 0.001).

3.2.4 Discussion

H1 is clearly supported, as trials combining T and P as the standard and oddball (and vice-versa) yield a very high rate of correct answers, regardless of the cue type. H2 is also strongly supported, with trials respectively combining T or P and M as the standard and oddball (and vice-versa) also yield correct identification rates significantly above chance levels, for all three cue types.

H3 however is not supported. Despite discrimination rates between M and PM being among the lowest for all stimuli, these discrimination rates are still significantly above chance, indicating that PM yields a different sensation to M. While this does not conclusively prove that PM is unusable to provide the sensation of a central monolithic vibration of the object, caution should be exercised when considering substituting M with PM. Furthermore, for impact cues, confusion rates for T and PM as well as between P and PM are significantly higher than between those T and M and P and M respectively. This is likely due to an effect of stimulus duration on discrimination ability.

It is therefore sensible to conclude that spatializing stimuli within a hand-held object is possible using a multi-actuator approach, as cues from localized actuators are readily distinguishable from one another and localized cues are markedly different from monolithic cues. This effect also seems robust to large variations in the stimulus waveforms.

However, it appears that for situations where both monolithic feedback and localized feedback are required, “simulating” monolithic feedback by simultaneously triggering multiple localized actuators may not be a functional alternative. Thus, it is likely that additional actuators may be required in such cases.

3.3 Discrimination between localized VF cues

3.3.1 Research question and hypotheses

We hypothesize that when using localized VF, varying the amplitude distribution across the actuators at the T and P locations (see subsubsection 3.2.2) could yield an impression of the stimulus location moving from side to side. This idea is based on the “funneling illusion” [58], [59] previously discussed in subsubsection 3.2.1. To assess the potential effectiveness of this approach, we conduct an experiment aiming to calculate the just-noticeable-difference (JND) in stimulus location based on the balance of actuator amplitudes when a stimulus is simultaneously played on two opposing lateral actuators. Given the difficulty in discriminating between impact stimuli played on a single localized actuator and those played simultaneously on two actuators in the previous experiments (See T/PM and P/PM columns in Table 1), we expect any potentially occurring funneling illusion to be waveform-dependent.

Our hypotheses are the following: (H4) Varying the amplitude balance will lead to the impression of the resulting stimulus being located more towards one side or the other, regardless of the stimulus type. (H5) JNDs for the waveforms N and S will be lower than for T (i.e. more “location levels” will be discernible).

3.3.2 Materials and methods

To investigate this, we varied the amplitude distribution \( R = A_T - A_P, R \in [-1; 1] \) between both lateral actuators (T and P locations) whose amplitude is respectively noted \( A_T \) and \( A_P \).

We used a two-alternative forced choice (2AFC) procedure based on the method of constant stimuli. In each trial, participants were presented a reference stimulus with R=0 (equal amplitude on both actuators) and a test stimulus with R chosen from one of 21 possible levels (0.1 increments

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Impact</td>
</tr>
<tr>
<td>T/P</td>
</tr>
<tr>
<td>T/M</td>
</tr>
<tr>
<td>P/M</td>
</tr>
<tr>
<td>M/PM</td>
</tr>
<tr>
<td>T/PM</td>
</tr>
<tr>
<td>P/PM</td>
</tr>
<tr>
<td>Noise N</td>
</tr>
<tr>
<td>0.833*</td>
</tr>
<tr>
<td>0.667*</td>
</tr>
<tr>
<td>0.537*</td>
</tr>
<tr>
<td>0.667*</td>
</tr>
<tr>
<td>Sine S</td>
</tr>
<tr>
<td>0.833*</td>
</tr>
<tr>
<td>0.667*</td>
</tr>
</tbody>
</table>

(*) indicates the median rate significantly differs from chance level (0.33) (Wilcoxon signed-rank test: 95%-confidence intervals (CI) for the median, p-value and effect size are shown below).
in \( R \in [-1; 1] \). They were asked whether the test felt positioned more towards the thumb or towards the pinkie, compared to the reference. The order of test and reference stimuli was randomized within trials. We considered the same set of representative stimulus waveforms and controlled grasp position as in subsection 3.2.2.

The same group of 16 participants (8F, 8M, all right-handed, ages 21-52 (M=26.9, SD=8.8)) took part in the experiment, following the first one. They performed three blocks of 84 trials (4 repeats per value of R), with each block corresponding to one of the three stimulus types, N or S (see subsection 3.2.2). The order of blocks was counterbalanced across participants. Trial order within blocks was fully random.

After the experiment, participants filled out a short questionnaire assessing their fatigue, perceived task difficulty and performance, and asking them to estimate the number of actuators inside the tangible sphere.

### 3.3.3 Results

We plotted the proportion of “Test stimulus more towards the pinkie” responses against the amplitude balance \( R \) (\( R = 1 \) indicated a stimulus played entirely on the pinkie-side actuator \( P \)) in Figure 6. We fit cumulative Gaussian distributions to each subject’s data to obtain psychometric functions, from which we derive the 75%-JND.

Poor performance for the impact (I) stimulus prevented us from computing 75%-JNDs for all participants. For the N and S stimuli, mean JNDs were found at 0.27 (Med: 0.26, IQR: 0.12-0.41) and 0.42 (Med: 0.27, IQR: 0.22-0.53) respectively. Individual JNDs were not normally distributed (Shapiro-Wilk tests), and a non-parametric Friedman test showed no significant difference between the JND distributions for \( N \) and \( S \) (\( W = 0.14, p = 0.13 \)).

**Fig. 6.** Psychometric functions for each cue type. Individual functions are shown in green and the mean psychometric function in blue. Dark red bars show the median JND, surrounded by areas respectively marking the interquartile range and full range of individuals’ JNDs in increasingly lighter shades of red.

### 3.3.4 Discussion

When looking at subject performances for \( R = 1 \) or \( R = -1 \), we note that the results appear coherent with data for the P/PM and T/PM location pairs from subsection 3.2.

H4 is not supported, as for I the effect is minimal and insufficient to calculate a 75%-JND value. It appears that the stimuli with longer durations (N and S) are better suited to achieving the desired effect, since they both allow approx. 7 virtual stimulus locations to be rendered by varying the amplitude balance, while I allows 2 to 3 locations to be rendered. H5 is therefore also supported. On average, questionnaires showed that participants estimated that the tangible sphere contained between 4 and 5 actuators (min: 1; max: 9). This confirms that varying \( R \) often yielded the illusion of a change of stimulus location within the object which is coherent with the calculated discriminable locations.

This means that for applications relying on longer stimuli, it seems reasonable to count on the funneling effect to use a minimal number of actuators to provide a localized sensation. In our case, this translates to 2 actuators possibly providing up to 7 discriminable virtual vibration locations within the sphere. For applications relying on shorter stimuli (e.g., impacts) where more than 3 distinct perceived vibration locations are desired, it seems that more actuators would be required.

### 3.4 Vibrotactor location identification

#### 3.4.1 Research question and hypotheses

The goal of the present experiment was to assess the ability of participants to determine the location of one among many vibrotactors used alone inside spherical tangible object, as well as possible effects of stimulus intensity on location discrimination performance. Prior experiments showed that approaches with many actuators may be particularly relevant to use-cases involving short stimuli (see subsection 3.3). With the design of vibrotactile tangibles discussed in subsection 3.1.1, the actuators are not mechanically isolated from one another in any particular way. Therefore vibrations from one actuator may propagate throughout the object, stimulating the whole hand. This may prove problematic in the context of using many localized actuators to render short stimuli.

Because of the similar results observed for S and N stimuli in both previous experiments, we omitted the sine stimuli and chose to focus on impact stimuli at two different frequencies as well as noise stimuli for the present experiment. Our first hypothesis is (H6): Stimulus waveform may affect location discrimination accuracy.

Tactile sensitivity varies across the hand. For example, the best vibrotactile acuity (in the millimeter range) is observed on the volar face of the fingers [60], [61], against ranges going up to a few centimeters on the palm [62]. Thus, it seems reasonable to assume that actuator location with respect to the hand may affect location discrimination, leading us to hypothesize (H7): Stimulus locations relative to the hand will affect location discrimination accuracy.

We suppose that intensity is a major factor in discriminating the location of a vibrotactor, and thus hypothesize (H8): Stimulus intensity will affect location discrimination accuracy.

#### 3.4.2 Materials and methods

This experiment used the spherical tangible capable of holding 5 vibrotactors (see Figure 2-B). The vibrotactors are
located beneath each finger, in what we hypothesize is the best-case scenario for vibration source location discrimination as stimuli are generated close to the fingertips, i.e. the most sensitive part of the hand [60], [61], [63]. Markings on the surface of the sphere allowed the experimenter to ensure participants’ fingers were properly placed above the actuators.

We considered three experimental variables:

- **Wav** - The impact stimulus waveform (White noise, 50Hz exponentially decaying sine or 100Hz exponentially decaying sine).
- **Pos** - The pair of reference and comparison stimulus locations on the fingers.
- **Lvl** - The stimulus intensity level (weak or strong).

The weak intensities were chosen as the lowest mean intensity at which 100% of participants could detect a stimulus, as determined in a prior pilot study. The strong intensity was chosen as 10 times the weak intensity level.

The experiment involved 18 right-handed participants (13 M, 5 F; ages 21-33 (M=24.3, SD=3.8)).

### 3.4.3 Procedure

Participants performed a series of trials during which vibrations were played on a random actuator, after which they were asked to indicate where they felt the vibration using a continuous circular slider representing the tangible sphere (see Figure 7).

![Image of a circular slider](Image)

**Fig. 7.** Location discrimination experiment: After a vibration, the subject must locate it within their hand using an on-screen circular slider.

The experiment was divided into three blocks. Each block used a different type of stimulus played for 0.3 seconds: an exponentially decaying sinusoid at 50Hz, another at 100Hz or white noise. Each one of the 25 ordered pairs of stimulus locations inside the sphere was repeated three times, but at each of the two possible intensity levels for Lvl, for a total of 150 trials in each block. All conditions were balanced between participants to avoid any order effects. Participants’ responses (i.e. slider position values) were collected for each trial.

The sphere having a circumference of 22cm, we measure localization error mean localization errors ranging from -11cm to 11cm. Negative error values indicate a bias in the opposite direction (see Figure 7). The mean distance between finger pairs on the circular response slider was 3cm. In the following, we label the actuator positions as Th (Thumb), In (Index), Mi (Middle finger), Ri (Ring finger) and Pi (Pinkie) (see Figure 7).

### 3.4.4 Results

We used a linear mixed model on the collected data with respect to the three conditions (Wav, Pos and Lvl) to study participant responses with respect to the stimuli. Participants were considered as a random effect in the model.

Measures of mean location discrimination errors are reported in Table 2. An analysis of deviance for the slider position answer showed a significant effect on the Pos condition ($p < 0.001$). We did not find any significant effect for Lvl ($p = 0.29$) and Wav ($p = 0.45$). However, we observed an interaction effect between Lvl and Pos ($p < 0.001$). We performed a post-hoc analysis on the different conditions using a Tukey test adapted to the logistic generalized regression model. Regarding Pos, we found a significant effect between all the locations ($p < 0.001$), except between the Th and the In locations ($p = 0.56$) as well as between the Th and Ri location ($p = 0.13$) on the other side.

<table>
<thead>
<tr>
<th>Mean error ± SD</th>
<th>Th</th>
<th>In</th>
<th>Mi</th>
<th>Ri</th>
<th>Pi</th>
</tr>
</thead>
<tbody>
<tr>
<td>(cm along the circumference)</td>
<td>-1.3 ± 2.6</td>
<td>-1.5 ± 3.7</td>
<td>0.4 ± 2.4</td>
<td>0.2 ± 2.9</td>
<td>1.9 ± 1.6</td>
</tr>
</tbody>
</table>

**Table 2.** Mean error in localization of the vibration source.

### 3.4.5 Discussion

Participants were generally accurate in estimating the position of the vibration source, placing it within a single between-finger distance from its actual position. The spread of errors is similar across fingers except for the index and pinkie which show higher spreads indicative of a higher uncertainty in subject responses.

H6 was not verified as Wav did not affect localization errors. Our results tend to support H7, as localization error significantly varies with respect to stimulus position. Furthermore, we observe a bias towards localizing stimuli at Th and In more in the direction of the thumb whereas stimuli at Mi, Ri and Pi are localized more towards the pinkie. Localization error for Th and to a lesser extent In could partly be explained by vibrations propagating to the nearby thenar eminence, which could skew the perception of location towards the side of the thumb. H8 was not verified, as localization errors were unaffected by Lvl.

With respect to the design of vibrotactile tangibles, these results indicate that applications requiring fine vibration location rendering on the object surface could likely use upwards of 5 vibrotactors. However, space and adequate mechanical isolation rapidly become challenging with an increased number of vibrotactors.

### 4 Multi-Actuator Vibrotactile Rendering

Based on the literature on vibrotactile rendering presented in subsection 2.4, we implemented feedback for sensations arising from manipulating vibrating or pulsating objects, impacts between a hand-held object and the environment, textures of the environment and forces or impacts resulting from the contents of a manipulated container. The present section details the algorithms for each of these haptic effects and how they can leverage the potential offered by stimulus spatialization. An evaluation of the added benefit of spatialization is discussed in section 5. In the proposed VR interactions, we use the same system setup as previously described in subsection 3.1, with a spherical tangible object containing three built-in vibrotactors (at locations T, P and M). This allows each of the proposed rendering schemes to generate either localized (using actuators at locations T and P) or monolithic (using actuator location M) VF.
4.1 Vibrating and pulsating objects

Vibrotactile feedback can serve to render properties of manipulated objects themselves, in particular vibrations coming from an object held in hand (e.g., a motorized tool). In this case, there is no generally applicable rendering model as the vibrations depend on the object to be rendered.

Given that rendering object vibrations relies on prolonged sinusoidal stimuli (either pure sines or a superposition of sines), results from our prior experiments indicate that spatialization of these cues along an axis crossing the handheld object could be effective by continuously varying the balance of amplitudes between off-center vibrotactors (see subsection 3.3). In this manner, a virtual vibration source could be displayed more or less off center with respect to the position at which virtual object is grasped.

In addition to vibration, another phenomenon termed haptic beats [64] can be used to render pulsing virtual objects held in hand. This phenomenon occurs when two sine waves with a small difference in frequency are delivered to two separate but close locations on the skin, introducing a “beating” sensation. It is especially perceivable under the fingertips and the palm [64]. We reproduced this effect within the spherical end-effector by playing different frequency vibrations on two distinct vibrotactors. A similar but less marked effect arises when superimposing sinusoidal waveforms on a single actuator, allowing for a monolithic alternative.

4.2 Rendering impacts

When exploring a VE with their hand or interacting with the VE with a grasped object or tool, the user can impact virtual objects or surfaces, generating vibrations depending on impact location, speed and material of the objects involved. As discussed in subsection 2.4, vibrotactile impact rendering commonly uses an exponentially decaying sinusoidal model [43], [44]. The impact waveform used to generate the signal itself is defined by $x(t) = A(r)e^{-\beta t}\sin(\omega t)$, with $A$ the amplitude, a function of the impact velocity, and $\beta, \omega$ depending on the simulated material. Here, we used material parameters identified by Choi et al. [18] and Okamura et al. [44]. We consider two impact scenarios.

A. A small object held in the hand (e.g., a baseball) impacts another (e.g., a table). In this situation a uniform vibration is generated within the object, and the impact can be rendered either using a single monolithic actuator or multiple localized actuators delivering simultaneous equal-amplitude stimuli (“pseudo-monolithic” case described in subsection 3.2). Alternatively, the impact location may be precisely rendered by varying the balance of amplitudes between simultaneously activated localized actuators, as described in subsection 3.3.

B. A large object held in hand (e.g., a bat) impacts another one (e.g., a ball) away from the hand. In this case, the impact should produce more intense vibrations on the side towards which the impacts occurs. Thus, a straightforward approach consists in displaying the impact on the closest localized actuator. However, since impact waveform location discrimination is not as good as for other waveforms (see subsection 3.2 and subsection 3.3), it may also be sufficient to use a monolithic or pseudo-monolithic approach. This question is further addressed in section 5.

4.3 Macroscopic texture

As discussed in subsection 2.4, macroscopic texture features are mediated predominantly by spatial cues, and often rendered as a series of impacts as users scan the virtual surface. Since setting up a collider to trigger impacts for every bump of a textured surface is rather cumbersome, we opt for a simplified approach where textured surfaces were modeled by two parameters: distance between bumps and bump orientation. As the user dragged a sphere over the virtual surface, we compute the estimated frequency of impacts from the velocity at the contact and adjust the rate at which impact stimuli are triggered based on the result.

Just like impacts at the level of the hand (case A in subsection 4.2), macro texture can be rendered using a monolithic vibrotactor or a pseudo-monolithic substitute. However, we hypothesized that triggering the impact waveforms on the actuator located in the direction towards which the user is moving the handheld object across the surface may reinforce the illusion, in which case localized rendering would be beneficial.

4.4 Texture roughness

We chose to adapt the open-source Penn Haptic Texture Toolkit [5] to our needs in the present system. This toolkit follows a data-driven rendering approach based on real-world contact force and acceleration data during free exploration of textures. Each recorded texture is modeled as a collection of autoregressive processes stored in a Delaunay triangulation according to the scanning speed and normal force associated with them. At runtime, the speed of the user over the virtual texture is used to determine which models to interpolate. The resulting coefficients are used to generate the signals sampled at 10kHz for the actuators.

Since procedural generation of audio signals is not possible using Syntacts, we used the Unity audio engine, through which custom filters can be applied over an audio source. This however offers little control over the haptic rendering latency.

Texture roughness could be rendered using a monolithic actuator, however we hypothesize that similarly to macro texture, vibrations on the actuator located towards the direction of motion may also reinforce the illusion. We further investigated this idea in section 5.

4.5 Rendering contents of a grasped object

Previous interactions focused on rendering information about contacts and haptic exploration interactions. Vibrotactile feedback provided inside a tangible object can however also serve to enrich manipulation interactions by providing physical information on the manipulated object itself.

In this context, we explored rendering virtual contents of a grasped object, such as the movement of a liquid in a glass or the movement of dices shaken inside a cup. Rendering small objects such as dice or marbles inside a cup is done using the physics simulation of the Unity engine. For every impact between the object in hand (the “container”) and
an object within it (the “contents”), the distance between the impact location and the position of all actuators is calculated. The closest to the virtual impact is then selected to play the impact effect. A higher number of actuators would thus theoretically enable a higher resolution, within the limits of users’ ability to discriminate vibration locations (see subsubsection 3.4.1). We compare this spatialized approach to a simple monolithic rendering of solid content impacts, wherein the monolithic actuator is triggered every time the contents impact the container, in section 5.

To give the illusion of a fluid inside the object, we attach a virtual mass to the center of the virtual object with an underdamped spring, leading the mass to lag behind the object during movement and to oscillate when the movement stops. The amplitude of vibration displayed on each actuator is inversely proportional to the distance of the mass from said actuator, generating a sensation of motion between actuator locations. This approach can be seen as the vibrotactile equivalent to the purely mechanical rendering of fluids inside a tangible proposed by Sagheb et al. [24]. We compare this approach to monolithic rendering of fluids, wherein a central actuator’s stimulus amplitude is proportional to the lateral displacement of the mass away from the equilibrium point in section 5.

**5 Does localized VF provide a benefit over monolithic VF in certain interactions?**

### 5.1 Research questions and hypotheses

In this section, we investigate whether using multiple actuators for the rendering schemes discussed in section 4 provides added benefits over single-actuator monolithic feedback. We asked the same research question for each of the feedback schemes, i.e. whether users perceived the localized or monolithic stimuli provided as more coherent with the associated visual feedback.

Our hypotheses are the following: (H9) For pulsating objects (haptic beats), the stronger effect that is achievable by using two actuators rather than a superposition of waveforms on a single actuator will lead to the multi-actuator rendering being perceived as more coherent; (H10) For vibrating objects and impacts, the additional spatial information provided by localizing the VF towards the location of the virtual source of the vibration will lead to the combined visual and haptic feedback as being perceived as more coherent than monolithic VF; (H11) For cues generated in response to user motion (micro and macro texture, object contents), localizing the VF towards the direction of motion (of the handheld object or its contents) will reinforce the illusion of motion, leading to the feedback to be perceived as more coherent than monolithic VF.

### 5.2 Materials and methods

We determined the level at which $T$, $P$ and $PM$ vibrations were perceived at the same level as $M$ through a pilot experiment using a method of adjustment. For each stimulus type and location, participants adjusted the intensity until it perceptually matched that of a monolithic reference stimulus. We used the same sphere and controlled grasp position as in subsection 3.2.2.

To answer our main experimental question, we evaluated the subjective perception of 7 different types of haptic sensations. The experiment is a collection of 6 independent component experiments, each following a within-subject design. This makes up 6 blocks, each dealing with a specific type of haptic sensation (i.e. vibrating object, pulsating object, impacts, macro and micro texture, solid content, liquid content). The order of blocks was counterbalanced across participants using a Latin square design. Within each block, trials consisted in participants being presented with pairs of sensations (one monolithic and one localized). The collected data were participants’ subjective assessment of perceived coherence between visual and tactile stimuli in each condition, when asked in VR which one felt more coherent between what they saw (visual) and what they felt (tactile).

21 participants performed the experiment (8F, 13M, 20 right-handed, ages 22-33 ($M=24.6, SD=3.2$), 15 having some experience with haptics). Blocks contained 6 repetitions of each stimulus pair and the pair presentation order was counterbalanced across participants.

**Vibrating objects:** In the vibrating object block (Figure 8-A), participants held a virtual sphere with a visible eccentric rotating mass on either side. In each trial, one mass would spin while either the central monolithic actuator or the closest localized actuator played an associated vibration.

**Pulsating objects:** In the pulsating object block (Figure 8-B), participants held a sphere whose visual diameter periodically grew and shrunk at the specified pulse rate while...
a haptic beats effect was generated at the same rate. This beating effect was either generated by superimposing two different frequency sines on the monolithic actuator or by distributing each sine on one of the localized actuators.

**Textures:** In the textures block (Figure 8-C,D), the tangible sphere was fixed to a linear guide rail constraining its motion along one axis. Pairs of textured surfaces were displayed in front of the user, who was instructed to drag a virtual sphere across them. A visual guide was used to ensure consistency in hand motion speeds across all trials. The actuator location was switched between virtual surfaces, with playback occurring either on the monolithic central actuator or on the localized actuator to the side towards which motion occurred.

**Impacts:** In the impacts block (Figure 8-E), participants held a virtual stick extending symmetrically around the hand. An object would then fall and randomly impact the stick on one side. A corresponding vibration was either played on the monolithic actuator or on the localized actuator to the side of the virtual impact.

**Contents:** In the solid and liquid contents blocks (Figure 8-G,F), participants held a virtual transparent container with a visible marble inside. Participants were instructed to shake the container from side to side for 5 seconds. A ghost hand performing the desired motion was displayed to ensure consistency between trials. Corresponding VF was either played back from the monolithic actuator or using the pair of localized actuators as described in subsection 4.5.

### 5.3 Results

For each condition, we calculated the proportion of trials in which participants respectively expressed a higher perceived coherence for the monolithic or localized versions of the vibrotactile feedback (see Table 3). We compared each proportion of perceived coherence to the case where localized and monolithic feedback were perceived as equally coherent using exact binomial tests.

**Vibrating and pulsating objects:** Regardless of the side of the hand on which the virtual vibration occurs, participants perceive the localized VF of object vibration as more coherent than the monolithic alternative. We therefore conclude that H11 is verified for this rendering scenario. However, H9 does not appear to be verified since we fail to show any significant difference in perceived coherence for localized or monolithic feedback of object pulsation. It is worth noting that in this rendering case, localized feedback is not detrimental to perceived coherence despite it not showing any significant benefit.

**Impacts:** When rendering impacts on a virtual handheld object, participants seem to show no difference in perceived coherence towards localized or monolithic feedback of impact vibrations. This appears coherent with prior results showing poorer impact localization performance (see subsection 3.2 and subsection 3.3). A finer analysis of VF coherence as a function of the side to which the impact occurs reveals no significant difference from the overall trend. For rendering impacts, it thus appears that localized vibrotactile feedback provides neither a benefit nor a disadvantage. H10 is thus not verified in this case.

**Macro Texture (bumps):** Overall, we found no difference in perceived coherence towards localized or monolithic VF for macroscopic texture rendering, contradicting hypothesis H11. Since macroscopic texture is very similar to impacts, this appears coherent with our other results. An analysis of coherence as a function of the motion direction revealed that participants preferred localized feedback when the motion occurred towards the thumb (H11 supported), but preferred monolithic feedback when the motion occurred in the opposite direction (H11 contradicted).

**Micro Texture (roughness):** Overall, we see no difference in perceived coherence towards localized or monolithic VF for texture roughness. H11 is therefore not supported for rendering of texture roughness.

**Contents:** When rendering solid contents of a handheld container, participants again did not perceive localized or monolithic VF as more coherent with the VE. This is coherent with prior results on impact rendering for which H10 was not verified. For liquid contents however, participants prefer localized feedback as significantly more coherent than monolithic VF. H11 is therefore partially supported.

### 5.4 Discussion

Both H10 and H11 are partly supported by our results.

Our preliminary investigation highlighted that using the rendering approaches proposed in section 4, users expressed a clear preference for localized VF for both the vibrating objects scenario (involving a prolonged sinusoidal stimulus without leveraging a “funneling” effect) and the liquid contents scenario (also involving a prolonged sinusoidal stimulus, this time leveraging a “funneling” effect). For such effects, using a localized VF setup within the tangible object will provide a benefit in terms of the experience being perceived as more coherent.

In most other scenarios, be they scenarios involving short stimuli (impacts and solid contents) or prolonged stimuli (pulsating objects, texture roughness), the proposed localized rendering approaches did not show any significant benefit in terms of perceived coherence. We can conclude that, for these effects, a localized setup is not necessary, but also not detrimental. Basically, if these effects are to be used alone in a VR scenario, using monolithic feedback would
make sense given the lower system complexity. However, if used in a scenario where other effects which can benefit from localized VF are being used, a localized VF setup is a viable option for the entire set of considered stimuli.

It is also possible that using different waveforms could unlock untapped potential for localization in these scenarios, although this would require further investigation. Our perceptual studies have shown that funneling likely cannot be used in conjunction with shorter stimuli (impacts), which somewhat limits the scope of possibilities. There may however be potential benefits to be gained from modifying the proposed rendering approaches for e.g., pulsating objects or texture roughness in order to leverage “funneling” effects, to e.g., provides sensations of a moving origin of the pulsation within the object or a changing contact point between object and textured surface.

The results obtained in the macro texture are ambiguous. There seems to be a preference towards monolithic feedback when motion is done towards the thumb side of the hand, but for localized feedback when motion is done towards the pinkie side. The thumb side of the hand is more sensitive to VF due to the thenar eminence. This may cause the localized sensation on that side to be perceived as stronger, or may lead to the bumps being felt too much on the side of the object, rather than towards the tip of the lower hemisphere of the object, where the virtual physical contact is expected to occur. This could have caused a higher perceived incoherence in the localized condition, for motions going towards the thumb side of the hand. Further investigation at different intensity levels and using the non-dominant hand could be interesting to verify this.

For this result, it is not possible to lower clear guidelines for designers. If monolithic feedback is indeed preferred in a specific situation this would mean that applications combining multiple effects would require a combination of localized and monolithic central actuators, which would be selected based on how appropriate they are to a given stimulus to be rendered.

5.5 Use-Cases

Since our experiment showed that multi-actuator localized rendering schemes were either beneficial over or equivalent to monolithic VF, we developed an VR use-case using only two lateral actuators and demonstrating the inclusion of all rendering schemes discussed in section 4 into a single coherent VE. A video of these use-cases is available as supplementary material.

In the VE, users can explore an outdoor scene, manipulating various objects such as e.g., a ball (see Figure 9-A,B), a bat (see Figure 9-C), a hand-held mixer (see Figure 9-D) a wine bottle (see Figure 9-E) while receiving tangible haptic feedback. We render impacts (Figure 9-B,C,D), surface texture (Figure 9-A,B,C), vibrating handheld objects (Figure 9-D) as well as liquid contents (Figure 9-E) of manipulated objects as per the approaches described in section 4.

6 Conclusion and Perspectives

This paper investigates the inclusion of vibrotactile feedback (VF) within tangible objects to enrich haptic manipulation in VR. In particular, we explored the use of multiple vibrotactors to render spatial properties of virtual interactions. We demonstrate that this allows a multitude of dynamic haptic properties to be rendered during interaction with the virtual environment (VE). These include rendering vibrating and pulsating objects, impacts, texture components as well as rendering virtual contents of handheld containers. Through a series of perception studies, we show that multi-actuator localized VF can yield sensations which are perceivably localized within a handheld object, and can in some cases be used to create a haptic funneling effect within a handheld tangible object. We then assess the added benefit of multi-actuator VF in terms of perceived coherence between visual and haptic feedback through a human subject experiment. In certain circumstances, multi-actuator localized vibrotactile feedback is shown to yield more coherent haptic feedback than monolithic object vibration, and is almost never detrimental to perceived coherence.

These studies show the potential of multi-actuator VF within tangible objects in VR, but currently only yield a limited range of scenarios where this approach is beneficial. Thus, we plan to study additional rendering schemes to determine whether they could benefit from this approach. We also plan to investigate different vibrotactor arrangements, tangible object geometries, and grasp types as these may impact the benefit provided by multi-actuator VF.
The approach we investigate has the major advantage of not encumbering the user and avoids any potentially disruptive haptic stimuli caused by wearables not matching expected stimuli from the virtual environment. However, this approach is not without challenges that still need to be overcome. First of all, actuating tangible objects can require comparatively more actuators and thus a higher system complexity and cost. Second, for our approach to work, the tangible object requires an internal power source or has to be wired. Both challenges may limit freedom of manipulation. Because of this, the advantages of our approach are particularly prominent for interfaces and systems where interaction is constrained to a single tangible object (e.g., [19]). They can however be extended to conventional passive haptics using multiple tangible objects (e.g., [20]), or even grounded force feedback devices with tangibles as end-effectors (e.g., [27]). Finally, our current rendering schemes ignored vibration propagation and mechanical effects which may impact the quality of the perceived stimuli. A challenge for future work will be to factor in these effects. Whether this is sensible given the added required effort remains to be investigated.

Our investigations were done with the tangible object grasped in hand, so it may be interesting to investigate cases where grasp and release occur, or where the hand only touches the tangible, as these could further extend the applicability of the proposed approach. This initial study only investigated subjective preference of rendering schemes. It may be useful to look at impacts on task performance in the future to get a more nuanced view of what spatialization of VF cues can achieve. Finally, extended investigations with larger and more diverse sample populations could be beneficial in ensuring these preliminary results are generalizable.

Mixed haptics approaches open up vast possibilities for enriching interaction through the complementary nature of tangible and VF, which particularly fit the multisensory context of immersive VR. Our present contributions focused on augmenting interaction realism by rendering richer haptics, but our system design also offers possibilities for providing abstract information to support interaction performance, convey affective information and support communication in VR. Because of all this, we believe that mixed haptics has the potential to greatly enhance user engagement, performance, immersion and presence in VEs.

ACKNOWLEDGMENTS
This project has received funding from the Inria Défi project “DORNELL”, the ANR project “MIMÉSIS”, and from the European Union’s Horizon 2020 programme under grant agreement No 801413; project “H-Reality”.

REFERENCES