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Abstract. Echocardiography plays an important role in the diagnosis of
cardiac dysfunction. In particular, motion estimation in echocardiogra-
phy is a challenging task since ultrasound images suffer largely from low
signal-to-noise ratio and out-of-view problems. Current deep learning-
based models for cardiac motion estimation in the literature estimate
the dense motion field with spatial regularization. However, the under-
lying spatial regularization can only cover a very small region in the
neighborhood, which is not enough for a smooth and realistic motion
field for the myocardium in echocardiography. In order to improve the
performance and quality with deep learning networks, we propose ap-
plying polyaffine transformation for motion estimation, which intrinsi-
cally regularizes the myocardium motion to be polyaffine. Our thorough
experiments demonstrate that the proposed method not only presents
better evaluation metrics on the registration of cardiac structures but
also shows great potential in abnormal wall motion detection.

Keywords: Motion Estimation · Echocardiography · Polyaffine Trans-
formation.

1 Introduction

Echocardiography is one of the most widely used modalities for cardiac dysfunc-
tion diagnosis. It’s radiation-free, non-invasive, and real-time, making echocar-
diography very suitable for portable analysis, such as myocardial motion eval-
uation. However, ultrasound images generally have poorer quality than other
modalities, such as MRI and CT, due to their low signal-to-noise ratio. Addition-
ally, limitations in acquisitions and patient variability may cause the myocardium
to occasionally be outside the imaging field-of-view. These burdens make motion
estimation of the myocardium in echocardiography a very challenging task.

Traditional methods for motion estimation in echocardiography, such as block
matching [3,5] or optical flow [3,6,11], are typically time-consuming and not suit-
able for real-time or portable analysis. However, recent advances in deep learning
(DL) have improved both the time efficiency and tracking performance of mo-
tion estimation algorithms. DL-based models can generally be classified into two
types: optical flow-based models and registration-based models. Optical flow-
based DL models estimate dense displacement fields between consecutive image
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frames and typically require ground truth displacement for supervised train-
ing [10,17]. Since obtaining ground truth displacement from real-world echocar-
diography images can be difficult, synthetic echocardiography datasets are often
used for supervised training of these models [2,10]. Registration-based DL mod-
els typically register all other frames to end-diastole either in an unsupervised
manner or with weak supervision using segmentation masks, enabling them to
work on real-world datasets [1,25]. U-net-like architectures are often used as the
core design of such methods [1, 25]. Many other studies on cardiac MRI motion
estimation have also utilized the registration approach with different temporal
smoothness strategies [13, 21]. Recently, researchers have also incorporated bio-
mechanical modeling knowledge into deep learning networks with the aim of
improving the generalizability of motion estimation performance [22,26].

The motion of the myocardium is not arbitrary, and various spatial reg-
ularization techniques have been explored in the literature, such as the diver-
gence penalty [15] for enforcing incompressibility, the rigidity penalty for smooth-
ness [24], and the elastic strain energy for mechanical correctness [19], among
others. Many deep learning models have incorporated these regularization tech-
niques into their work [1, 8, 26]. However, these regularization techniques are
usually based on first- or second-order derivatives of the displacement vector
field, which are applied at the pixel level in discrete implementation and are
insufficient for studying the myocardium in echocardiography. The high noise-
to-signal ratio in echocardiography degrades the quality of the estimated motion
field, despite the pixel-wise constraints in deep learning methods. Other meth-
ods tackle the smoothness issue at the transformation level, for instance using
regionally affine deformations [16].

In this work, we introduce a deep learning-based motion model leveraging
such approach and tailored for 2D echocardiography motion estimation, called
the PolyAffine Motion model (PAM). It incorporates global-level smoothness
regularization for the myocardium through polyaffine motion fusion. Our contri-
butions include:

– Proposing a comprehensive pipeline for using PAM in a weakly-supervised
manner on a large public echocardiography dataset, demonstrating the ef-
fectiveness of our approach for unsupervised learning of myocardial motion.

– Conducting extensive experiments on various real-world datasets to show
that PAM outperforms other popular deep learning-based motion estimation
methods, thereby highlighting its potential for clinical applications.

2 Methodology

2.1 Polyaffine motion model

Given source image IS and target image IT , we would like to estimate a dense
motion field TS←T : R2 → R2 from target image IT to source image IS such that

IS(TS←T (·)) = IT (·). (1)
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Inspired by the polyaffine motion fusion framework proposed by Arsigny et al. [4],
we adapted the motion estimation module from [23] to develop our proposed
method for cardiac motion estimation in echocardiography.

The Polyaffine motion model consists of two steps. Firstly, the motion of the
left ventricle is approximated through the sparse motion of several key points.
An encoder-decoder network is used to output the location of key points and
their local affine mapping for both IS and IT separately. Secondly, from the
sparse motion, we obtain the final dense motion field through polyaffine motion
fusion. The proposed method is illustrated in Fig. 1.
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Fig. 1: Method overview.

Key point and affine transformation estimation We adopt the encoder-
decoder architecture for key point extraction as presented in [23] and provide
a brief review of the method from the point of view of affine transformation.
In order to process each image separately, we assume there exists an abstract
reference frame R. Given an image X, the encoder-decoder network outputs
the estimated key points pkX , k = 1, 2, ...K as well as the corresponding linear
mappings Ak

X←R ∈ R2×2, k = 1, 2, ...K. The local affine transformation from
target image IT to source image IS is then computed using the following equation

T k
S←T (z) = Āk

S←T · z︸ ︷︷ ︸
Linear mapping

+(pkS − Āk
S←T · pkT )︸ ︷︷ ︸

Translation

, (2)

where z ∈ R2 represents the coordinate in the target image, and Āk
S←T =

Ak
S←R(A

k
T←R)

−1. In order to capture motion around the myocardium, we in-
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troduce a myocardium-related key-point prior (Section 3.2) and associated loss
functions (Section 2.2). This encourages the network to output key points close to
the myocardium, in contrast to [23], which employed a self-supervised approach
for learning key-point positions.

Polyaffine motion fusion Once we obtain the local affine transformation, the
dense motion field is computed through direct polyaffine motion fusion. For each
local affine motion, a spatial weight Wk(p

k
T , σ

2) controls its influenced region. It
is a 2D isotropic Gaussian distribution centered at key point pkT with variance
σ2. W0 represents the weight for the background region and the left ventricle
cavity area. It is computed as follows:

W0 = RELU(1−
K∑

k=1

Wk(p
k
T , σ

2)). (3)

We normalise all weights into W̄k = Wk∑K
k=0 Wk

, where k = 0, 1, 2...K. An example
is shown in Fig. 1. We apply them to compute the polyaffine dense motion

TS←T (z) = W̄0z +

K∑
k=1

W̄k(p
k
T )T k

S←T (z). (4)

The original first-order motion model (FOMM) [23] utilised a second encoder-
decoder network to estimate the normalised weights for each local affine transfor-
mation, which can not guarantee the center of weights close to the corresponding
key point, thereby unstable for myocardial motion estimation.

Sequence motion estimation Considering a sequence of image frames I1, I2, ...IN ,
the assumption of abstract reference frame enables a fast way to obtain the dense
motion field between any arbitrary pair of frames in the sequence. Without loss
of generality, we assume IED is the frame at end-diastole and IES is the frame at
end-systole and that IED is ahead of IES in time. The local affine transformation
from IED to IES can be calculated by composition:

T k
ES←ED(z) = T k

ED+1←ED ◦ T k
ED+2←ED+1 · · · T k

ES←ES−1

= Āk
ES←ED · z + (pkES − Āk

ES←ED · pkED),
(5)

where Āk
ES←ED = Ak

ES←R(A
k
ED←R)

−1. The final dense motion is computed by
combining the local motion, as described in Equation 4.

2.2 Loss functions

The model is trained end-to-end using a combination of loss functions, which
can be grouped into the following subsets for sequence motion estimation.
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Keypoint myocardium losses We propose two loss functions to enforce the
position of key points near the myocardium region. The first loss, denoted by
Lkp_prior, penalizes the L2 norm between the estimated key-point position and a
prior position. We obtain the prior key-point position from the available training
masks, as described in Section 3.2. The second loss, denoted by Lkp_myo_ED,
constrains key points at end-diastole (ED) to reside within the myocardium
region by penalizing the distance between each key point and the myocardium.

Lkp_myo_ED = −
K∑

k=1

H(pk, σ2
H) ∗ (Maskmyo_ED − 0.5), (6)

where H(pk, σ2
H) is the isotropic Gaussian heatmap centered at pk with variance

σ2
H and Maskmyo_ED the binary mask of myocardium at ED.

Keypoint equivalence losses Another two losses Lequi_kp and Lequi_affine
impose an equivalence constraint to the detected key points [23]. They force the
model to predict consistent key points and local linear mappings when applying
a known transformation to the input image.

Registration losses The last four losses regularize the final dense motion field
through image similarity and key-point similarity. First, for each pair of consec-
utive frames in the sequence, we constrain

Lseq_im =
∑
seq

NCC(IT , IS(TIS←IT )), (7)

Lseq_kp =
∑
seq

1

K

K∑
k=1

|H(pkT , σ
2
H)−H(pkS , σ

2
H)(TIS←IT )|, (8)

where NCC represents the normalised cross correlation. Second, in order to
force the model to learn temporal motion, we apply a second pair of similarity
loss between the image at end-diastole and all frames after the end-diastole
frame, denoted as LED2any_im and LED2any_kp for image similarity and key-
point similarity respectively.

The total loss for the PAM model becomes

Ltotal =λ1Lkp_prior + λ2Lkp_myo_ED + λ3Lequi_kp + λ4Lequi_affine

+ λ5Lseq_im + λ6Lseq_kp + λ7LED2any_im + λ8LED2any_kp.
(9)

3 Experiments

3.1 Datasets

Three public datasets of echocardiography are included in our study. EchoNet1 [18]
contains 10030 echocardiography videos of long-axis 4 chamber view. Left-ventricle
1 https://echonet.github.io/dynamic/
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tracings at end-diastole and end-systole are available (see Fig. 2(a)). CAMUS
dataset2 [14] consists of apical 4-chamber view videos from 450 patients whose
left heart segmentation masks are publicly accessible (see Fig. 2(e)). HMC-QU
dataset3 [9] contains 109 4-chamber view echocardiography recordings with the
segmentation of the left myocardium along one cardiac cycle (see Fig. 2(d)). All

(a) (b) (c) (d) (e)

Fig. 2: Dataset overview. (a) EchoNet example and the given annotations of left ventri-
cle tracing. (b) Left ventricle cropping with the generated pseudo myocardium contour
(blue). (c) The mean mask from the EchoNet training set and the 10 prior key points.
(d) HMC-QU example and the given annotation of the myocardium. (e) CAMUS ex-
ample and the given annotation of different cardiac structures. (MYO: myocardium,
LV: left ventricle, LA: left atrium)

image sequences are cropped around the left ventricle center according to the
provided segmentation/tracings (see Fig. 2(b)). In this study, we follow the given
data division of EchoNet dataset, with 7465 samples for training, 1288 samples
for validation and 1277 samples for testing. CAMUS and HMC-QU datasets are
used for evaluation during test phase.

3.2 Dataset preprocessing

Pseudo myocardium mask There is no ground truth of myocardium mask
in EchoNet dataset. To provide guidance for key points, we generate a pseudo
myocardium mask for ED and ES by applying a dilation operation using 13x13
and 17x17 structure element to the left ventricle mask at ED and ES frame
respectively. The difference between the dilated mask and the original one is
regarded as the pseudo myocardium mask (see Fig. 2(b)).
Key-point prior at end-diastole A mean myocardium mask is computed
using all the pseudo myocardium masks at ED from the training set. Then, all
the pixels of the mean mask are clustered into 10 groups using the KMeans
function from the scikit-learn package [20], where the center of each group is
considered as one key-point prior (see Fig. 2(c)).

3.3 Implementation

We compare our proposed model with the conditional variational autoencoder
(CVAE) method proposed in [13], which has demonstrated effectiveness in se-
quential motion modelling of cardiac images. Its former registration version [12]
2 https://www.creatis.insa-lyon.fr/Challenge/camus/
3 https://www.kaggle.com/datasets/aysendegerli/hmcqu-dataset
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has shown more regular motion field than other deep learning methods, includ-
ing VoxelMorph [7]. We implemented the CVAE method following its description
in [13] and used the same training hyper-parameters. However, we added a Dice
loss between the transformed end-systolic (ES) mask and end-diastolic (ED)
mask during CVAE training to keep it consistent with our PAM model, which
used segmentation mask information during training (see Section 2.2).

We trained the PAM model using an Adam optimizer with a learning rate of
1e−4. To determine the optimal hyperparameters, we conducted experiments on
a randomly selected subset of 1000 training examples from the EchoNet dataset.
The hyperparameters for the loss function were set to λ1 = 20, λ2 = 0.1, λ3 =
50, λ4 = 50, λ5 = λ6 = λ7 = λ8 = 100. The variance of the Gaussian heatmap
was set to σ2 = 0.05 for affine transformation weights (see Equation 3), and
σ2
H = 0.005 for all other scenarios. We trained the model for a maximum of 100

epochs, and applied early stopping if the validation loss did not improve over 10
epochs.

4 Results
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Fig. 3: Evaluation results on test datasets. (a-c) On EchoNet test split using avail-
able left ventricle masks of ED/ES. (d-f) On HMC-QU dataset using frame-wise my-
ocardium masks. The original line represents the comparison between the ground truth
ED frame and the ground truth mask of each frame. (g-i) On CAMUS 4-chamber view
dataset using myocardium masks of ED/ES. (HD: Hausdorff distance, MSD: main sur-
face distance)

(a) (b) (c) (d)

Fig. 4: Evaluation of Jacobian Determinant and its gradient in the myocardium region
on the HMC-QU dataset (a-b) and on the CAMUS dataset (c-d). We also present the
area change of the myocardium between the considered frame and end-diastole.

We first evaluated the motion estimation accuracy by assessing the regis-
tration performance using the available segmentation masks from all the test
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datasets. For the EchoNet test split, we compared the ground truth left ven-
tricle mask of end-diastole (ED) with that transformed from end-systole (ES).
For the CAMUS dataset, the same evaluation was applied to the myocardium
mask for ED/ES. For the HMC-QU dataset, the myocardium masks of one car-
diac cycle were all transformed to ED using the estimated motion field. To en-
able group-level statistical analysis along the cardiac cycle, the temporal metric
was interpolated to the same length. Our proposed PAM model demonstrated
significant out-performance compared to the CVAE model on the test sets of
EchoNet and CAMUS datasets. However, it showed slightly lower Dice scores on
the HMC-QU dataset, which may be due to the fact that the pseudo-labelling
process for generating the ground truth segmentation of the myocardium on the
HMC-QU dataset [9] may be not very accurate. Furthermore, the PAM model
exhibited more regular deformation fields compared to the baseline model (as
shown in Fig. 4) when evaluating the gradient of Jacobian determinant. This
smooth displacement field is advantageous for computing dense strain tensor,
which is typically constructed using the second-order derivative of the displace-
ment field. Additionally, as listed in Table 1, we demonstrated that our propo-
sition of using myocardium prior and the polyaffine fusion mechanism greatly
improved the registration performance, when compared with the original first-
order motion model (FOMM) [23]. In particular, our explicit design of fusion
weights helps the network to efficiently learn affine transformation locally.

Method EchoNet-LV CAMUS-MYO
Dice HD(pixels) MSD(pixels) Dice HD(mm) MSD(mm)

All = PAM (ours) 0.92 7.33 2.23 0.81 7.43 1.99
FOMM+Prior+Polyaffine 0.91 7.53 2.36 0.80 7.95 2.08
FOMM+Prior 0.77 18.36 5.46 0.57 13.85 3.89
FOMM [23] 0.75 22.99 6.07 0.48 17.27 4.41
CVAE [13] 0.91 7.97 2.30 0.77 9.91 2.67

Table 1: Performance comparison of different methods on EchoNet and CA-
MUS datasets. FOMM: the original model in [23], without prior of any key
points (Prior), without explicit design of polyaffine weights (Polyaffine), with-
out registration penalty between ED and any other frames (Sequence). All =
FOMM+Prior+Polyaffine+Sequence.

In addition to the good performance from various evaluation metrics, the
proposed PAM model has the potential for abnormal wall motion detection. We
provide examples of myocardial infarction (MI) from the HMC-QU dataset (see
Supplementary video material) and show the abnormal strain values in different
segments, highlighting the consistency of our findings with the ground truth
diagnosis.

5 Discussion and conclusion

In this paper, we proposed a polyaffine motion model (PAM) for echocardiog-
raphy motion estimation. The PAM model demonstrated excellent motion esti-
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mation performance on real-world echocardiography datasets and showed good
generalization to unseen datasets from other centers. Our explicit design of fu-
sion weights enabled efficient learning of local affine transformation, and the
intrinsic polyaffine structure improved the smoothness of the motion field, show-
ing potential for abnormal wall motion detection. In the future, we will focus on
integrating temporal regularization for the PAM model and conducting evalua-
tions on synthetic datasets with known ground-truth displacement.
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