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#### Abstract

Flags are sequences of nested linear subspaces of increasing dimension. They belong to smooth manifolds generalizing Grassmannians and bring a richer multi-scale point of view to the traditional subspace methods in statistical analysis. Hence, there is an increasing interest in generalizing the formulae and statistical methods already developed for Grassmannians to flag manifolds. In particular, it is critical to compute accurately and efficiently the geodesic distance and the logarithm due to their fundamental importance in geometric statistics. However, there is no explicit expression known in the case of flags. In this work, we exploit the homogeneous quotient space structure of flag manifolds and rethink the geodesic endpoint problem as an alignment of orthogonal matrices on their equivalence classes. The relaxed problem with the Frobenius metric surprisingly enjoys an explicit solution. This is the key to modify a previously proposed algorithm. We show that our explicit alignment step brings drastic improvements in accuracy, speed and radius of convergence, in addition to overcoming the combinatorial issues raised by the non-connectedness of the equivalence classes.
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## 1 Introduction

Flags are sequences of nested linear subspaces of increasing dimension. They are important in statistical analysis [3, 9 ] due to the multi-scale information they provide, compared to traditional subspace methods involving Grassmann manifolds [1. Flags of a given type form a Riemannian manifold that generalizes Grassmannians. Hence there is a natural interest in generalizing the formulae and statistical methods already developed on Grassmannians.

The geodesic distance and logarithm are central tools in statistics on Riemannian manifolds, as they allow notably to discriminate, interpolate, and optimize [10]. Their explicit formulae are known for Grassmannians, and are related to the problem of finding principal vectors and angles between linear subspaces, which can be solved using Singular Value Decomposition (SVD) 1. However no explicit formula is known for flags. One of the main hurdles seems to be the relatively complex structure of the tangent space, that must carry the information
of nestedness of several subspaces, compared to Grassmannians which account for only two subspaces, and yield closed-form expressions for the geodesics in terms of sines and cosines of principal angles, like in [1, Prop. 3.3].

The question of the distance on flag manifolds is first addressed in 12 , Prop. 10], but the proposition is actually misleading. Indeed, the proof of this proposition is based on the implicit knowledge of the horizontal tangent vector allowing to shoot from one flag to the other with minimal distance, that is the Riemannian logarithm. However, if this vector is known in the geodesic shooting problem, it is actually unknown in the geodesic endpoint problem, otherwise the geodesic distance would also be known, as it is the norm of the logarithm. Without clearly stating this assumption, the proposition is false. For instance, two orthogonal matrices representing the same flag would have a positive distance. Subsequent works rather focus on algorithms to approximate the Riemannian logarithm and distance, either based on a quotient space point of view and using alternated projections on the horizontal and vertical tangent spaces 3,4 , or following an optimization approach [6,7].

In this work, we exploit the homogeneous quotient space structure of flag manifolds and rethink the geodesic endpoint problem (i.e., the search for a geodesic of minimal length joining two flags) as an alignment problem on the orthogonal group, that is the search for orthogonal matrices that are the closest among their equivalence classes. As it does not have an explicit solution, we relax it using the Frobenius metric. Our key result is that this constrained orthogonal Procrustes problem actually enjoys an explicit solution. We show that modifying a previously existing algorithm [4, Alg. 1] with this new result drastically improves its accuracy, speed and radius of convergence, in addition to overcoming the combinatorial issues raised by the non-connectedness of the stabilizer subgroup.

## 2 Flag Manifolds

In this section, we briefly define flag manifolds and the important properties for the next sections. A more complete introduction is given in 12 .

Definition 1 (Flag, Signature). Let $n \geq 2$ and $d_{1}<d_{2}<\cdots<d_{r}=n$ be a sequence of strictly increasing natural numbers. A flag of signature $\left(d_{1}, \ldots, d_{r}\right)$ is a sequence of properly nested linear subspaces of $\mathbb{R}^{n}, E_{1} \subset \cdots \subset E_{r}=\mathbb{R}^{n}$ of respective dimension $d_{1}<\cdots<d_{r}=n$. Flags with signatures of length $n$, i.e. $(1,2, \ldots, n-1, n)$ are called complete

Flags can equivalently be defined as a sequence of incremental orthogonal subspaces $V_{1} \perp \cdots \perp V_{r}$, by taking the orthogonal complement of one nested subspace into the next one. One then has $E_{i}=\bigoplus_{j=1}^{i} V_{j} \quad(i=1 \ldots r)$. The associated sequence of increments $\mathcal{I}:=\left(n_{1}, \ldots, n_{r}\right):=\left(d_{1}, d_{2}-d_{1}, \ldots, d_{r}-d_{r-1}\right)$ is called the type of the flag. We will use this definition of flags in the rest of the paper.


Fig. 1: Different representations of a flag of type $(1,1,1)$.
A flag can be represented as an orthogonal matrix whose columns form an orthonormal basis that is adapted to the sequence of incremental orthogonal subspaces. More specifically, for a given sequence of subspaces $V_{1} \perp \cdots \perp V_{r}$ such that $\bigoplus_{i=1}^{r} V_{i}=\mathbb{R}^{n}$, one can find an orthonormal basis $Q_{i}:=\left[q_{i}^{1}|\ldots| q_{i}^{n_{i}}\right] \in$ $\mathbb{R}^{n \times n_{i}}$ for each $V_{i}$, and the concatenation of those bases forms an orthogonal matrix $Q=\left[Q_{1}|\ldots| Q_{r}\right] \in \mathcal{O}(n)$ that is a representative of the flag $V_{1} \perp \cdots \perp$ $V_{r}$. A flag of type $(1,1,1)$ is represented in Figure 1, both in terms of nested subspaces and in the orthogonal representation.

Theorem 1 (Flag Manifolds [5]). The set of all flags of type $\mathcal{I}$ is a connected compact smooth manifold. It is noted $\operatorname{Flag}\left(n_{1}, \ldots, n_{r}\right)$, or $\operatorname{Flag}(\mathcal{I})$ for short.

There exist several orthonormal bases adapted to a flag, hence flags are actually equivalence classes of orthogonal matrices. More precisely, let $Q \in \mathcal{O}(n)$ be a representative of a given flag and $R=\operatorname{diag}\left(R_{1}, \ldots, R_{r}\right) \in \mathcal{O}(n)$, with $R_{i} \in \mathcal{O}\left(n_{i}\right) \quad(i=1 \ldots r)$. Then $Q$ and $Q R=\left[Q_{1} R_{1}|\ldots| Q_{r} R_{r}\right]$ represent the same flag. Indeed, the right multiplication by the block diagonal orthogonal ma$\operatorname{trix} R$ on $Q$ only rotates and reflects the incremental orthonormal bases within their subspaces, but do not change their span. Therefore, flag manifolds are homogeneous quotient spaces of $\mathcal{O}(n)$ [12, Eq. (8)]

$$
\begin{equation*}
\operatorname{Flag}(\mathcal{I}) \cong \mathcal{O}(n) /\left(\mathcal{O}\left(n_{1}\right) \times \cdots \times \mathcal{O}\left(n_{r}\right)\right) \tag{1}
\end{equation*}
$$

For the sake of readability, we will thereafter write $\mathcal{O}(\mathcal{I}):=\mathcal{O}\left(n_{1}\right) \times \cdots \times \mathcal{O}\left(n_{r}\right)$. Therefore one has $\operatorname{Flag}(\mathcal{I}) \cong \mathcal{O}(n) / \mathcal{O}(\mathcal{I})$ and $R \in \mathcal{O}(\mathcal{I})$. Hence, a flag is an equivalence class of orthogonal matrices

$$
\begin{equation*}
[Q]:=\{Q R, \quad R \in \mathcal{O}(\mathcal{I})\}:=Q \cdot \mathcal{O}(\mathcal{I}) \tag{2}
\end{equation*}
$$

and one defines the canonical projection $\Pi_{c}: Q \in \mathcal{O}(n) \mapsto[Q] \in \mathcal{O}(n) / \mathcal{O}(\mathcal{I})$. One can also embed flags in a product of Grassmannians $\operatorname{Gr}\left(\mathrm{n}_{1}, \mathrm{n}\right) \times \cdots \times$ $\operatorname{Gr}\left(\mathrm{n}_{\mathrm{r}}, \mathrm{n}\right):=\operatorname{Gr}(\mathcal{I})$, representing them as a sequence of orthogonal projection matrices onto the sequence of incremental orthogonal subspaces of the flag. The embedding map $\Pi_{\operatorname{Gr}(\mathcal{I})}:\left[Q_{1}|\ldots| Q_{r}\right] \in \mathcal{O}(n) \mapsto\left(Q_{1} Q_{1}^{\top}, \ldots, Q_{r} Q_{r}^{\top}\right) \in \operatorname{Gr}(\mathcal{I})$ then removes the necessity to work with equivalence classes.

## T. Szwagier and X. Pennec

The theory of Riemannian submersions and quotient spaces [8] tells that the Riemannian manifold structure of flags can be deduced from the one of $\mathcal{O}(n)$ and $\mathcal{O}(\mathcal{I})$ with their canonical metric $g_{Q}$, given by a multiple of the Frobenius metric: $g_{Q}(A, B)=\frac{1}{2}\langle A, B\rangle_{F}:=\frac{1}{2} \operatorname{tr}\left(A^{\top} B\right)$ 2, 12. Their respective tangent spaces at the identity are $\mathfrak{o}(n):=\mathrm{Skew}_{n}$, the set of $n \times n$ skew-symmetric matrices, and $\mathfrak{o}(\mathcal{I}):=$ Skew $_{I}:=\operatorname{diag}\left(\right.$ Skew $_{n_{1}}, \ldots$, Skew $\left._{n_{r}}\right)$. In the fiber bundle vocabulary, $\mathfrak{o}(\mathcal{I})$ is referred to as the vertical space (noted $\operatorname{Ver}(\mathcal{I})$ ), and its orthogonal complement in Skew $_{n}$ as the horizontal space, containing skew-symmetric matrices with diagonal zero blocks

$$
\operatorname{Hor}(\mathcal{I}):=\left\{H:=\left[\begin{array}{cccc}
0_{n_{1}} & H_{1,2} & \ldots & H_{1, r}  \tag{3}\\
-H_{1,2} & 0_{n_{2}} & \ldots & H_{2, r} \\
\vdots & \vdots & \ddots & \vdots \\
-H_{1, r}^{\top} & -H_{2, r}{ }^{\top} & \ldots & 0_{n_{r}}
\end{array}\right], \quad H_{i j} \in \mathbb{R}^{n_{i} \times n_{j}}\right\} .
$$

The tangent space of flag manifolds is then given by

$$
\begin{equation*}
T_{[Q]}(\mathcal{O}(n) / \mathcal{O}(\mathcal{I}))=Q \operatorname{Hor}(\mathcal{I}) . \tag{4}
\end{equation*}
$$

The geodesics in the base space $\mathcal{O}(n) / \mathcal{O}(\mathcal{I})$ with the canonical metric are inherited from the horizontal geodesics in the top space $\mathcal{O}(n) 12$

$$
\exp _{[Q]}(A)=\left[Q \exp \left(\left(Q^{\top} A\right)\right)\right]
$$

A common approach for computing the Riemannian logarithm and distance is through solving the geodesic endpoint problem

$$
\begin{equation*}
\underset{H \in \operatorname{Hor}(\mathcal{I}), R \in \mathcal{O}(\mathcal{I})}{\arg \min } \quad \frac{1}{2}\|H\|_{F}^{2} \quad \text { subject to } \quad P \exp (H)=Q R . \tag{5}
\end{equation*}
$$

However, it has a priori no solution for flag manifolds. In the literature, the geodesic endpoint problems are generally optimized using a gradient descent on the tangent space 6,13 . In the following section, we propose a different approach based on the previously described quotient space structure, and reformulate the geodesic endpoint problem as an alignment on the equivalence classes.

## 3 Alignment on Flag Manifolds

The notion of alignment in Riemannian quotient spaces is mentioned in $\sqrt{2}$ Def. 5.1.6]. It refers to the problem of finding a pair of points which minimizes the top space distance within their respective equivalence classes.

Definition 2 (Alignment on Flag Manifolds). Let $P, Q \in \mathcal{O}(n)$ and $\mathrm{d}_{\mathcal{O}(n)}(P, Q)^{2}:=\frac{1}{2}\left\|\log \left(P^{\top} Q\right)\right\|_{F}^{2}$, the geodesic distance on $\mathcal{O}(n)$. We define the alignment problem on flag manifolds as

$$
\begin{equation*}
\underset{R \in O(\mathcal{I})}{\arg \min } \quad \mathrm{d}_{\mathcal{O}(n)}(P, Q R)^{2} \tag{6}
\end{equation*}
$$

Given two flags $[P],[Q] \in \mathcal{O}(n) / \mathcal{O}(\mathcal{I})$, finding a point $Q^{*}:=Q R^{*}$ which minimizes the $\mathcal{O}(n)$ geodesic distance to $P$ in the orbit $[Q]$ yields both the geodesic distance between the two flags $\mathrm{d}([P],[Q])=\mathrm{d}_{\mathcal{O}_{(n)}}\left(P, Q^{*}\right)$ and the logarithm $\log _{[P]}([Q])=P \log \left(P^{\top} Q^{*}\right)$, according to [2, Prop. 5.1.3 ${ }^{8}$ Def. 5.1.6]. Moreover, [12, Thm. 4] ensures that such an alignment always exists on flag manifolds. Hence we get an approach to the computation of the Riemannian logarithm that leverages more information than classical optimization algorithms solving the geodesic endpoint problem, because it takes into consideration the homogeneous quotient space structure of flag manifolds, and takes advantage of the results that already exist on the top space $\mathcal{O}(n)$. Notably, even if the proposed algorithm does not converge, one still has a way to interpolate between two flags using the logarithm in $\mathcal{O}(n)$. Just like the geodesic endpoint problem, the alignment problem (6) does not have either an analytic solution, to the best of our knowledge. However, the embedding of $\mathcal{O}(n)$ in $\mathbb{R}^{n \times n}$ raises the natural idea of relaxing the problem and working with the Frobenius metric.

### 3.1 Relaxing Orthogonal to Frobenius Distance

Definition $3(\mathcal{O}(\mathcal{I})$ Procrustes Problem on Flag Manifolds). Let $P, Q \in$ $\mathcal{O}(n)$. We define the $\mathcal{O}(\mathcal{I})$-constrained Procrustes problem on flag manifolds as

$$
\begin{equation*}
\underset{R \in O(\mathcal{I})}{\arg \min }\|P-Q R\|_{F}^{2} . \tag{7}
\end{equation*}
$$

This name refers to the celebrated orthogonal Procrustes problem [11], which also involves the minimization of a Frobenius distance on an orthogonal group. Here, our optimization problem is constrained to the isotropy subgroup $\mathcal{O}(\mathcal{I})$ of flag manifolds in $\mathcal{O}(n)$. We now give the main result of the paper.

## Theorem $2(\mathcal{O}(\mathcal{I})$ Procrustes Solution on Flag Manifolds).

Let $P:=\left[P_{1}|\ldots| P_{r}\right], Q:=\left[Q_{1}|\ldots| Q_{r}\right] \in \mathcal{O}(n)$ and let us write the SVDs $P_{i}^{\top} Q_{i}:=U_{i} \Sigma_{i} V_{i}^{\top} \quad(i=1 \ldots r)$, with $U_{i}, V_{i} \in \mathcal{O}\left(n_{i}\right)$ and $\Sigma_{i} \in \operatorname{diag}\left(\mathbb{R}_{\geq 0}^{n_{i}}\right)$.
A solution $R^{*}=\operatorname{diag}\left(R_{1}^{*}, \ldots, R_{r}^{*}\right) \in \mathcal{O}(\mathcal{I})$ to the $\mathcal{O}(\mathcal{I})$-constrained Procrustes problem on flag manifolds (7) is given by

$$
\begin{equation*}
R_{i}^{*}=U_{i} V_{i}^{\top} \quad(i=1 . . r) . \tag{8}
\end{equation*}
$$

The uniqueness is conditioned on the uniqueness of the SVD.
Proof. We can show that this $\mathcal{O}(\mathcal{I})$ Procrustes problem is equivalent to the independent resolution of classical orthogonal Procrustes problem [11], i.e.

$$
\min _{R \in O(\mathcal{I})}\|P-Q R\|_{F}^{2}=\sum_{i=1}^{r} \min _{R_{i} \in O\left(n_{i}\right)}\left\|P_{i}-Q_{i} R_{i}\right\|_{F}^{2} .
$$

```
Algorithm 1 Flag Alignment
    Input: \(P, Q \in \mathcal{O}(n), \varepsilon>0, \quad t_{\max } \in \mathbb{N}\)
    Init: \(Q^{1} \leftarrow \operatorname{Procrustes}(P,[Q])\)
    for \(t=1 . . t_{\max }\) do
        \(X^{t} \leftarrow \log \left(P^{\top} Q^{t}\right)\)
        \(H^{t} \leftarrow \Pi_{\mathrm{Hor}(\mathcal{I})}\left(X^{t}\right)\)
        \(M^{t} \leftarrow P \exp \left(H^{t}\right)\)
        \(e r r \leftarrow\left\|\Pi_{\operatorname{Gr}(\mathcal{I})}\left(M^{t}\right)-\Pi_{\operatorname{Gr}(\mathcal{I})}(Q)\right\|_{F}\)
        if \(\operatorname{err} \leq \varepsilon\) then
            break
        end if
        \(Q^{t+1} \leftarrow \operatorname{Procrustes}\left(M^{t},[Q]\right)\)
    end for
```



Fig. 2: The flag alignment Algorithm 1 and a conceptual visualization. The point $Q$ moves in its equivalence class $[Q]$ at each iteration, with the aim that the $\mathcal{O}(n)$ logarithm $P X^{t}$ becomes horizontal.

### 3.2 Introducing $\mathcal{O}(\mathcal{I})$ Procrustes into an Existing Algorithm

An algorithm to compute the Riemannian logarithm and distance on flag manifolds is proposed in [4, Alg. 1]. This algorithm takes as inputs two special orthogonal matrices $P, Q \in \mathcal{S O}(n)$. It aims at finding a horizontal vector $H \in \operatorname{Hor}(\mathcal{I})$ and a vertical vector $V \in \operatorname{Ver}(\mathcal{I})$ such that one can write $Q=P \exp (H) \exp (V)$. It is based on iterated alternating projections on the horizontal and vertical spaces. One important drawback of this method is that it implicitly assumes that the endpoint $Q$ is in the same connected component in $\mathcal{O}(\mathcal{I})$ as the horizontally aligned point $Q_{\text {aligned }}=P \exp (H)$, which is generally not the case. The authors highlight this drawback and explain that the algorithm is actually working on fully oriented flag manifolds $\mathcal{S O}(n) /\left(\mathcal{S O}\left(n_{1}\right) \times \cdots \times \mathcal{S O}\left(n_{r}\right)\right)$. To overcome this issue, they first create $2^{r-1}$ "equivalents" of the endpoint $Q$ in all the connected components, then run $2^{r-1}$ times their algorithm, and finally take the best outcome among the different runs.

In this work, we take advantage of our new result (Theorem 2), which gives a global minimum on the whole isotropy group $\mathcal{O}(\mathcal{I})$, to overcome this drawback. We reinterpret [4, Alg. 1] as an alignment problem on flag manifolds and introduce $\mathcal{O}(\mathcal{I})$ Procrustes alignment both in the initialization and as a substitute for the vertical projection step onto $\mathfrak{o}(\mathcal{I})$. The algorithm and a conceptual visualization of it are given in Figure 2.

## 4 Numerical Experiments

We now evaluate and compare Algorithm 1 to the alternating projections algorithm proposed in [4], run on all the connected components of $\mathcal{O}(\mathcal{I})$. The general

Table 1: Evaluation of Algorithm 1 and [4] on $\operatorname{Flag}(1,2,2,15,80)$ averaged over 10 experiments, for different geodesic distances (from top to bottom: $\frac{\pi}{5}, \frac{\pi}{2}, \pi$ ).

| $\left.\frac{\pi}{5} / \frac{\pi}{2} / \boldsymbol{\pi} \right\rvert\,$ | endpoint error | distance error | horizontal error | \# iter |
| :---: | :---: | :---: | :---: | :---: | time

evaluation process is as follows. First we generate an orthogonal matrix $P$ drawn from a uniform distribution on $\mathcal{O}(n)$. Second we generate $H \in \operatorname{Hor}(\mathcal{I})$ drawn from a uniform distribution (with a specified norm $\frac{1}{2}\|H\|_{F} \in\left\{\frac{\pi}{5}, \frac{\pi}{2}, \pi\right\}$ ) and get the aligned endpoint $Q_{\text {aligned }}=P \exp (H)$. Third we generate $R \in \mathcal{O}(\mathcal{I})$ drawn from a uniform distribution and get the endpoint $Q=P \exp (H) R$. We run both algorithms with a maximal number of iterations of 10 , and repeat the experiment 10 times independently, each time outputting an optimal horizontal vector $H^{*}$. The evaluation metrics are: endpoint error $\left(\left\|\Pi_{\operatorname{Gr}(\mathcal{I})}\left(P \exp \left(H^{*}\right)\right)-\Pi_{\operatorname{Gr}(\mathcal{I})}(Q)\right\|_{F}\right)$, distance error $\left(\frac{1}{2}\left|\left\|H^{*}\right\|_{F}-\|H\|_{F}\right|\right)$, horizontal error $\left(\frac{1}{2}\left\|H^{*}-H\right\|_{F}\right)$, number of iterations and computing time. The results are reported in Table 1 and the associated learning curves are illustrated in Figure 3 .

It is clear that the introduction of $\mathcal{O}(\mathcal{I})$ Procrustes alignment as an initialization and a substitute for the vertical projection drastically improves [4, Alg. 1], in terms of accuracy, speed and radius of convergence, on all the evaluation metrics, as well as overcomes the difficulty of non-connectedness of the orbits. The difference of computing time is particularly important, because Algorithm 1 does not require to try all the connected components of $\mathcal{O}(\mathcal{I})$ and converges faster.


Fig. 3: Evolution of the endpoint errors along the iterations for different shooting vector lengths $\frac{1}{2}\|H\|_{F} \in\left\{\frac{\pi}{5}, \frac{\pi}{2}, \pi\right\}$. Solid: Algorithm 1, Dashed: [4].

## T. Szwagier and X. Pennec

## 5 Conclusion and Perspectives

In this work, we first gave a quick overview on the state of research in flag manifolds logarithm and distance. Then, rethinking the geodesic endpoint problem as an alignment problem, we proposed a relaxed solution involving orthogonal Procrustes analysis. Finally, we showed how introducing it into [4, Alg. 1] drastically improves its accuracy, speed and radius of convergence, as well as overcomes the combinatorial drawback of working on fully oriented flag manifolds. The code is available on GitHub1

In future work, we could first improve the computational efficiency of the algorithm, by using linear algebra tricks like the $2 k$ Embedding of [3, Thm. 1]. Second we could investigate the convergence properties of our algorithm, by understanding the link between the alignment of the target point on the target orbit and the gradient of the geodesic endpoint problem.
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