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ABSTRACT

State-space models (SSMs) are a common tool for model-
ing multi-variate discrete-time signals. The linear-Gaussian
(LG) SSM is widely applied as it allows for a closed-form
solution at inference, if the model parameters are known.
However, they are rarely available in real-world problems
and must be estimated. Promoting sparsity of these parame-
ters favours both interpretability and tractable inference. In
this work, we propose GraphIT, a majorization-minimization
(MM) algorithm for estimating the linear operator in the state
equation of an LG-SSM under sparse prior. A versatile fam-
ily of non-convex regularization potentials is proposed. The
MM method relies on tools inherited from the expectation-
maximization methodology and the iterated reweighted-l1
approach. In particular, we derive a suitable convex upper
bound for the objective function, that we then minimize us-
ing a proximal splitting algorithm. Numerical experiments
illustrate the benefits of the proposed inference technique.

Index Terms— State-space model, graphical inference,
sparsity, iterative reweighted scheme, MM algorithm.

1. INTRODUCTION

Signal processing applications often involve dealing with
discrete-time multi-variate series that need to be processed
to perform statistical tasks such as prediction. State-space
models (SSMs) relate the observation process with a hidden
state that evolves over time. This versatile approach allows
to describe complex phenomena through the dynamics of the
hidden state. It also allows for the incorporation physical
knowledge about the system and to retrieve relevant structure
that can be inferred when processing the data. There ex-
ists abundant literature in graphical models for multi-variate
time series, e.g., [1–4], and more recently also within SSMs
[5, 6], including also fully probabilistic approaches [7, 8].
There are multiple applications of such graphical representa-
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tions, e.g., in biology [9, 10], social network analysis [11], or
neuroscience [12].

The graphical approach in SSMs benefits from the promo-
tion of sparsity with, at least, the following three advantages.
First, sparsity enhances interpretability, which is highly de-
sired for instance in models where the hidden state has a phys-
ical interpretation. Second, it reduces the effective dimension
of the parameters, alleviating the curse of dimensionality dur-
ing estimation. Third, it is possible to promote other proper-
ties that are complementary with sparsity, allowing to intro-
duce useful prior knowledge on the system, e.g., stability of
the hidden process and spectral constraints [13].

In [5, 6], we introduced GraphEM, an expectation-
maximization (EM) method for parameter estimation in lin-
ear Gaussian (LG) SSMs. Specifically, we addressed the
challenging task of estimating the transition matrix that en-
codes the Markovian dependencies in the evolution of the
multi-variate state. GraphEM is based on a novel perspective
that relates the transition matrix to the adjacency matrix of
a directed graph, encoding causal relationship among state
dimensions in the Granger-causality sense. The M-step in
the EM procedure relies on a proximal splitting, benefit-
ing from sound convergence guarantees. GraphEM thus
extends the well-established EM technique for maximum
likelihood estimation of LG-SSM parameters [14–17] into a
maximum a posteriori estimator that suitably encompasses
sophisticated prior terms. However, it is limited to con-
vex regularizers. In the literature of sparse graph inference,
non-convex penalties such as SCAD [18], MCP [19], CEL0
[20] have shown to be more suited than their convex surro-
gate `1 norm (i.e., Lasso) to properly reconstruct very sparse
graphs [21–23]. These penalties can be viewed as continuous
non-convex approximations to the quasi-norm `0. How-
ever, non-convexity prevents the use of standard optimization
tools. An efficient strategy is to resort to iterative reweighted
(IR) schemes [24, 25], which are based on the majorization-
minimization (MM) principle [26] to recast the complicated
objective function into a sequence of tractable upper bounds.
IR`1 algorithms have been widely applied to several signal
processing problems [27–32], but, to our knowledge, remain
unstudied within SSMs.

In this paper, we propose a novel method called GraphIT



that combines the EM technique with the powerful IR`1 strat-
egy for the estimation of model parameters in SSMs. More
precisely, GraphIT is able to provide an estimation of the LG-
SSM transition matrix for a wide class of non-convex sparsity
enhancing priors. Thanks to the IR`1 framework, GraphIT al-
gorithm benefits from simple and not expensive updates. Ex-
perimental results on several synthetic datasets allow us to
assess the ability of our method for improving the recovery
rate for sparse transition matrices.

The paper is structured as follows. In Section 2, we de-
scribe the model, the filtering/smoothing algorithms, and re-
visit the GraphEM framework. The novel GraphIT algorithm
is presented in Section 3. The paper ends with numerical re-
sults in Section 4 and some concluding remarks in Section 5.

2. BACKGROUND

2.1. Inference in linear state-space model

We consider the LG-SSM described by

xk = Axk−1 + qk,
yk = Hxk + rk,

(1)

for k = 1, . . . ,K, where xk ∈ RNx and yk ∈ RNy are
the hidden state and observation at time k, respectively,
A = RNx×Nx , H = RNy×Nx , and {qk}Kk=1 ∼ N (0,Q) and
{rk}Kk=1 ∼ N (0,R) the i.i.d. state and observation noise
processes, respectively. The distribution of the initial state is
x0 ∼ N (x0;µ0,Σ0) with known µ0 and Σ0.

In SSMs, the filtering problem consists in the compu-
tation of the so-called filtering distributions, p(xk|y1:k),
where y1:k , {yj}kj=1. In the LG-SSM of Eq. (1),
the Kalman filter (KF) exactly computes the filtering dis-
tributions in a sequential and efficient manner, yielding
p(xk|y1:k) = N (xk|µk,Σk), i.e., for every k = 1, . . . ,K, it
computes the mean µk and covariance Σk of each Gaussian
filtering distribution [33]. The smoothing problem aims at
computing p(xk|y1:K), i.e., the posterior probability density
functions (pdfs) conditioning on the whole set of observations
instead, for all k = 1, . . . ,K. In the LG-SSM, the smoothing
pdfs are also available in a closed-form expression (again,
Gaussian pdfs) by the Rauch-Tung-Striebel (RTS) smoother,
p(xk|y1:K) = N (xk|µsk,Σs

k). Both KF and RTS smoother
require to know the model parameters µ0, Σ0, A, H, Q,
and R. The estimation of the model parameters in the model
above has been a subject of intense research, e.g., recently
[34, 35] (see [36, Ch. 12] for a review).

2.2. GraphEM to estimate the transition matrix

GraphEM [5, 6] is an EM-based algorithm that we recently in-
troduced for the maximum a posteriori (MAP) estimation of
A under log-concave prior distribution p(A). GraphEM aims
at finding the minimum of L(A) , L0(A) + L1:K(A) with

L0(A) , − log p(A) and L1:K(A) , − log p(y1:K |A).
The matrix A is interpreted in GraphEM to encode a directed
graph among the state dimensions. Prior p(A) can encode
structural information on such graph (e.g., sparsity). This
graph plays an important role in the SSM interpretation, with
links to Granger-causality models (see a discussion in [6]).
The likelihood of A associated to the model in Eq. (1) is

L1:K(A) =

K∑
k=1

1
2 log|2πSk|+

1

2
z>k S−1k zk, (2)

where zk = yk − HAµk−1 and Sk is the covariance
matrix of the predictive distribution p(yk|y1:k−1,A) =
N (yk; HAµk−1,Sk), both being obtained by the KF, run
for a given A (see [36, Section 4.3]). The direct minimiza-
tion of L is difficult due to (i) the implicit form of L1:K , and
(ii) the possibly non-differentiability of L0. The GraphEM
approach implements an EM strategy, generalizing the one
in [16], by relying on successive upper bounds of L1:K , that
leads to obtain a sequence of tractable inner problems.

Let us consider KF/RTS outputs for a given A′ ∈
RNx×Nx . Denote, for every k ∈ {1, . . . ,K}, Gk =

Σk(A′)>(A′Σk(A′)> + Q)−1, and set Ψ =
∑K
k=1 Σs

k +

µsk(µsk)>, Φ =
∑K
k=1 Σs

k−1 + µsk−1(µsk−1)>, and ∆ =∑K
k=1 Σs

kG
>
k−1 + µsk(µsk−1)>. Then, according to [36,

Chap. 12],

(∀A ∈ RNx×Nx) L1:K(A) ≤

−
∫
p(x0:K |y1:K ,A

′) log p(x0:K ,y1:K |A)dx0:K + ct/A

= 1
2 tr
(
Q−1(Σ−∆A> −A∆> + AΦA>)

)
+ ct/A,

(3)

where tr is the trace operator, and ct/A is a constant term
not depending on A, such that equality holds at A = A′.
The GraphEM algorithm iterates alternating between an E-
step, building the right term in (3), and an M-step minimiz-
ing the sum of this term with L0, using a proximal split-
ting scheme. In the simple case of a Laplace prior (i.e., `1
norm penalty), the minimization in the M-step can be per-
formed by a Douglas-Rachford algorithm, leading to the sim-
pler form of GraphEM in [5], while a more sophisticated
primal-dual splitting technique is proposed in [6] for dealing
with a generic convex penalty. Convergence guarantees for
the resulting GraphEM iteration are discussed in [6].

3. PROPOSED GRAPHIT APPROACH

3.1. Considered class of penalties

Our study focuses on the class of non-convex sparsifying
penalties that have been studied for instance in [37] (see also
[38] in the context of robust estimation). We define

L0(A) =
∑

1≤i,j≤Nx

ρ(|Ai,j |), (4)



Name ρ(|u|) ρ′(|u|)

log-sum γλ(log(|u|+λ)− log(λ)), with λ > 0 γλ(|u|+λ)−1

atan γ
λ atan(λ|u|), with λ > 0 γ

1+λ2u2

Mangasarian γ
λ (1− exp(−λ|u|)) γ exp(−λ|u|)

MCP

{
γ|u|−u

2

2λ if |u|≤ λγ
λγ2

2 otherwise
,with λ > 0

{
γ − |u|λ if |u|≤ λγ
0 otherwise

SCAD


γ|u| if |u|≤ γ
−γ

2−2aγ|u|+u2

2(a−1) if γ < |u|≤ aγ
(a+1)γ2

2 otherwise

,with a > 2


γ if |u|≤ γ
γ − 2|u|−(2a−1)γ

2(a−1) if γ < |u|≤ aγ
0 otherwise

Table 1: Example of potential functions and their derivatives
with hyper-parameter γ > 0 such that ρ′(0+) = γ.

where Ai,j denotes the (i, j) entry of A, and ρ : R →
[0,+∞) is a potential satisfying:

1. ρ is continuous, and it is increasing on [0,+∞) with
ρ(0) = 0;

2. ρ is differentiable on (0,+∞), with derivative (when
defined) denoted ρ′;

3. ρ′ is decreasing on (0,+∞) and limu→0+ ρ
′(u) = γ ∈

(0,+∞).

A large class of potential functions satisfy the above require-
ments. Some relevant examples are listed in Table 1. Except
for SCAD, in our examples, epi-convergence of u 7→ ρ(|u|) to
the discrete potential u 7→ δu6=0 (equals 0 for a zero-valued in-
put; 1 otherwise) is established for λ→ 0+. Then, the prior in
(4) can be seen as an approximation of γ`0. Fig. 1 shows the
plots for a subset of potentials, with γ = 1. We also show `1
and `0 penalties for comparison. The considered class of pri-
ors is continuous, but still non-convex approximations of `0.

3.2. IR`1 approach

The properties assumed on the potential ρ yield a key prop-
erty, that is at the core of the so-called IR`1 optimization ap-
proach [39]. Let v ∈ R. Then,

(∀u ∈ R) ρ(|u|) ≤ ρ′(|v|)(|u|−|v|) + ρ(|v|), (5)

where equality holds at u = v. A proof for this result can
be found in [29]. The following convex upper bound is then
obtained, for (4), at some A′ ∈ RNx×Nx :

L0(A) ≤ ‖Ω(A′)�A‖1+ct/A, (6)

where ct/A is such that equality holds at A = A′. Here-
above, Ω(A′) ∈ [0,+∞)Nx×Nx is a matrix of weights
defined as Ωi,j = ρ′(|Ai,j |) for every (i, j). Moreover,
� is the Hadamard (i.e., element-wise) product. We pro-
vide in Table 1 the expression for ρ′(|·|) for our examples.
The IR`1 technique amounts at minimizing L0 + f , where
f a simple function (typically a quadratic term), by itera-
tively solving the tractable problem of the minimization of

-3 -2 -1 0 1 2 3

0

1

2

3

Fig. 1: Example of functions ρ(|·|), with λ = 0.5 and γ = 1.

‖Ω(A′)� ·‖1+f . When f is a least square discrepancy, the
inner problem in IR`1 can be solved using one of the several
efficient approaches proposed in the literature for penalized
least squares under Lasso penalty [40–42].

3.3. GraphIT algorithm

In the following, we describe the GraphIT algorithm, which
is summarized in Algorithm 1. GraphIT is an MM algorithm,
to search for the MAP estimate of A within our SSM (i.e.,
the minimizer of L), under the prior defined in (4). It has
an iterative structure, which alternates over majorization and
minimization steps. The difficulty lies in the construction of
the majorization approximation and in the required optimiza-
tion algorithm to minimize it.

Algorithm 1 GraphIT algorithm
Initial A(0) and penalty parameters. Precision ε > 0.
For i = 1, 2, . . .

Majorization:
Run KF and RTS smoother using A(i−1) and construct

(∀A ∈ RNx×Nx ) Q(A;A(i−1)) =

1
2
tr
(
Q−1(Σ−∆A>−A∆>+AΦA>)

)
+‖Ω(A(i−1))�A‖1. (7)

Minimization:

Solve A(i) = argminA
(
Q(A;A(i−1))

)
using DR solver.

Stopping condition:

If ‖A(i) −A(i−1)‖F≤ ε‖A(i−1)‖F , stop the recursion.

Given an estimation, A(i−1), coming from the previ-
ous iteration, we construct a specific majorization func-
tion Q(A; A(i−1)) defined in Eq. (7) that combines (i)
an EM-based majorization involving outputs from running
the KF/RTS with transition matrix A(i−1), and (ii) a convex
upper bound for our prior term in Eq. (4) (coming from IR`1
approach). Using (3) and (6), we can show that the function
in Eq. (7) is such that, for every A ∈ RNx×Nx and every
iteration i ∈ N, L(A) ≤ Q(A; A(i−1))+ct/A (heragain, the
constant term is set so as to have equality at A = A(i−1)).
In practice, the minimization of the above upper bound is
done through the Douglas-Rachford (DR) algorithm [43]
initialized at the current iterate A(i−1). As a virtue of the
MM construction, the sequence {L(A(i))}i∈N is a decreasing
sequence converging to a finite limit.



4. EXPERIMENTAL EVALUATION

We illustrate the performance of the proposed GraphIT
method on a time series simulated according to model (1),
with Nx = Ny ∈ {8, 16}. Sparse matrices A are randomly
generated, with support size (i.e., number of edges in the
associated graph) S ∈ {4, 8, 16}. For each of the six sce-
narios, we randomly select S indexes for which we set the
associated entry in A equals to a realization of an i.i.d. stan-
dard normal distribution and with the N2

x − S other entries
being set to zero. The non-zero entries of A are scaled so
that the spectral norm of A is less than one to guarantee the
stability of the Markov process. We finally set H = Id,
K = 103 and Q = σ2

QId, R = σ2
RId, Σ0 = σ2

0Id with
(σQ, σR, σ0) = (10−1, 10−1, 10−4).

For each of the six datasets, we ran GraphIT using log-
sum penalty (Table 1, first row) and precision ξ = 10−3 (with
a maximum of 50 iterations). We also display the results of
GraphEM using `1 penalty, and of the maximum likelihood
estimator computed by an EM algorithm (MLEM) [15, 16].
All methods are initialized with a matrix with entries Ai,j =
(10−1)|i−j|, rescaled to have spectral norm equals to 0.99.
The methods are compared in terms of relative mean square
error (RMSE) on A, accuracy and F1 scores for the graph
edge detection, using a threshold of 10−10 on the entries of
matrix A. All results are averaged on 50 realizations. The
regularization parameters of GraphIT and GraphEM are fine-
tuned through a grid-search strategy to minimize the RMSE
on a single realization.

The results are summarized in Table 2. MLEM does not
include sparsity prior on A, which explains its poor perfor-
mance, especially in terms of edge detectability. GraphEM
and GraphIT both reach better scores than MLEM. It is no-
ticeable that, the sparser the graph (i.e., the smaller S), the
better results for GraphIT. The superiority of GraphIT over
its competitors on all datasets is remarkable both in terms of
RMSE and detection metrics. In particular, despite integrat-
ing a sparsifying `1 penalty in its estimator, GraphEM strug-
gles for very sparse graphs, leading to an increase in RMSE
and a lowered accuracy. In contrast, GraphIT performs well
for all metrics. When the level of sparsity decreases (i.e., S
increases), both GraphEM and GraphIT tend to perform sim-
ilarly. We also include in the last column of Table 2, the av-
eraged computing times over 50 realizations for each meth-
ods. All methods take a similar running time (code is run in
Matlab 2021a on an 11th Gen Intel(R) Core(TM) i7-1185G7
3.00GHz with 32 Go RAM).

We finally display two examples of graph reconstruction
in Fig. 2. We compare the true graph (left), with GraphEM
(middle) and GraphIT (right) estimates in both setups, i.e.,
(Nx, S) = (8, 16) (top) and (Nx, S) = (16, 16) (bottom).
We can see the superior ability of GraphIT to recover the
graphs shape and weights in the case of two sparse graphs.

Table 2: Results and computing times for GraphIT,
GraphEM, and MLEM.

(Nx, S) method RMSE accur. F1 Time (s.)

(8,4)
GraphIT 0.185 0.964 0.776 1.523

GraphEM 0.244 0.920 0.635 1.186
MLEM 0.401 0.063 0.118 1.862

(8,8)
GraphIT 0.161 0.976 0.901 1.907

GraphEM 0.214 0.936 0.784 3.467
MLEM 0.345 0.125 0.222 1.774

(8,16)
GraphIT 0.190 0.931 0.861 1.663

GraphEM 0.194 0.865 0.772 3.506
MLEM 0.248 0.250 0.400 2.040

(16,4)
GraphIT 0.234 0.990 0.749 4.218

GraphEM 0.325 0.928 0.302 4.185
MLEM 0.792 0.016 0.031 4.741

(16,8)
GraphIT 0.257 0.987 0.808 4.005

GraphEM 0.322 0.907 0.403 3.916
MLEM 0.650 0.031 0.061 3.964

(16,16)
GraphIT 0.350 0.959 0.606 4.393

GraphEM 0.362 0.905 0.494 5.572
MLEM 0.710 0.063 0.118 3.129

Fig. 2: True graph (left), GraphEM (middle), and GraphIT
(right) estimates for (Nx, S) = (8, 16) (top) and (Nx, S) =
(16, 16) (bottom).

5. CONCLUSION

In this paper, we have proposed GraphIT, an MM algorithm
for the estimation of a sparse transition matrix describing hid-
den state interactions in an LG-SSM. A family of non-convex
regularization term is considered to enforce the sparsity of
the sought matrix, here interpreted as related to the adjacency
matrix of a directed graph. The novel method exploits ma-
jorization properties inherited from both the EM framework
and the iterated reweighted `1 methodology. The resulting
convex upper bounds can be efficiently minimized through a
proximal splitting solver. Through numerical results on con-
trolled scenarios, we illustrate the great ability of the method
to properly retrieve sparse transition matrices.
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