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ABSTRACT

Simulated annealing is a popular approach to solve non-
convex and black-box optimization problems. It consists in
running a non-homogeneous Markov chain to sample from
a sequence of Boltzmann probability distributions. This se-
quence is controlled by a cooling schedule, which governs
the concentration of the mass of the Boltzmann distributions
around the global minimizers. However, convergence is often
slow, difficult to assess, and requires a fixed cooling schedule.
We propose here a new simulated annealing algorithm with
adaptive cooling schedule, which draws samples from vari-
ational approximations of the Boltzmann distributions. Our
approach is theoretically sound and relies on an alternating
Bregman proximal-gradient scheme minimizing a regular-
ized Rényi divergence. Numerical experiments illustrate the
performance of the method.

Index Terms— Adaptive simulated annealing, alternating
Bregman proximal-gradient algorithm, Rényi divergence.

1. INTRODUCTION

In this work, we focus on the black-box minimization of a
non-convex cost. In this setting, only the cost function can be
evaluated, without access to any extra information (e.g. gradi-
ents). This can occur while optimizing hyper-parameters [1]
or when dealing with categorical variables [2]. Finding the
global minimum in such problems requires schemes able to
explore the space and avoid local minima. Many available
methods are reviewed in [3], including the natural evolution
strategies (NES) [4] or the cross-entropy (CE) method [5].

Among these methods, simulated annealing (SA) [6] re-
lies on Boltzmann distributions, which are probability densi-
ties constructed from the cost function and parametrized by a
temperature. Low-temperature Boltzmann densities are con-
centrated around the global minimizers, but it is hard to sam-
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ple from them. Therefore, SA schemes use decreasing tem-
peratures to generate samples approximating these Boltzmann
distributions, and thus approaching the global minimizers.

The cooling schedule (i.e., the sequence of temperatures)
must be fixed in advance and decrease slowly enough to reach
convergence [7, 6]. In particular, the cooling schedule cannot
be adapted to the quality of the samples generated in past it-
erations. Many adaptive SA algorithms have thus been pro-
posed [8, 9] to circumvent these issues, but mostly without
the theoretical guarantees of the original SA scheme [6].

Most SA methods rely on Markov chain Monte Carlo
schemes to draw samples, which allows to derive asymptotic
convergence results, but can make convergence slow and dif-
ficult to assess [10]. Sampling from parametric densities, as
in the NES [4] and CE [5] algorithms, provides an interesting
perspective for SA schemes, as demonstrated in [11].

Our recent APSA algorithm [12] provides a methodology
to adapt the cooling schedule in SA while generating para-
metric approximations of the Boltzmann distributions. To
do so, it reformulates the problem into the minimization of
the sum of the Kullback-Leibler (KL) divergence between the
Boltzmann distribution and its parametric approximation, and
a regularizer term. This objective function is then minimized
using an alternating Bregman proximal algorithm, relying on
numerical integration to adapt the temperature.

In this work, we propose a novel SA algorithm that lever-
ages the core ideas of [12], with a new choice of divergence,
regularizer, and optimization procedure. These novel features
lead to an improved algorithm which (i) is more efficient,
(ii) exploits available information about the global minimum
of the objective, (iii) admits theoretical guarantees, and (iv)
shows good empirical performance. Specifically, we propose
to use a Rényi divergence instead of the KL divergence, and
we introduce a novel and more principled regularizer. The
parametric distributions are chosen in an exponential fam-
ily. We propose an alternating scheme involving Bregman
proximal gradient steps. This allows to use the geometry of
the considered families [13]. We show in two benchmark
cost functions that the resulting method exhibits good perfor-
mance compared to existing black-box algorithms.



The rest of the paper is organized as follows. Background
is provided in Section 2. We detail our method in Section
3. Numerical experiments are presented in Section 4, before
concluding in Section 5.

2. PRELIMINARIES

2.1. Optimization problem and notation

We consider the following optimization problem

Find x∗ ∈ X s.t. f(x∗) = f∗ = min
x∈X

f(x). (1)

Here above, we consider a space X ⊂ Rd and a cost
function f : X → R. In the following, H denotes a finite-
dimensional Hilbert space with scalar product ⟨·, ·⟩. B(X )
denotes the Borel algebra of X and given a measure ν on
(X ,B(X )), we denote by P(X , ν) the set of probability mea-
sures on (X ,B(X )) which admits a density with respect to ν.
Given a measurable function h and p ∈ P(X , ν), we write
p(h) =

∫
h(x)p(x)ν(dx). For a function h, we denote its

conjugate function by h∗.

2.2. Exponential and Boltzmann families

Definition 1. The exponential family with sufficient statistics
Γ is the family Q = {qθ ∈ P(X , ν), θ ∈ Θ} such that

qθ(x) = exp (⟨θ,Γ(x)⟩ −A(θ)) , ∀x ∈ X , (2)

with A being the log-partition function, such that Θ =
domA ⊂ H, and which reads:

A(θ) = log

(∫
exp (⟨θ,Γ(x)⟩) ν(dx)

)
, ∀θ ∈ Θ. (3)

Example 1. Gaussian distributions with mean µ and covari-
ance Σ form an exponential family [14], with ν being the
Lebesgue measure and parameters θ = (Σ−1µ,− 1

2Σ
−1)⊤.

The Boltzmann distributions, denoted by πβ for β > 0,
are central in SA schemes. πβ gives the probability of a state
x ∈ X depending on f(x) and the inverse temperature β.

Definition 2. The family B of Boltzmann distributions asso-
ciated with f is the set of densities defined for β > 0 by

πβ(x) = exp (−βf(x)−B(β)) , ∀x ∈ X , (4)

where B is the log-partition function of πβ:

B(β) = log

(∫
exp (−βf(x)) ν(dx)

)
, ∀β > 0. (5)

Remark 1. The Boltzmann family B forms an exponential
family, with sufficient statistics −f and parameter β.

The mass of the Boltzmann distributions concentrates
on the global minimizers of f as β increases. Indeed,
limβ→+∞ πβ(f) = f∗ [6, Eq. (5.13)]. Therefore, points
sampled from πβ with high β would be close from the global
minimizer. However, sampling such points is difficult.

2.3. Rényi and KL divergences

Rényi and KL divergences are widely used as discrepancy
measures between probability distributions [15, 16].

Definition 3. The Rényi divergence with parameter α ∈
(0, 1) ∪ (1,+∞) and the KL divergence between p1 and p2
in P(X , ν) are respectively defined by

RDα(p1, p2) =
1

α− 1
log

(∫
p1(x)

αp2(x)
1−αν(dx)

)
,

KL(p1, p2) =

∫
log

(
p1(x)

p2(x)

)
p1(x)ν(dx).

If one of the above is not well-defined, its value is +∞.

The KL divergence is a limiting case of Rényi divergence
[17], since limα→1, α≤1 RDα(p1, p2) = KL(p1, p2).

3. PROPOSED APPROACH

3.1. A Rényi divergence minimization problem

SA methods create a sequence of Boltzmann distributions
with increasing inverse temperature and approximate them
with tractable distributions. In this work, we approximate the
Boltzmann distributions πβ ∈ B by parametric distributions
qθ from an exponential family Q. Therefore, we search for
parameters β, θ such that qθ and πβ are close and β is suffi-
ciently large. To achieve this goal, we consider the minimiza-
tion of the following function:

Jα(β, θ) = dα(β, θ) + r(β), ∀β > 0, θ ∈ Θ, (6)

where α ∈ (0, 1), dα(β, θ) = RDα(πβ , qθ). We furthermore
introduce the regularizer

r(β) = B(β) + βfϵ, ∀β > 0, (7)

where fϵ = f∗ + ϵ for any small value ϵ > 0. r is convex
and differentiable on R++. It is lower bounded as it is equal,
up to an additive constant, to KL(πβϵ

, πβ) where πβϵ
(f) =

fϵ. It promotes the concentration of πβ around the global
minimizers of f since ∇r(β) = 0 if and only if πβ(f) = fϵ.

Solving Problem (6) yields a distribution πβ concentrated
around the global minimizers of f , along with its approxima-
tion qθ from which samples are available. In the following,
we show how to construct in an adaptive fashion a sequence
{(βk, θk)}k∈N converging to such a solution.

3.2. Proposed algorithm

We propose to minimize Jα by using an alternating Breg-
man proximal gradient algorithm where the Bregman diver-
gences are induced by the log-partition functions A and B.
These are equivalent to the KL divergences [13]:

dA(θ, θ
′) = KL(qθ′ , qθ), ∀θ, θ′ ∈ Θ,

dB(β, β
′) = KL(πβ′ , πβ), ∀β, β′ > 0.



Such choices allow to decouple the updates of β and θ,
so that each update reduces to a variational inference update.
Indeed, in this framework, Boltzmann distributions are ap-
proached by a variational approximation from Q, and propos-
als from Q are also approximated by a Boltzmann distribu-
tion. Our choices also allow the use of the underlying geome-
tries of Q and B, which often leads to more efficient schemes
[18, 19]. Finally, the available studies of [20, 21, 22, 23] give
our method a solid theoretical background.

We are now ready to present our approach, whose itera-
tion k ∈ N consists in the following three steps with step-
sizes ηk, τk ∈ (0, 1], and η̃k = 1−α

α ηk with α ∈ (0, 1). First,
we perform a Bregman gradient descent step on dα(·, θk−1)
within the Bregman divergence dB with step-size η̃k:

βk− 1
2
= ∇B∗(∇B(βk−1)− η̃k∇βdα(βk−1, θk−1)). (8)

Second, we perform a Bregman proximal step on r within the
divergence dB and with step-size η̃k:

βk = argmin
β>0

r(β) +
1

η̃k
dB(β, βk− 1

2
). (9)

Third, we perform a Bregman gradient descent step on
dα(βk, ·) within the divergence dA and with step-size τk:

θk = ∇A∗(∇A(θk−1)− τk∇θdα(βk, θk−1)). (10)

We can compute for any β > 0, θ ∈ Θ,

∇βdα(β, θ) =
α

1− α
(πβ(−f)− π

(α)
β,θ (−f)), (11)

∇θdα(β, θ) = qθ(Γ)− π
(α)
β,θ (Γ), (12)

where π
(α)
β,θ ∈ P(X , ν) and has a density defined by

π
(α)
β,θ (x) ∝

(
exp(−f(x))β

qθ(x)

)α

qθ(x), ∀x ∈ X . (13)

Then, using results from [13, 22, 14], we can show that
Eq. (8)-(10) are equivalent for every k ∈ N to

πβ
k− 1

2

(f) = (1− ηk)πβk−1
(f) + ηkπ

(α)
βk−1,θk−1

(f), (14)

πβk
(f) =

1

1 + η̃k
πβ

k− 1
2

(f) +
η̃k

1 + η̃k
fϵ, (15)

qθk(Γ) = (1− τk)qθk−1
(Γ) + τkπ

(α)
βk,θk−1

(Γ). (16)

Let us now state our convergence result for the proposed
iterative scheme, using denominations from [14].

Proposition 1. Let ϵ > 0. Assume that B and Q are regular
and full, that τk, ηk ∈ (0, 1] for all k ∈ N, and that the up-
dates are well-defined. Then, the sequence {Jα(βk, θk)}k∈N
is decreasing. If further, B ⊂ Q, then a fixed point of the
algorithm (β∗, θ∗) is such that πβ∗(f) = qθ∗(f) = fϵ.

Proposition 1 establishes a monotonic decrease of the ob-
jective Jα. The second part of the result applies in particular
when f is quadratic and Q is the Gaussian family.

3.3. Our Rényi-based adaptive SA (RASA) scheme

We now discuss the practical implementation of our al-
gorithm for black-box optimization, meaning that only eval-
uations of f are available. We propose to approximate π

(α)
β,θ

and πβ using adaptive importance sampling [24]. To this end,
consider θ ∈ Θ and denote by Xθ a set of N samples from
qθ. We define for β > 0, α > 0 the empirical distributions

π
(β,α)
Xθ

∝
∑
x∈Xθ

(
exp(−f(x))β

qθ(x)

)α

δx. (17)

The distribution above approximates π
(α)
β,θ , while π

(β,1)
Xθ

ap-
proximates πβ . This yields Algorithm 1, which approximates
the idealized iterative algorithm described by Eq. (14)-(16),
with a precision depending on the sample size N .

Algorithm 1: RASA algorithm
input: Choose β0 > 0, θ0 ∈ Θ, N ∈ N, and {τk, ηk}k∈N

in (0, 1]. Set η̃k = 1−α
α ηk for every k ∈ N.

for k = 1, 2, . . . do
1 Sample N points Xθk−1

= {xn}Nn=1 from qθk−1
.

2 Set fk = min{f(x), x ∈ Xθl , 0 ≤ l ≤ k − 1}.

3 If k = 1, set π(βk−1,1)
Xθk−2

(f) = π
(βk−1,1)
Xθk−1

(f).

4 Compute the following empirical moment:

πβ
k− 1

2

(f) = (1− ηk)π
(βk−1,1)
Xθk−2

(f)+ηkπ
(βk−1,α)
Xθk−1

(f).

5 Set βk such that

π
(βk,1)
Xθk−1

(f) =
1

1 + η̃k
πβ

k− 1
2

(f) +
η̃k

1 + η̃k
fk.

6 Adapt the proposal by

qθk(Γ) = (1− τk)qθk−1
(Γ) + τkπ

(βk,α)
Xθk−1

(Γ).

Note that β 7−→ π
(β,1)
Xθk−1

(f) is a decreasing continuous
function. Thus, βk can be found by a dichotomy search.

3.4. Discussion

In [12], KL divergences and quadratic regularizers are
used. In contrast, our scheme relies on Rényi divergences
benefiting from a useful symmetry property [17, Proposition
2] and a novel regularizer, leading to simpler β updates.

The adaptation step of θ of the MARS algorithm [11] is
recovered in Algorithm 1 with α = 1. However, a fixed cool-
ing schedule was used in [11], while ours is fully adaptive.

Non-linear importance weights arise in Algorithm 1 from
the densities π

(α)
β,θ and the approximations π

(β,α)
Xθ

. Such
weights are known to prevent weight degeneracy issues [25].



4. NUMERICAL SIMULATIONS

4.1. Test problems and compared algorithms

We use two benchmarks with minimum value f∗ reached
at a unique x∗. Both are defined for any x ∈ Rd, where
d ∈ N. We consider a banana-shaped Rosenbrock function
and a multimodal Rastrigin function, defined respectively by

f(x− x∗) =

d−1∑
i=1

(
10(xi+1 − 1− (xi − 1)2)2 + x2

i

)
+ f∗,

f(x− x∗) = 4d+

d∑
i=1

(
0.4x2

i − 4 cos(2πxi)
)
+ f∗.

The minimum values f∗ are sampled uniformly in [−1, 1], and
the two functions are translated so that they reach the value f∗
at x∗ uniformly sampled in [−1, 1]d.

We compare our method with other schemes updating ap-
proximating densities using sampling. Namely, we consider
two SA schemes, the APSA scheme [12] and the MARS al-
gorithm [11], as well as the cross-entropy (CE) algorithm [5].

All the algorithms are run with step-size τk = 0.5
k+1 for

the parameters updates, and step-size ηk = 0.9 for the even-
tual temperature updates. The CE algorithm is run using the
proportion ρ = 0.5. We simulated N = 100 samples at each
iteration k ∈ N from Gaussian proposals with means µk. The
algorithms are initialized with mean µ0 uniformly sampled
in [−5, 5]d, covariance Σ0 = 10I , and initial temperature
β0 = 0.1. At each iteration, the dichotomy search in RASA
is performed in the interval [0.1βk−1, 1.5βk−1].

4.2. Assessing our adaptive cooling schedule

We first compare the cooling schedules of the APSA,
MARS, and RASA algorithms in dimension d = 2. Indeed,
the APSA scheme is implemented with numerical integration
steps which become intractable in higher dimensions.

Fig. 1. Plots of the quantities βk averaged over 500 runs for
the Rastrigin (left) and Rosenbrock (right) functions in di-
mension d = 2.

Figure 1 shows that the three methods have very different
cooling schedules. As observed in [12], the cooling sched-
ule of the APSA algorithm reaches a high stationary value
very fast. The MARS algorithm follows a logarithmic cool-
ing schedule, which is the slowest of the three. In contrast, the

cooling schedule of the APSA algorithm increases in a con-
vex fashion, much faster than the logarithmic cooling sched-
ule and without the stagnation of the APSA schedule.

4.3. Optimization performance in high dimension

We now compare our RASA algorithm with the MARS
and CE algorithms for d = 50, where the task is to minimize
the benchmark objective f . Note that the APSA method is
intractable in this high-dimensional setting.

Fig. 2. Plots of the quantity f(µk) − f∗ averaged over 500
runs for the Rastrigin (left) and Rosenbrock (right) functions
in dimension d = 50.

We can see in Fig. 2 that RASA outperforms the MARS
and CE algorithms on both benchmarks. This demonstrates
the positive impact on optimization performance of our adap-
tive cooling schedule. Note that contrary to the CE algorithm,
which only uses a ranking of the samples, the RASA and
MARS algorithms use each sample’s cost function value.

We also note that the lowest value of α yields the best per-
formance. Indeed, transforming the weights as in Eq. (17) re-
duces weight degeneracy [25], which may lower the approxi-
mation error arising from sampling with a limited number of
points in high dimension. Also, low values of α lead to ap-
proximations qθ fitting the mode of πβ [15]. This shows the
interest of the additional parameter α, coming from the use of
a Rényi divergence instead of a KL divergence as in [11].

5. CONCLUSION

In this work, we presented a novel SA algorithm for black-
box optimization. It approaches Boltzmann distributions by
variational approximations and treats the Boltzmann distribu-
tions as variational approximations themselves. This creates
an adaptive cooling schedule while avoiding some draw-
backs of the commonly used Markov chains schemes. This
procedure is interpreted as an alternating Bregman proximal-
gradient algorithm, allowing to gain novel theoretical in-
sights. Numerical experiments illustrate the good behavior of
the resulting method. This work also opens potential research
tracks. On a theoretical level, the links between our practical
implementation and its exact counterpart remain to be estab-
lished precisely. The use of more complex approximating
distributions, such as mixtures, can also be investigated, in
particular in relation to multi-modal objectives.
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