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Abstract

Flutter is one of the most important aeroelastic instability phenomena that arises from the interaction
between the structural dynamics of the mechanical airfoil system and the surrounding airflow. This instability
phenomenon can lead not only to a reduction in aircraft performance but also to catastrophic structural
failure.

Therefore, one of the major challenges is to perform parametric and sensitivity studies on the stability
behaviour of a wing system subject to many random uncertainties in order to achieve a thorough understand-
ing and reliable estimation of the role played by each parameter in the flutter phenomenon. To carry out
such a study, an advanced surrogate modelling technique based on kriging and polynomial chaos expansion
(PCE) is proposed for the prediction of flutter instability. In addition, a methodology based on hybrid surro-
gate modelling with advanced automatic kriging construction is discussed to promote an efficient parametric
study of the airfoil system with uncertainties subjected to flutter. The Sobol indices highlight that the role
played by each random parameter depends strongly on the flow speed and airfoil geometry with complex
behaviours, giving valuable insights into the physics and the complexity of flutter.

Keywords stability analysis, airfoil flutter, hybrid uncertainties, kriging, polynomial chaos expansion, sensi-
tivity analysis

1 Introduction

Flutter is a well-known instability problem in aero-elasticity [1, 2]. It is a dangerous phenomenon which can
lead to lower performances or even to dramatic structural failures. This phenomenon comes from an interaction
between the structure and the surrounding air flow that affects the effective structural mass, damping and
stiffness matrices which become asymmetric. For a critical speed of the airflow, i.e. the flutter speed, the
airfoil starts to absorb energy from the surrounding airflow leading to a dynamic instability called flutter. To
suppress vibration and instability, active and passive solutions have been extensively investigated [3–7]. However,
designing an effective structure robust to environmental and manufacturing tolerances that limits or avoids the
appearance of flutter in a first stage is of major importance. Yet, the complexity of the flutter phenomenon and
the high number of parameters involved in the modelling make this task complex. Indeed, when designing such
structure, one needs to identify the best set of some design parameters to ensure the stability of the system under
the high number of model uncertainties present, that might come from environmental considerations, material
variability or manufacturing tolerances for example. The latter are often considered as aleatory parameters and
are modelled with random variables, whereas the design parameters can be seen as epistemic uncertainties as
increasing the number of samplings reduces the uncertainty [8]. Due to the presence of aleatory uncertainties,
the response of the airfoil is stochastic, but this stochastic response varies when the design parameters vary
as well. In this context, it is necessary to deal with different natures of uncertainties, and so advanced and
complex numerical tools are required. Moreover, the presence of a large number of uncertain parameters make
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any parametric study or sensitivity study challenging due to the high numerical time involved, even for simple
academic models. But getting deep insights in the role and influence of each parameter is essential to gain a
better understanding of the phenomenon and the role played by each parameter for different flow speeds. Thus,
the main objective of the paper is to propose a deep analysis of the stability of an airfoil model by taking into
consideration both types of uncertainties. As it may represent a high numerical cost, advanced numerical tools
based on hybrid surrogate modelling are developed to ensure an affordable computational cost and extensive
parametric study of the stochastic system and parametric sensitivity analysis are performed.

Most studies are focused only on the propagation of one type of uncertainties. Different methods are available
to propagate them. If the uncertain parameters can be modelled as random variables, the most classical and
robust method remains the Monte Carlo Sampling (MCS) strategy which approximates the stochastic response
by realising a large number of runs of the model. Even though it is robust, the convergence rate is low and the
computational cost is too expensive to consider real applications. Advanced sampling strategies also exist which
reduces the number of samples, as the Latin Hypercube Sampling (LHS) [9], however this approach remains
expensive. MCS has been used for example in [10] to solve the random flutter equations of an airfoil model under
turbulent flow conditions. Or in [11] to study the influence of the boundary conditions on a two-dimensional
panel flutter system in the absence or presence of random pressure. More advanced and efficient techniques
as Polynomial Chaos Expansion (PCE) [12] for example, are possible. PCE has been extensively considered,
with the generalized PCE (gPCE) [13] or arbitrary PCE (aPCE) [14] to deal with different probability density
functions (PDF). In [15], the PCE approach is used to represent the periodic response of an airfoil when the
structural stiffness are random. In [14], the aPCE is employed to study the stability of an airfoil model when
the natural frequency or the structural nonlinearity are uncertain. In [16], the bifurcating behaviour of an
airfoil model is predicted with PCE when three uncertain parameters are considered. In [17], an intrusive
PCE approach is developed to predict the flutter instability of an airfoil system when the structural stiffness
is random. Other approaches are based on the use of Response Surface Methods (RSM). The latter is cheap
to evaluate and can be exploited to perform MCS studies for uncertainty quantification (UQ) for example.
Methods as polynomial regression, kriging [18], support vector regression [19], etc. are in this category. These
methods are also often used for parametric studies and design space exploration, and are particularly relevant for
epistemic uncertainty. It consists in the approximation of the model with an equivalent analytical mathematical
expression. A comparison of PCE, Singular Value Decomposition (SVD), Fuzzy and MCS for flutter prediction
is proposed in [20]. Advanced multi-fidelity models to couple low-fidelity and high-fidelity models to predict
flutter have also been studied [21, 22]. In cases where both nature of uncertainties are present, i.e. aleatory and
epistemic, adopting a unique modelling strategy might not be the best numerical strategy. Recent works [23]
have proposed hybrid surrogate modelling to deal with both epistemic and aleatory uncertainties based on the
association of PCE and kriging to model both uncertainties. By considering that the PCE coefficients depend
on the epistemic uncertainties, they can then be approximated with a kriging surrogate model. This hybrid
surrogate model is particularly efficient when a parametric study of a stochastic model is required, but also
for a parametric sensitivity analysis. Previous works have demonstrated the robustness of the approach for
systems with large number of uncertain parameters and/or large and complex mechanical systems and can also
be improved by integrating the physical properties in the surrogate modelling formulation [24–26]. However, it
is known that the choice of the kriging properties (regression and correlation functions) have a large influence on
its performances [27]. These properties are often chosen by hand based on previous knowledge, or by comparing
kriging predictions to reference points. In the hybrid surrogate model, as each PCE coefficient is modelled with
a kriging model, such strategies are not possible due to the large number of surrogate models. It justifies the
necessity to find and identify efficient criterion to construct automatically these kriging surrogate models with
the best properties, which is one objective of this study. More precisely, different criterion are considered as it
is possible to consider criterion based on the full hybrid surrogate model or construction criterion based on the
error of each kriging surrogate model (i.e. on each PCE coefficients).

Finally, the objective of the paper is to perform a parametric study and a sensitivity study of the stability
behaviour of an airfoil system subjected to numerous random uncertainties, i.e. when two different types of
uncertainties are present. By doing this design space exploration and this parametric sensitivity analysis, the
goal is to gain deep insights in the role played by each parameter in the flutter phenomenon. An advanced
hybrid surrogate model that couples kriging and PCE is employed to deal with both natures of uncertainties.
A secondary objective of the study, is to propose criterion that can be used for an automatic construction of
the different kriging surrogate models to improve the performances of the hybrid surrogate model.

The paper is structured as follows. First, the model of the airfoil and the stability analysis for flutter detection
is presented. Second, the uncertain parameters in the model are presented. Third, the hybrid surrogate model
and the different automatic construction criterion considered are presented. Finally, the results are presented.
In a first time, the different criterion are compared in terms of convergence rate and efficiency. In a second
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time, once the final hybrid surrogate model is validated, it is exploited to analyse deeply the stability of the
airfoil in an uncertain context and a sensitivity analysis is perform. Complex behaviours and dependencies are
shown, justifying the use of such advanced tools.

2 Airfoil model and basic stability analysis

The proposed airfoil model corresponds to a two-degrees-of-freedom system which are the plunging deflection
h (positive in the downward direction) and the pitching angle α about the elastic axis (positive nose up), as
illustrated in Figure 1. This system is subjected to the quasi-steady aerodynamic lift Lqs and moment Tqs that
can be expressed for a two-dimensional and incompressible flow such as [5, 7]:

Lqs = πρabsp

(
b
(
ḧ+ V α̇− bāα̈

)
+ 2V

(
V α+ ḣ+ b

(
1

2
− ā

)
α̇

))
(1)

Tqs = πρab
2sp

(
bāḧ− V b

(
1

2
− ā

)
α̇− b2

(
1

8
+ ā2

)
α̈+ 2V

(
1

2
+ ā

)(
V α+ ḣ+ b

(
1

2
− ā

)
α̇

))
(2)

The definitions of all the parameters are given in Table 1. Then the equation of the airfoil model can be defined
by:

Msẍ+Csẋ+Ksx = F (3)

where x = [h α]T and the vector F includes the contribution of the quasi-steady aerodynamic lift and moment
such as F = [−Lqs Tqs]

T . The mass, damping and stiffness matrices of the structural mechanical system
(Ms,Cs,Ks) are defined by

Ms =

[
m mxα

mxα Iα

]
; Cs =

[
ch 0
0 cα

]
; Ks =

[
kh 0
0 kα

]
(4)

Finally, the system can be rewritten in the following form

(Ms +Maero) ẍ+ (Cs +Caero) ẋ+ (Ks +Kaero)x = 0 (5)

where the matrices Maero, Caero and Kaero correspond to the additional contributions due to quasi-steady
aerodynamic flow conditions previously given in the vector F = [−Lqs Tqs]

T . Maero, Caero and Kaero are
given by:

Maero =

[
πρab

2sp −πρab
3spā

−πρab
3spā πρab

4sp
(
1
8 + ā2

)] (6)

Caero =

[
2πρabspV πρab

2spV
(
1 + 2

(
1
2 − ā

))
−2πρab

2spV
(
1
2 + ā

)
−2πρab

3spV ā
(
1
2 − ā

) ]
(7)

Kaero =

[
0 2πρabspV

2

0 −2πρab
2spV

2
(
1
2 + ā

)] (8)

The usual approach to determine the system stability is the Complex Eigenmodes Analysis (CEA). The
stability is determined by considering the complex eigenvalues λk and the associated eigenvectors Φk defined as
the solution of: (

λ2
k (Ms +Maero) + λk (Cs +Caero) + (Ks +Kaero)

)
Φk = 0 (9)

If all eigenvalues have negative real parts, the system is stable. If at least one eigenvalue has a positive real
part, the system is unstable. In this second case, if the imaginary part of the associated positive eigenvalue is
not equal to zero, the system encounters flutter and the imaginary part corresponds to the angular frequency
of the associated unstable mode. To be noted that in the case where the associated imaginary part is equal to
zero, the system encounters divergence.

In order to illustrate the problem that will be addressed in the rest of the paper, a first brief study is
presented on the notion of stability for the airfoil system. Figure 2(a) displays the evolutions of the real parts
and angular frequencies as a function of the flow speed V . Figure 2(b) illustrates the appearance of instability
in the complex plane. Initially, at V = 0 the system is stable with the two modes at angular frequencies equal
to ωI,0 = 10.94 rad/s ωII,0 = 37.70 rad/s, respectively. The be noted that the associated real parts are equal to
ℜ(λI,0)=-0.318 and ℜ(λII,0)=-7.066, respectively. Increasing the flow speed V induces an increase of the real
part ℜ(λI,V ) and a decrease of the real part ℜ(λII,V ) . When the flow speed V reaches 23.46 m/s the system’s
stability switches. As illustrated in Figure 2(b), one complex eigenvalue crosses the complex plane imaginary
axis (i.e. ℜ(λ) = 0 and ℑ(λ) ̸= 0). The flutter angular frequency ωf at the Hopf bifurcation point (marked by
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Figure 1: Schematic mechanical system of a two-dimensional airfoil [7]

Parameter Notation Value
Span of the airfoil sp 1 m

Airfoil mass m 2.049 kg
Dimensionless distance of the elastic axis from midchord ā -0.6847

Semichord of the airfoil section b 0.135 m
Torsional stiffness kα 6.833 N m/rad
Plunging stiffness kh 2844.4 N/m

Damping coefficient in pitching cα 0.036 N s/rad
Damping coefficient in plunging ch 27.43 N s/m

Air density ρa 1.225 kg/m3

Mass moment of inertia of the airfoil about the elastic axis Iα mx2
α+ 0.0517 kg m2

Distance of the elastic axis from center of mass xα (0.0873− (1 + ā) b) m

Table 1: Geometrical and physical parameters of the airfoil system

a red cross in Figure 2(b)) is equal to 24.32 rad/s. After the Hopf bifurcation, the airfoil system is unstable and
the real parts of the two modes are opposite: one mode is stable (i.e. the associated real part is negative and
decreases versus the increase of the flow speed) whereas the other one is unstable (i.e. the associated real part
is positive and increases versus the increase of the flow speed).

3 Description of the parametric and uncertain parameters

In the airfoil model, different parameters are assumed to be uncertain and could vary due to environmental
considerations, manufacturing tolerances, wear etc. In this work, it is considered that five parameters, namely
kα, cα, kh, ch, sp, are affected by such variations. A classical modelling choice is to use random variables to
model them. They are characterized by a probability law, and the airfoil response becomes stochastic. It is
assumed in this work that the random parameters follow a uniform distribution and can vary up to ±5%. It is
summarized in Table 2.

However, it is still of prior importance to study the stability behaviour of such stochastic structure when
considering a parametric variation of different parameters that drive the system. Indeed, it could be interesting
in a design process to select a robust design, or for an extensive parametric study to understand deeply the
system behaviour. In this work, it is chosen to study the stability of the stochastic airfoil when the distance
of the elastic axis to mid-chord ā, the flow speed V and the semi-chord length b vary. So for each value of the
vector p = [ā, V, b], one is looking for the stochastic response of the airfoil system. The variation of these three
parameters are given in Table 3.

The variation of these parameters has an impact on the other parameters of the airfoil, such as the mass or
the inertia. The airfoil is assumed to have the same thickness and camber ratio, denoted τ and η respectively
(thickness camber and over chord length), during the design and operations. It is known that such system have
an area A and a bending inertia I equal to:

A = KAb
2τ (10)

I = KI(τ
2 + η2)b4 (11)
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Figure 2: Illustration of the stability analysis of the airfoil system – (a) real parts and angular frequencies versus
the flow speed V – (b) eigenvalues evolution in the complex plan

Parameter Notation Average value Law % variation
Torsional stiffness kα 6.833 N m/rad Uniform ± 5 %

Damping coefficient in pitching cα 0.036 N s/rad Uniform ± 5 %
Plunging stiffness kh 2844.4 N/m Uniform ± 5 %

Damping coefficient in plunging ch 27.43 N s/m Uniform ± 5 %
Span of the airfoil sp 1 m Uniform ± 5 %

Table 2: Random parameters description

with KA and KI constants. The mass of the airfoil is m = Aspρ = KAb
2τspρ = βb2sp with β = Kaτρ a

constant, and the bending moment of inertia is I = γb4 with γ = KI(τ
2 + η2) a constant. From these, the

distance of the elastic axis from center of mass is xα = 0.0873− (1+ ā)b and the mass moment of inertia of the
airfoil about the elastic axis is Iα = mx2

α + I.

4 Hybrid surrogate model and automatic construction criterion

The parameters to predict are the real parts and the imaginary parts of the airfoil eigenvalues, in this context
λ1 = κ1 + iω1 and λ2 = κ2 + iω2, with κ• the real part and ω• the imaginary part. For the sake of clarity
and concision, the parameter to predict will be denoted λ in the following. It can represent κ1, κ2, ω1, ω2. As
each variable depends on the vector of design parameter p = [ā, V, B] and the vector of random parameters
ξ = [kalpha, cα, kh, ch, sp], it writes λ(p, ξ).

Parameter Notation [min,max]
Dimensionless distance of the elastic axis from midchord ā [-0.5,-0.8]

Semichord of the airfoil section b [0.13, 0.16] m
Flow speed V [0, 40] m/s

Table 3: Interval variation of the parametric variables
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4.1 Polynomial Chaos Expansion

The uncertainty related to the random part is modelled and propagated with PCE. According to the PCE theory,
any random parameter Y can be approximated by a convergent, in the L2 sense, expansion [12, 13, 28, 29]:

Y (ξ) =

P−1∑
k=0

µkΨπk
(ξ) (12)

with (µk) the weighting coefficients and (Ψπk
) the multivariate polynomials. The expansion is truncated and

P terms are retained. Only polynomials of order inferior to opce are retained when no additional truncation
scheme is retained. In this case, the number of term is P =

(
opce+r
opce

)
, with r the number of random parameters.

The multivariate polynomial basis (Ψπk
) is constructed by tensorisation of monovariate polynomial ba-

sis (Φ
(j)
π ), with π the polynomial order and and j ∈ {kalpha, cα, kh, ch, sp}. Thus, each random parameter

is characterised by a distribution and by a family of polynomials orthogonal w.r.t. this distribution. The
correspondence between the distribution and the polynomial family is given by the Askey scheme [13, 28].
As uniform laws are considered here, Legendre polynomials are used. If πk denotes the multivariate index
πk = [πkalpha

, πcα , πkh
, πch , πsp ], then [12, 13, 28, 29]

Ψπ = Φ(kα)
πkα

× . . .× Φ(sp)
πsp

(13)

A hyperbolic truncation scheme of parameter q ∈ (0, 1] is adopted to reduce the size of the PCE and to
select a subset of polynomials with low order interactions [30]. Only multi-index π that verify

||π||

 ∑
j∈[kalpha,cα,kh,ch,sp]

πq
j

1/q

≤ opce (14)

are kept. The lower is q, the smaller is the PCE basis. It translates the idea that the main effects are often
driven by low order interactions between the different input parameters.

The coefficients (µk) can be computed by intrusive or non-intrusive methods [29]. A non-intrusive method
based on regression is employed here as it is the best compromise between numerical cost, accuracy of results
and implementation difficulty. The coefficients (µk) are the solution of a least-square minimisation problem
between the random function Y (ξ) and its PCE evaluation at N points. The input points of experimental
design are generated based on a Latin Hypercube Sampling (LHS) [9].

4.2 Kriging

The uncertainty related to the parametric parameters p = [ā, V, b] will be modelled and propagated with the
kriging method. It approximates a function µ(p) by a response surface based on a given set of evaluations of
the method [18, 31–33]. The kriging approach approximates the function µ as:

µ(p) = g(p)Tβ + Z(p) (15)

where g is a set of nr regressive functions, often taken as polynomial of low order (up to order 2), the vector β
is the weighting coefficients and are a solution of a least square problem. Z is a zero mean Gaussian process of
variance σ2, whose covariance is

E[Z(p), Z(p′)] = σ2R(θ,p,p′). (16)

R is the spatial correlation function of scaling parameter θ, p and p′ are two points of the input space.
Anisotropic kriging is considered here, and so θ has the same size as p, here 3. The correlation function R is
build based on a product of mono-variate correlation families [18, 31–33], in dimension 3 it writes:

R(θ,p,p′) =

3∏
j=1

Rj(θj , dj) (17)

with Rj a 1D-correlation family taken from Table 4, θj the value of θ in the j–th dimension, and dj = pj − p′j
the distance between p and p′ in the j–th dimension.

The construction of a kriging surrogate model is based on Q evaluations of the function µ. Thus, from Q
inputs (p(k))k∈[1,Q], Q outputs (µ(k) = µ(p(k))k∈[1,Q] are obtained. From this set, the regression matrix G of

coefficients Gij = gj(p
(i)) and the regression matrix R of coefficients Rij = R(θ,p(i),p(j)) are computed. The
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Table 4: Examples of correlation function family in dimension 1 [32]

Kernel k(θ, d)

Gaussian exp
(
− d2

2θ2

)
Exponential exp

(
− |d|

θ

)
Matérn 5/2

(
1 +

√
5|d|
θ + 5d2

3θ2

)
exp

(
−

√
5|d|
θ

)
Matérn 3/2

(
1 +

√
3|d|
θ

)
exp

(
−

√
3|d|
θ

)
Linear max(0, 1− |d|

θ )

Spherical 1− 1.5y + 0.5y3 , with y = min(1, |d|
θ )

Spline


1− 15( |d|θ )2 + 30( |d|θ )3 for 0 ≤ |d|

θ ≤ 0.2

1.25(1− |d|
θ )3 for 0.2 < |d|

θ < 1

0 for |d|
θ ≥ 1

hyper-parameter θ is the solution of a likelihood optimisation problem from which β and σ2 are determined.
For a detailed description, the reader can refer to [18, 31].

The quality of a kriging surrogate model relies on the choice of the correlation function, the regression
function and the learning points. The matlab toolbox DACE [31] upgraded with in-house developments is used
in this work to construct the kriging surrogate models, and LHS are used to generate the input points [9].

4.3 Hybrid formulation

The hybrid method consists in approximating the function λ(p, ξ), which can represent κ1, κ2, ω1 or ω2.
Considering λ(p, ·), it is a random variable, and so it can be approximated by a PCE:

λ(p, ξ) =

P−1∑
k=0

µk(p)Ψk(ξ) (18)

where the PCE coefficients µk depend on the vector p. It is then assumed than each PCE coefficient can be
approximated by a kriging surrogate model:

µk(p) = g(k)(p)β(k) + Z(k)(p) (19)

So finally:

λ(p, ξ) =

P−1∑
k=0

µk(p)Ψk(ξ) =

P−1∑
k=0

(
g(k)(p)β(k) + Z(k)(p)

)
Ψk(ξ) (20)

The construction of such surrogate model is based on an experimental design obtained from the tensorisation
of a set of Q points p(k) and a set N points ξ(j). So the final set is composed of Q × N points. For each(
p(k), ξ(k)

)
(k,j)∈[1,Q]×[1,N ]

, the eigenvalues of the airfoil are computed, and real parts and pulsations are taken

as output values.
For a complete description of the hybrid surrogate model and its implementation, the interested reader can

refer to [23–25].

4.4 Exploitation of the hybrid surrogate model

This hybrid surrogate model models each type of uncertainty. This formulation is particularly interesting when
one must do a parametric study on a stochastic system. Indeed, the PCE coefficients are directly related to the
statistical moments of the system. Based on the current formulation, these statistical moments are an analytical
function of the parametric vector. It means they are obtained without additional numerical simulation, i.e. no
Monte Carlo Sampling is required.

Thus, the average of λ at p is given by [29]:

E[λ(p)] = µ0(p) = g(0)β(0) + Z(0)(p) (21)

7
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and the variance by

σ2
λ(p) =

P−1∑
k=1

µk(p)
2∥Ψπk

∥2 =

P−1∑
k=1

(g(k)β(k) + Z(k)(p))2∥Ψπk
∥2 (22)

The Sobol indices [34] also depend on the parametric vector and can also be directly deduced from the
formulation as they depend on the PCE coefficients [29]. Let V (λ(p)) denotes the variance of λ at p. The first
Sobol index Si related to the random variable i ∈ {kalpha, cα, kh, ch, sp} is defined as [34]:

Si(p) =
Vi(λ(p))

V (λ(p))
(23)

where Vi(λ(p)) = V (E(λ(p)|Xi) is obtained from the PCE coefficients [29]:

Vi(λ(p)) =
∑
k∈vi

µ2
k∥Ψπk

∥2 (24)

with vi the set of multivariate indices composed only of polynomials related to the variable i.

4.5 Automatic construction criterion of the kriging surrogate models

As the hybrid surrogate model requires one kriging surrogate model per PCE coefficient, it requires many
kriging surrogate models. Usually, the choice the correlation and regression function to be used is based on a
trial-and-error process or based on previous knowledge [23, 25, 27]. However, this approach is hardly applicable
in the context of the hybrid surrogate model as many kriging surrogate models must be constructed. So different
criterion for an automatic selection of the best kriging properties have been compared. Two options are possible
in terms of construction of the hybrid surrogate model, either all PCE coefficients are approximated with the
same kriging properties, or each coefficient has its own kriging properties. With the first option, error criterion
based on the error of the hybrid surrogate model are preferred, whereas with the second option it is necessary
to use a criterion for each PCE coefficient (and so for each kriging surrogate model).

Two methods are adopted for the computation of the error criterion. The first one is based on the comparison
of the predicted values from a surrogate model and reference values. These reference values are obtained from
a set of Nv validations point (and so it requires additional simulations). The second option is based on the well
known Leave-One-Out (LOO) criterion [30]. This approach does not require additional simulations and exploits
the training set composed of Q points. From this set, one point i is removed and a new surrogate model is
constructed with the new training set. The prediction of the new surrogate model is compared to the reference
value. This process is repeated for each point of the training set.

The different cases retained for the automatic construction of the kriging surrogate models are:

� case 1: it is a baseline case which correspond to the case where all the kriging have the same properties,
and a classical choice is taken, namely a Matérn 5/2 correlation function and a constant regression part.
This option is extremely convenient in terms of implementation and in terms of complexity. This case will
be to see how much improvement one can get by using advanced criterion.

� case 2: all the kriging surrogate models have the same properties, and the correlation and regression
functions are selected to minimise the maximum of the absolute relative error of the hybrid surrogate

model on a set of reference validation points. This error can be written er,glob = maxk∈[1,Nv ] |λ
(k)−λ̃(k)

λ(k) |,
with λ(k) the exact value of the eigenvalue at the k–th point of the validation set and λ̃(k) the hybrid
surrogate model prediction at the k–th point of the validation set.

� case 3: all the kriging surrogate models have the same properties, and the correlation and regression
functions are selected to minimise the average of the absolute relative error of the hybrid surrogate model

on a set of reference validation points. This error can be written ēr,glob =
1
Nv

∑Nv

k=1 |
λ(k)−λ̃(k)

λ(k) |, with λ(k)

the exact value of the eigenvalue at the k–th point of the validation set and λ̃(k) the hybrid surrogate
model prediction at the k–th point of the validation set.

� case 4: each kriging surrogate model has its own properties. The correlation and regression function of a
kriging surrogate model for a given PCE coefficient are chosen to minimise the maximum of the absolute

relative LOO error on the PCE coefficient. This error can be written: eLOO,coeff = maxk∈[1,Q] |
µ
(k)
j −µ̃

(∼k)
j

µ
(k)
j

|,

with µ
(k)
j the reference value of the j–th PCE coefficient at the k–th point of the training set and µ̃

(∼k)
j

the prediction of the kriging surrogate model constructed by removing the k–th point.
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� case 5: each kriging surrogate model has its own properties. The correlation and regression function of
a kriging surrogate model for a given PCE coefficient are chosen to minimise the average of the absolute

relative LOO error on the PCE coefficient. This error can be written: ēLOO,coeff = 1
Q

∑Q
k=1 |

µ
(k)
j −µ̃

(k)
j

µ
(k)
j

|,

with µ
(k)
j the reference value of the j–th PCE coefficient at the k–th point of the training set and µ̃

(k)
j the

prediction of the kriging surrogate model constructed by removing the k–th point.

� case 6: all the kriging surrogate models have the same properties, and the correlation and regression
functions are selected to minimise the maximum of the absolute relative LOO error of the hybrid surrogate

model. This error can be written: eLOO,glob = maxk∈[1,Q] |λ
(k)−λ̃(∼k)

λ(k) |, with λ(k) the exact value of the

eigenvalue at the k–th point of the training set and λ̃(∼k) the prediction of the hybrid surrogate model
constructed by removing the k–th point of the training set.

� case 7: all the kriging surrogate models have the same properties, and the correlation and regression
functions are selected to minimise the average of the absolute relative LOO error of the hybrid surrogate

model. This error can be written: ēLOO,glob = 1
Q

∑Q
k=1 |

λ(k)−λ̃(∼k)

λ(k) |, with λ(k) the exact value of the

eigenvalue at the k–th point of the training set and λ̃(∼k) the prediction of the hybrid surrogate model
constructed by removing the k–th point of the training set.

5 Results

In this section, the hybrid surrogate model is employed to surrogate the stability behaviour of the airfoil, i.e.
to predict its complex eigenvalues. The first part of the section is dedicated to the construction of the hybrid
surrogate model. More precisely, the PCE properties are first chosen based on a convergence study. Then,
the different automatic construction criterion for the construction of the kriging surrogate models of the PCE
coefficients are compared. Finally, the final surrogate model is validated. The second part of the section is
dedicated to the exploitation of the surrogate model to make an extensive study of the stability of the airfoil
considering the uncertainties. The stochastic eigenvalues are predicted over the parametric space in a first time.
In a second time, a sensitivity analysis using the Sobol indices is performed.

5.1 Hybrid surrogate model construction with automatic criterion

5.1.1 PCE construction

The goal of this section is to set up the PCE properties, i.e. to chose the DoE size and the PCE size with
the chaos order opce and the truncation norm q. A convergence study over the DoE size is done for different
PCE sizes. The different DoE sizes are [50, 75, 100, 125, 150, 175, 200, 250, 300, 350, 400, 500], and for each size 10
simulations are done to get an estimation of the robustness of PCE properties to the DoE. The different chaos
order considered are [1, 2, 3, 5] and two truncation norms are considered, namely 1 and 0.5. For each case, the
PCE predictions are compared to 500 reference values from a validation set, and the relative error is computed.
As it is required to have more training points than PCE coefficients, for each PCE basis, the error is computed
only when there are enough points in the training set. In Figure 3, the evolution of the average relative errors
w.r.t. the DoE size are given for each eigenvalue and for the different PCE sizes. The errorbar limits represent
the average values ± the standard deviation.

From Figure 3, one can see that the error decreases when the DoE sizes increase until it reaches a plateau.
Also, it can be noticed that the error dispersion tends to decrease when the DoE size increases (see the errorbars
that are less spread). The final error is strongly related to the PCE basis size. Indeed, cases with the highest
error have the smaller bases (7 terms for (opce = 1, q = 0.5)) than for basis with more terms (84 terms for
(opce = 3, q = 1)) or even 462 terms for (opce = 5, q = 1). However, the largest the PCE basis, the more points
in the DoE are needed to compute the PCE coefficients. However, in all cases, the level of error remains low as
well as the dispersion of the error. Indeed, the average relative error is always inferior to 10e − 2 for the real
parts and inferior to 10e− 3 for the angular frequencies.

Finally, a chaos order of m = 2 with a truncation norm of q = 1 are taken and a DoE of 100 points is
chosen. This choice is based on the fact that the error level is satisfactory for the eigenvalue prediction. Indeed,
it gives an error of about 2e-3 for Re(λ1), 2.5e-4 for Re(λ2), 2.5e-4 for ω1 and around 2e-4 for ω2. The case
(opce = 3, q = 1) gives lower error but represents a PCE basis of 84 terms, whereas the case (opce = 2, q = 1)
represents a basis of 28 terms. Considering that one kriging surrogate model is constructed per PCE coefficients,
a compromise between the PCE basis size and the PCE accuracy is done.
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(a) (b)

(c) (d)

Figure 3: Evolution of the error for different PCE size versus the size of the experimental design for the real
(a,b) and imaginary (c,d) parts of the first (a,c) and second (b,d) eigenvalues

5.1.2 Comparison of the automatic construction criterion

The different criterion for the automatic construction of the kriging surrogate models is presented here. The
change in the kriging properties (correlation and regression) has a strong impact on its accuracy and so these
properties must be well tuned. This can be done by hand, but in a context where numerous kriging surrogate
models must be created, i.e. one per PCE coefficient, this strategy cannot be used anymore and automatic
construction criterion must be investigated. Seven different strategies are considered and compared.

Thus, for each eigenvalue real part and angular frequency, hybrid surrogate models are constructed with
different DoE sizes for the kriging part, namely [10, 25, 50, 100, 150, 200, 500] points. For each DoE size, 20
LHS are generated. The final error of each hybrid surrogate models is computed by computing the relative error
of the hybrid surrogate model prediction at reference values from a validation set composed of 50× 125 = 6250
points. From these 6250 values, one get the average relative error ēr and the standard deviation of this error
σer . For each hybrid surrogate model and for each DoE size, the average and the standard deviation over the
20 LHS are computed. They are displayed in Figure 4 for the evolution of the average relative error and in
Figure 5 for the standard deviation of the relative error. For each figure, on the left column the average of
the quantity of interest is given (i.e. E[ēr] or E[σr]) and in the right column, the standard deviation of the
quantity is given (i.e. Std[ēr] or Std[σr]). The different automatic strategies for the kriging construction can
be compared in terms of performances, convergence speed and robustness.

As a first general comment, the evolutions of the errors are similar and the average and the standard deviation
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4: Average relative error - mean (left) and std (right) - Evolution of the average error of the average
relative error on 20 LHS
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5: Std relative error - mean (left) and std (right) - Evolution of the average error of the average relative
error on 20 LHS
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of the relative errors decrease in mean and variance when the DoE size increases. Looking at the evolution of
the average relative error ēr in Figure 4 and of its standard deviation σr in Figure 5, some differences between
the different cases is visible. In all cases the indicators that are global and that are based on the maximum
error computed (orange and light blue lines) always underperform compared to the others. Indeed, the level
of error is always higher and the quality of the hybrid surrogate models varies between two different DoE. For
example, for E[ēr

Re(λ1)], for a DoE of 25 points, the mean of the average relative error is two times higher than
for the other cases. Similarly, the standard deviation of the average relative errors ēr are also always higher for
these two cases, and sometimes they even reach a plateau (see orange line in Figure 4(d)). It demonstrates that
the quality of the hybrid surrogate models vary a lot from one DoE to another and show a lack of robustness.
On the other sides, the indicators that are based on the average value tend to be better with lower error levels
(see the yellow, green and red curves). They also have performances that are more constant than the indicators
based on a max. More particularly, the criterion that is based on the average global relative error (yellow
curves) present the best performances in terms of average error and levels of deviations. However, the criterion
based on a LOO process on each PCE coefficients and on the global LOO present similar performances. As
a first conclusion, indicators that are based on the average error in the kriging construction rather than on
the maximum absolute error have better performances in terms of error levels and robustness to the DoE.
Compared to a classic construction (black blue line) with constant and predetermined kriging characteristics,
one can see that the error is slightly reduced with these advanced criterion based on an average of the error.
But the improvement in terms of dispersion is important, especially for the real parts. So using constant and
predetermined properties is very efficient in terms of numerical time (no need to optimise the kriging properties)
and implementation, but the quality of the hybrid surrogate model vary a lot.

A last comment, would be that the criteria based on the average of the global relative error gives the best
performances. However, it requires an additional set of validation points, which is not always available. In this
context, criterion based on LOO are preferable, especially as they demonstrate similar performances. Using the
LOO process for each PCE coefficient, and so having different kriging properties for each PCE coefficient, gives
better performances than using the same kriging properties and a global LOO process. However, the process
of the selection of the best kriging properties for each PCE coefficient takes much more time and should be
considered. So using the same kriging properties for all PCE coefficients tends to be the best compromise in
terms of prediction quality and computational time.

5.1.3 Validation of the surrogate model

The final hybrid surrogate model is constructed with 100 points in the Kriging DoE and is constructed using
the average global relative error. It is finally validated by comparing its prediction to reference values taken
from a set of 5000 validation points. The comparison for each hybrid surrogate model is displayed in Figure 6,
where the validation points are in red and the reference points in black. The good accuracy of the different
surrogate models is clearly visible. The view in the complex plan is given in Figure 7. It is clear that the
stability behaviour of the airfoil is accurately predicted with the different surrogate models, so they can be
employed for large parametric, stochastic and sensitivity studies.

5.2 Eigenvalue prediction

The hybrid surrogate model can now be used and exploited to analyse the stability behaviour of the airfoil.
The evolution of the average of the real parts and of the angular frequencies of the two modes are given in
Figures 8 and 9 respectively. The evolutions of the standard deviations are given in the Figures 10 and 11
for the real parts and angular frequencies respectively. The first mode is the mode that can become unstable
(positive real part) and the stability limit of the mode is represented with a black line. It corresponds to the
case where the average real part is null. The Table 5 summarizes the minimum and maximum values observed
on each surface for each flow speed.

Considering the first mode, the impact of the wind on the stability limit is clear. Under a speed of 20 m/s,
the mode is always stable. At 25 m/s and above, the mode becomes more and more unstable. The stability
limit is mostly driven by the distance of the elastic axis to the midchord ā and the semichord length b has a
low impact (see the black line that is almost horizontal). When the flow speed increases, the stability limit is
reached for higher values of the distance of the elastic axis to the midchord: at 25 m/s, the system is unstable
when ā is inferior to about 0.65, but at 40 m/s the system is unstable when ā is inferior to about 0.55. When
the semichord length b increases, the stability limit is slightly moved and the system is a bit more stable, i.e.
lower values of ā must be reached to have an unstable airfoil. Also, at low flow speed, the real part is almost
constant, but when the flow speed increases, the real part varies and reaches its highest values when ā and b are
minimal. Considering the corresponding standard deviation (see Figure 11(a)), it is almost always null when
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(a) (b)

(c) (d)

Figure 6: Comparison of the hybrid surrogate model predictions (•) and reference values (o) of the first (a,c)
and second (c,d) eigenvalues at the validation points for the real part (a,b) and the angular frequency (c,d)

the flow speed is low and so the uncertainties of the model don’t impact much the real part of the eigenvalue.
However, when the flow speed increases, the standard deviation also increases. It tends to remain low in the
stable area (see the blue areas above the stability limit), but when the system is unstable the standard deviation
tends to increase showing that the uncertainties impact the eigenvalue. Larger dispersions are also observed
around the stability limit.

Looking at the angular frequency of the first mode (see Figure 9(a)), it increases when the flow speed
increases. At very low speeds (10 m/s and under), the angular frequency increases with b and does not really
depend on ā. At 15 m/s and above, the angular frequency is maximal for the lowest values of ā and b and
decreases when ā or when b increases. Looking at the corresponding standard deviation (see Figure 11(a)), it is
always low and constant (around 0.1) for wind velocities of 10 m/s or under. In terms of standard deviation (see
Figure 11), at low velocities, i.e. at 10 m/s or under, the standard deviation is constant and low (between 0.11
and 0.18 according to Table 5). So the impact of the uncertainties on the angular frequency is low and constant.
It has a higher impact on the angular frequency than on the real part (where the standard deviation was equal
to 0). When the flow speed increases, the standard deviation increases as well up to 0.30. At 15 m/s and 20 m/s,
the location of the highest standard deviations depend mostly on ā and the maximum is observed for lower ā.
At 20 m/s, a peak of the standard deviation at 0.57 around (ā = −0.7, b = 0.135) is observed. It means that
a large dispersion of the angular frequency is observed and that the model uncertainties have a strong impact.
This increase in the standard deviation is coupled to an increase of the average angular frequency. When the
flow speed increases again, the maximum of the standard deviation tends to move towards larger b and ā, and
the larger values are always observed in the stable area of the mode. At flow speeds that are larger than 35 m/s,
the standard deviation decreases (a maximum of 0.39 at 35 m/s and of 0.3 at 40 m/s) and tends to be more

14

https://doi.org/10.1016/j.euromechsol.2023.104926


E. Denimal and J-J Sinou, 10.1016/j.euromechsol.2023.104926

Figure 7: Comparison of the hybrid surrogate model predictions (•) and reference values (•) of the eigenvalues
at the validation points in the complex plan

constant (vary between 0.12 and 0.30).
Considering the second mode, it is always stable (see Figure 8(b) and Table 5) as the real part of the

eigenvalue is always negative. The behaviour of the second mode is somewhat complementary to the behaviour
of the first mode: when the average real part of the first eigenvalue increases, the average real part of the second
value decreases. At low flow speed, the average real part does not vary a lot (between -8 and -4 at 0 m/s). When
the flow speed increases, the variation of the average real part increases (it varies between -11 and -33 at 40 m/s)
and becomes more and more negative (the maximum average real part at 40 m/s is equal to -11.57, whereas
it was equal to -4.32 at 0 m/s). The minimum average real part is always reached for the minimum values of
b and ā. The standard deviation of the real part of the second mode is higher than the one of the first mode.
Indeed, the minimum standard deviation is equal to 0.1 and reaches 0.22 at 30 m/s, whereas the maximum
value of the minimum standard deviation for the real part of the first eigenvalue was 0.08. It demonstrates
that the model uncertainties have a higher influence on the second eigenvalue real part than on the first one.
The maximum standard deviation tends to increase with the flow speed (up 0.77 at 40 m/s). The variations
of the standard deviation depend a lot of the flow speed. Indeed, at 15 m/s, the minimum standard deviation
is observed for b = 0.16, whereas at 30 m/s, the minimum standard deviation is observed at ā = −0.53. A
peak of the standard deviation is observed at 40 m/s for the lower values of b and maximum values of ā. These
different observations demonstrate that the increase in the flow speed tends to increase the dispersion of the
real part of the second eigenvalue. However, the impact on this dispersion depends also on b and ā and the
location of the largest dispersion depends on the flow speed, the semichord length and the distance of the elastic
axis to the midchord. These evolutions are complex, which illustrates the necessity to conduct such uncertainty
propagation and quantification studies.

Looking at the evolution of the second angular frequency (see Figure 9(b), Figure 11(b) and Table 5), it tends
to decrease when the flow speed increases. Indeed, at 0 m/s, ω2 varies between 30.62 rad/s and 40.67 rad/s,
whereas it varies between 13.81 rad/s and 24.46 rad/s at 40 m/s. The evolution of the average angular frequency
ω2 is very smooth. At lower flow speeds, the maximum is reached for lower values of b and ā, but when the
flow speed increases, the maximum is reached for the highest values of b and the lowest values of ā. In terms
of standard deviation, the second angular frequency is the most sensitive to the model uncertainties as the
standard deviations are the highest (always superior to 0.46 and up to 1.78). At low flow speeds, the standard
deviation is almost constant (between 0.62 and 0.77 at 0 m/s). But when the flow speed increases, the standard
deviation varies more. The minimum decreases and the maximum standard deviation increases. For example,
at 40 m/s, it varies between 0.46 and 1.78. The location of the maximum varies with the flow speed and shows
complex evolutions. Indeed, at 20 m/s, an increase of the standard deviation is observed for b ∈ [0.13, 0.14] and
ā ∈ [−0.77,−0.65]. At 35 m/s, this maximum is less spread and is reached for higher values of ā and at 30 m/s,
this maximum is reached for ā = −0.55 and doesn’t depend on b any more. Finally, at 35 m/s and 40 m/s,
higher values of the standard deviation are reached and they are located for low values of b and high values of
ā. This demonstrates that the impact of the model uncertainties of the angular speeds depends a lot on the
flow speed, but also on the semichord length b and the distance of the elastic axis to the midchord ā.

Finally, the probability of instability depending on the flow speed V , the semichord length b and the distance
of the elastic axis to the midchord ā is given in Figure 12. For different values of the flow speed and over (b, ā),
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Flow speed (m/s) min mean max mean min std max std min mean max mean min std max std

Re(λ1) ω1

0 -0.40 -0.04 4.5E-3 0.08 7.76 12.29 0.11 0.18
5 -1.21 -0.55 6.1E-3 0.08 7.78 12.31 0.10 0.18
10 -2.14 -0.67 6.2E-3 0.15 7.88 14.88 0.11 0.18
15 -2.83 -1.10 0.02 0.37 7.98 18.75 0.12 0.30
20 -2.61 -0.48 0.03 0.63 8.12 24.94 0.12 0.57
25 -2.73 3.53 0.04 0.59 7.92 29.23 0.16 0.42
30 -4.01 6.31 0.06 0.54 7.43 31.44 0.15 0.65
35 -4.79 9.50 0.08 0.60 7.89 33.18 0.14 0.39
40 -4.03 12.19 0.06 0.86 8.40 34.70 0.12 0.30

Re(λ2) ω2

0 -8.25 -4.62 0.18 0.31 30.62 40.67 0.62 0.77
5 -8.88 -5.48 0.19 0.32 30.45 39.81 0.62 0.80
10 -9.53 -6.20 0.20 0.33 30.02 38.43 0.64 0.84
15 -10.23 -6.72 0.20 0.40 27.86 35.31 0.66 0.99
20 -13.68 -8.20 0.18 0.44 24.64 33.06 0.67 1.27
25 -20.05 -8.57 0.18 0.57 23.08 29.98 0.54 1.13
30 -24.55 -8.09 0.22 0.51 22.57 27.71 0.51 1.16
35 -29.20 -9.19 0.21 0.41 19.80 26.12 0.46 1.35
40 -32.94 -11.57 0.10 0.77 13.81 24.46 0.46 1.78

Table 5: Minimum and maximum values of the average and standard deviation over the considered values of b
and ā for different flow speeds and for the different modes

the percent of unstable cases considering the variation of the random parameters is displayed. One can clearly
see the impact of the different parameters on the airfoil stability. Thus, if the flow speed is inferior to 20 m/s,
then the airfoil is always stable. Similarly, if ā is equal to -0.5 then the system is always stable. In terms of
impact on the bifurcation point, an increase in b tends to stabilise the system, i.e. the Hopf bifurcation point is
pushed towards higher flow speeds. Similarly, an increase in ā tends to stabilise the system. One can also see
that for V = 25 m/s, the impact of the uncertainties on the bifurcation point is important as the transition zone
between 0 % of instability case and 100 % of instability cases is larger than for higher flow speeds. Moreover, the
higher the flow speed, the smaller this transition zone and so the smaller the impact of the random parameters
on the bifurcation point.

5.3 Sensitivity analysis

In the previous section, the stochastic output was analysed in terms of average and variance over the parametric
space. In this section, the impact of each random parameter is assessed in details thanks to a sensitivity based
on a Sobol analysis. As a reminder, a Sobol index is an indicator on the influence of a parameter on a quantity
of interest. Thus, if the Sobol index Si related to a parameter i is close to 1, then this parameter has a
strong influence on the output. On the opposite, if the Sobol index is close to 0, then this parameter i has
a low influence. The Sobol indices are a common and convenient way to rank and compare the the influence
of different parameters on a quantity of interest. The first order Sobol indices are given in Figure 13 and in
Figure 14 for the real part of the eigenvalues and the angular frequencies, respectively. From a look at the
figures, one can see that the Sobol indices vary a lot with the flow speed, are very different from one parameter
to another and strongly vary with b and ā. These evolutions are complex and demonstrate a complex evolution
of the role played by each parameter.

Considering the real part of the first eigenvalue, some parameters have always a negligible impact, namely
kα and ch as their Sobol indices are always close to 0. cα has a strong influence for some values of b and ā at
flow speeds inferior to 10 m/s. kh has a medium impact on the first eigenvalue regardless of the flow speed.
At some values of b and ā, kh has a strong influence (Sobol index equal to about 1). For 30 m/s and above,
it corresponds to a sort of arc of circle. The latter is always located just above the stability limit of the mode.
Finally, sp is the parameter with the highest impact on the real part of the first mode, and so on the instability
behaviour of the airfoil. There is always one area where sp has almost no influence (Sobol index close to 0),
which is complementary to the influence of kh. For flow speeds inferior to 20 m/s, the real part is driven by sp,
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(a)

(b)

Figure 8: Evolution of the average real part of the first (a) and second (b) modes versus the semichord b and
the distance of the elastic axis to the midchord ā for different values of the flow speed - (–) stability limit
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(a)

(b)

Figure 9: Evolution of the average angular frequency of the first (a) and second (b) modes versus the semichord
b and the distance of the elastic axis to the midchord ā for different values of the flow speed - (–) stability limit
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(a)

(b)

Figure 10: Evolution of the standard deviation of the real part of the first (a) and second (b) modes versus the
semichord b and the distance of the elastic axis to the midchord ā for different values of the flow speed - (–)
stability limit
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(a)

(b)

Figure 11: Evolution of the standard deviation of the angular frequency of the first (a) and second (b) modes
versus the semichord b and the distance of the elastic axis to the midchord ā for different values of the flow
speed - (–) stability limit
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Figure 12: % of unstable cases over the considered values of b and ā for different flow speeds

kh and cα. But for flow speeds at 30 m/s or above, there is almost only sp that has an influence.
For the real part of the second eigenvalue (see Figure 13(b)), kα and cα have no influence as their Sobol

indices are always null for all flow speeds, all semichord length and all distance of the elastic axis to the
semichord. kh has some influence on the real part only when the flow speed is superior to 20 m/s. At low flow
speeds (0 m/s and 10 m/s), ch and sp are the two parameters that have an influence on the real part of the
eigenvalue. Their influence is similar (Sobol indices around 0.5) and is constant over b and ā. For larger flow
speed, kh also becomes influential. The influence of these three parameters depend on b and ā and the flow
speed. For sp, there is a line at constant ā for which the Sobol index Ssp is equal to 0. The location of this line
changes with the flow speed and is reached for higher ā (see the line at ā = −0.7 at 20 m/s, at ā = −0.55 at
30 m/s, etc.). When Ssp reaches a zero value (and so sp has no influence), ch becomes the parameter with the
highest influence (see the lines with higher Sobol index). Thus in this context, to control the variability of the
second eigenvalue, the variability of ch and sp must be controlled at low flow speeds for higher flow speeds kh
must also be considered. However, depending on the value of b and ā, sp might have no influence.

Considering the first angular frequency (see Figure 14(a)), the influential parameters are different. Indeed,
cα and ch have almost no impact on ω1 (Sobol indices always equal to 0). For the other parameters, their
influence depend on the flow speed. Thus, kα has a high influence for low flow speeds. At 0 m/s, it is even
the only parameter that impacts the first angular frequency. But when the flow speed increases, its influence
decreases and becomes almost null at high flow speeds. At medium flow speed, ω1 is mostly driven by the airfoil
span sp, except at ā ≃ −0.5 where kα drives the angular frequency. Finally, when the flow speed increases
again, kh becomes the parameter that drives ω1. So for the first angular frequency, the parameter that has the
highest impact depends on the flow speed. It justifies the interest of performing sensitivity analysis to identify
and assess this important shifts in terms of main parameters with high influence.

For the second angular frequency (see Figure 14(b)), the impact of kα, cα and sp is almost null as their
Sobol indices are equal to zero. On the other side, the Sobol indices of kh and sp are almost constant over V , b
and ā and equal to about 0.5 so their influence are similar.

As a conclusion, cα has no influence on the complex eigenvalues and could be removed from future studies
and considered as deterministic. kα impacts only the first angular for V ≤ 10 m/s, but otherwise it doesn’t
impact the other parameters. Similarly, ch influences only the real part of the second eigenvalue. kh impacts
slightly the real parts, impacts ω1 only for V ≥ 30 m/s and always has an influence of ω2. Finally, sp has a
strong influence on the real parts of the eigenvalues and ω2, but it impacts ω1 only for 20 m/s ≤ V ≤ 30 m/s.
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(a)

(b)

Figure 13: First order Sobol index of the real part of the first (a) and second (b) eigenvalues versus the semichord
b and the distance of the elastic axis to the midchord ā for different values of the flow speed
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(a)

(b)

Figure 14: First order Sobol index of the angular frequency of the first (a) and second (b) modes versus the
semichord b and the distance of the elastic axis to the midchord ā for different values of the flow speed

23

https://doi.org/10.1016/j.euromechsol.2023.104926


E. Denimal and J-J Sinou, 10.1016/j.euromechsol.2023.104926

6 Conclusion

The objective of the present work was to study the stability behaviour of a stochastic airfoil model when
considering a parametric variation of several parameters. The stability of the 2-dof airfoil is assessed based on
the analysis of the real part of the complex eigenvalues with a CEA. To limit the computational time, a hybrid
surrogate model that couples polynomial chaos expansion and kriging is employed. It allows to consider both
kind of parameters and perform efficiently a parametric study of the stochastic system. In the formulation, each
PCE coefficient is approximated with a kriging surrogate models. Different criterion are compared to construct
efficiently the kriging surrogate models. It is shown that error criterion that minimises the average relative error,
instead of the maximum, have better performances in terms of accuracy, convergence and robustness towards
the DoE. Once the hybrid surrogate models for each real part and each imaginary part of the eigenvalues are
constructed, they are exploited to perform a deep parametric study of the stochastic system and investigate the
stability behaviour of the airfoil in the presence of uncertainties. Finally, an extensive sensitivity analysis based
on Sobol indices is done. Deep insights in the role played by each random parameter are gained and it is shown
that the parameters that drive the airfoil eigenvalues change a lot over the parametric domain.
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