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Abstract—This paper is an overview of the EU-funded project
TRUMPET (https://trumpetproject.eu/), and gives an outline of
its scope and main technical aspects and objectives.

In recent years, Federated Learning has emerged as a revolu-
tionary privacy-enhancing technology. However, further research
has cast a shadow of doubt on its strength for privacy protection.
The goal of TRUMPET is to research and develop novel privacy
enhancement methods for Federated Learning, and to deliver a
highly scalable Federated AI service platform for researchers,
that will enable AI-powered studies of siloed, multi-site, cross-
domain, cross-border European datasets with privacy guarantees
that follow the requirements of GDPR. The generic TRUMPET
platform will be piloted, demonstrated and validated in the spe-
cific use case of European cancer hospitals, allowing researchers
and policymakers to extract AI-driven insights from previously
inaccessible cross-border, cross-organization cancer data, while
ensuring the patients’ privacy.

Index Terms—Federated Learning, Privacy Metrics, Privacy
Enhancing Technologies, General Data Protection Regulation,
Clinical Cancer Research, Patient Data Privacy

The list of affiliations follows the order indicated in the Consortium
Agreement of the TRUMPET project [1], [2].

I. INTRODUCTION

Learning thrives on data. The recent renewed popularity of
Machine Learning (ML) largely owes to the availability of vast
training datasets. However, datasets with the required quality
are often not available from a single source, and need to be
assembled from subsets owned by different organizations that
have a variety of access policies and that often grant no access
at all to external entities, thus implementing policies that are
far more stringent than required by the GDPR (General Data
Protection Regulation).

In recent years, Federated Learning (FL) has emerged as
a revolutionary privacy-enhancing technology [3], apparently
able to address the problem of collaborative training. Popu-
larized by Google for privacy-preserving prediction of user
keystrokes on smartphones [4], FL has quickly expanded to
other applications [5], [6], [7]. Among others, peer-to-peer
network-based architectures have been created that eliminate
FL’s single point of failure by decentralizing AI (Artificial



Intelligence) model aggregation [8], [9]; novel algorithms have
been developed to ensure convergence of FL’s global AI model
and to cope with intermittent connectivity of the FL learning
nodes in certain applications [10].

While FL was originally positioned as a major privacy-
preserving innovation, further research has cast a shadow
of doubt on the strength of privacy protection provided by
FL [11]. Potential vulnerabilities and threats pointed out by
researchers included a curious aggregator threat [12]; suscepti-
bility to man-in-the-middle and insider attacks that disrupt the
convergence of global and local models, or cause convergence
to fake minima [13]; and, most importantly, inference attacks
that aim to re-identify data subjects from FL’s AI model
parameter updates [14].

In view of the strong privacy protection stance of the Euro-
pean Union, expressed through the CyberSecurity Strategy, the
CyberSecurity Act1 and the GDPR—that stipulates penalties
in the amount of 4% of global revenues of noncompliant
businesses—these new findings regarding the privacy guaran-
tees provided by FL are worrisome for business managers, and
also harmful to the proliferation of FL as a technology that
enables GDPR compliance.

A. The TRUMPET project: An Armored FL Framework

The TRUMPET project [1], [2] aims at building a multi-
sided, privacy-enhanced, Federated Learning-based platform
for the development of dedicated AI applications that will
assist (in the use cases selected for the project and described
in Section VI) healthcare professionals. Our platform for
Armored FL (AFL) will enable AI-powered studies of siloed,
multi-site, cross-domain, cross-border European datasets with
privacy guarantees that follow the requirements of GDPR.
The key end users are researchers/solution developers (on the
demand side), data owners (on the supply side) and healthcare
professionals (indirect users of TRUMPET on the application
side), as shown in Figure 1.

Fig. 1. TRUMPET and its direct and indirect users.

B. TRUMPET’s Main Objectives

The goal of the TRUMPET project is to deliver a highly
scalable Federated AI service platform for researchers (see
Section II), which will enable AI-powered studies of siloed,

1https://digital-strategy.ec.europa.eu/en/policies/cybersecurity-act.

multi-site, cross-domain, cross-border European datasets with
privacy guarantees that follow the requirements of GDPR.

To this aim, the project will focus on two complementary
technical aspects: (1) to research and develop novel privacy
enhancement methods tailored for FL (see Section III), and
(2) to research, develop and promote with EU data protection
authorities a set of novel privacy metrics and a tool for the
privacy evaluation of FL implementations (see Section IV).

During the project, we will identify and perform a legal
study of the implications of GDPR in FL implementations,
which may be applied with further restrictions by different Eu-
ropean countries. Our final aim is to identify grey areas, where
the use of PET (Privacy Enhancing Technologies) techniques
and our novel privacy measurement tool could be applied
to help to remove uncertainty on the GDPR compliance of
Armored FL (see Section V).

The generic TRUMPET platform will be piloted, demon-
strated and validated in the specific use case of European
cancer hospitals (see Section VI), allowing researchers and
policymakers to extract AI-driven insights from previously in-
accessible cross-border, cross-organization cancer data, while
ensuring the patients’ privacy.

II. THE TRUMPET PLATFORM

High-Level Description: Data Owners (hospitals) keep their
datasets private and do not share them directly. Instead, after
being given trustworthy privacy guarantees by the TRUMPET
platform operator, they install a TRUMPET learning node on
their premises and allow it to access the data, so it can be
trained and processed on the Data Owner’s premises, by a
locally executed AI model.

The training of the local model can be performed either
continuously or in batches, depending on the application.
During training, only the parameters of the resulting model
are exchanged with a central node called Federated Model
Management (FMM), which is located outside the hospital’s
premises. The FMM aggregates the local model updates into
a global one, and shares it with the TRUMPET nodes, so
as to replace the local model updates and continue training
if required. This FL process converges to a global model
that is constructed from the private datasets of individual
Data Owners, but without the data being moved across the
boundaries of each Data Owner’s premises.

Figure 2 illustrates the flow chain of the TRUMPET plat-
form acting as a privacy-enforcing intermediator. Hospitals
keep their data private and do not share them directly. Instead,
they install a TRUMPET learning node on their premises and
allow it to access the data, so it can be trained and processed
on the hospital’s premises, by a locally executed AI model. We
refer the reader to Section VI for more details on the clinical
use cases.

A. Platform Architecture

The TRUMPET platform has a distributed architecture in
which: (1) patient data resides in a data owner node located
inside the hospital’s premises, and (2) the central TRUMPET
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Fig. 2. High-level description of the TRUMPET flow chain.

cloud acts as the facilitator for researchers to build AI models
without access to the data. It is worth noting that only
descriptive metadata, summary statistics and model updates
leave the data owner’s premises. Figure 3 details the two main
dashboard components of the TRUMPET architecture.

1) Data Owner Dashboard: The data processing and trans-
formation (ETL; Extract, Transform, Load) service is located
at the data owner node. It exposes REST APIs which are
used by the hospital’s IT team to upload patient datasets
privately to the data owner node. Then, each data owner can
describe its dataset, define the required privacy level, and also
advertise it to external researchers by making use of its data
owner control panel. Different versions of the ETL service
are envisioned to support several ETL strategies suitable for
different healthcare systems. The control panel also provides
a dashboard to monitor the different advertised datasets for
GDPR transparency, review the model training requests, etc.

Each data owner node will have isolated its user administra-
tion and be fully managed by the data owner’s IT team. Three
user groups are envisioned in the data owner node: (a) Ad-
ministrator: performs user management, (b) Privacy manager:
sets the privacy level of datasets, defines descriptive metadata
of datasets, advertises datasets, approves data requests made
by external researchers, mainly focusing on aspects related to
ethical and data protection, monitors the advertised datasets,
and monitors data owner node health, (c) Observer: monitors
advertised datasets and monitors data owner node health.

2) Researcher Dashboard: The researcher dashboard will
facilitate that researchers can browse advertised datasets,
add/remove a dataset to/from favorites, define cohort, get
descriptive statistics, train AI models, etc. For example, the
model training management service will coordinate model
training at data owner nodes, which is done via the agent
services acting on behalf of a researcher. First, the researcher
will define the code to be executed at the training agent of a
data owner node. Afterwards, the code will be reviewed by the
data owner and executed on the private dataset. Finally, if the
code is approved by the data owner, results of the execution
will be returned to the researcher.

We envision to develop a library of pre-approved code that
can be executed by the training agent without data owners’
intervention. This library of pre-approved code will differ
from data owner to data owner, hence reflecting both the
data owner’s comfort level and dataset requirements. PET
methods and privacy budget will be transparently applied to
all code execution to prevent data leakage. Finally, the case of
descriptive analytics will follow a similar behavior, but without
requiring the explicit intervention of the data owner.

B. Data Collection
We will harmonize clinical datasets into a common format

and inject them into the TRUMPET private repositories. With
the support of technical partners, hospital partners (IRST
IRCCS and CHU de Liège) will align their data with a
common data model. They will also extract information from



Fig. 3. High-level view of the TRUMPET platform architecture.

databases, data warehouses or other types of data sources that
can be shared with the TRUMPET platform to support the
three use cases. This data collection will be performed in batch
mode (see Figure 4).

There will be no data continuously streamed from the
clinical databases to the TRUMPET data owner node. It shall
also be understood that only data for those patients matching
the inclusion and exclusion criteria of the TRUMPET use cases
will be extracted. Moreover, the complete patient record will
not be extracted. Only a list of variables needed to support the
use cases will be extracted. A detailed description of the three
use cases is included in Section VI.

C. Platform Development and Validation

The TRUMPET platform will be validated in three clinical
use cases which are detailed in Section VI. In contrast, some
more general aspects regarding the development and validation
of the TRUMPET platform are included here.

1) Two-Round Pilot Approach: The prototyping and pilot-
ing in all use cases will follow an interactive and incremental
approach to ensure continuous improvement of the TRUMPET
platform throughout the project. The pilot will be divided in
two rounds associated to two different milestones. In the first
round, an initial-basic prototype will be developed and piloted
to get preliminary feedback on the platform features. These
first indicators will ensure early identification of needs for
further adjustments. They will also facilitate the fine-tuning
of the initial prototype during the second round, by making

appropriate technical improvements according to the results
and potential new requirements elicited in the first round.

2) Independent Penetration Testing: With the aim of foster-
ing trust of data owners in the TRUMPET platform, the project
will (1) engage external penetration test experts to validate the
privacy protection, and (2) provide a PPT (Privacy Penetration
Test) facility for data owners to carry out independent privacy-
pentesting via the TRUMPET platform against their own
datasets. The external independent expert will launch attacks
against a test dataset in one of the hospitals through the
TRUMPET platform. To do this, the expert will be given
freedom to use the TRUMPET PPT utility and the Researcher
dashboard, having the role of a malicious user of TRUMPET.

3) Characterization of Robustness: Privacy is undoubtedly
a critical aspect of the TRUMPET platform, as should always
be the case when dealing with sensitive information. However,
the robustness of ML-based systems is equally important to
establish trust and credibility. To this end, several empirical
and formal methods and tools can be used for the test
and verification of the desired robustness properties. Some
federative platforms [15] can serve as a unique entry point
for such an effort, seamlessly handling the inner encoding to
a set of state-of-the-art tools, as well as the aggregation of
their results and the generation into summarizing tables and
graphs. This allows to have a characterization of the ML-based
system through pre-defined metrics [16] (e.g., the models are
robust within a distance of X around the dataset D) which
can support an argumentation of safety to stakeholders and



Fig. 4. Process to harmonize clinical data under a common format.

certification bodies. Ultimately, a TRUMPET platform that is
both privacy-aware and robust is crucial for building trust,
which is essential for its success.

III. PRIVACY ENHANCING TECHNOLOGIES FOR AFL

The field of Privacy Enhancing Technologies (PETs) has
evolved rapidly in recent years, providing increasingly efficient
and feasible solutions to the problem of securely process-
ing and sharing sensitive private data. This has resulted in
a diverse set of PET flavors [17], where the choice of a
specific technique for a particular use case depends on the
available resources and the privacy problem to be addressed.
Unfortunately, significant obstacles still exist that limit the
adoption of PETs in general applications. The obstacles vary
from degradation of utility of data, to high computational and
communication costs.

The TRUMPET project aims at the application of the most
appropiate PET methods for the protection of both exchanged
model udpates and the execution of central aggregation. To
this end, TRUMPET will study how the performance tradeoffs
of baseline PETs improve when tailoring them to the FL
setting. This research will take into account several relevant
parameters, such as the accuracy/privacy [18] tradeoff, secu-
rity assumptions [19], computational/communication costs and
scalability [20].

The developed methods will be validated in realistic sce-
narios, thus demonstrating their advantages and limitations
and opening new paths for research. Moreover, while many
current approaches assume the honest-but-curious attacker
threat model, the semi-honest assumption does not always hold
in the real world. Beside the expected progress in FL-tailored
PETs, we will also improve security by accounting for stronger
dishonest parties (aggregators, learning nodes) taking part in
FL settings.

A. PET methods in TRUMPET

As it has been already discussed, FL was originally pre-
sented as a privacy-preserving technique enabling the training
of models on decentralized data sources without needing to
transfer the data to a central server. Unfortunately, it has
been proven that FL is vulnerable to several inference attacks
related to the exposition of the model updates exchanged
during training. To ensure resilience to membership inference
and attribute leakage attacks, the TRUMPET platform will

deploy the most appropriate combination of PETs depending
on a number of factors, such as the selected AI model,
FL aggregation algorithm, training dataset and the dataset
under analysis, as well as scalability and accuracy/performance
requirements of the use cases (see Section VI).

The following provides a short description of the most
relevant PETs in the context of the TRUMPET project:

1) Homomorphic Encryption (HE): It allows for compu-
tation directly on encrypted data [19]. While it provides
input privacy for the model updates, it also presents a higher
computational cost than other PET techniques. It requires the
use of other primitives (e.g., Zero-Knowledge Proofs or ZKPs)
to upgrade the security model against stronger adversaries.

2) Secure Multi-Party Computation (SMPC): It allows a
group of parties to jointly compute a function while keeping
the parties’ inputs secret. In general, many SMPC solu-
tions [21], like for example those based on the use of Secret
Sharing [22], present a lower computational cost than HE, but
usually require a higher number of communication rounds.
There is a wide list of different techniques under the label of
SMPC (e.g., Secret Sharing, ZKPs, etc).

3) Differential Privacy (DP): It offers statistical privacy
guarantees by adding noise to attributes of individual data
records before sharing them. While it provides the lowest
computational overhead among all the PETs mentioned here,
DP [23] entails a tradeoff between privacy level and utility.

4) Coded Distributed Computing (CDC): It is a combina-
tion of distributed computing and coding theoretic techniques
that enables the distributed computation of a function in the
coded domain while keeping the inputs private [24], [25].

IV. A TOOL FOR THE VALIDATION OF FL PRIVACY

The TRUMPET project looks at privacy from two comple-
mentary points of view. First, we consider statistical privacy
as a technological means to avoid information leaking from a
computation. Second, we consider privacy from a GDPR point
of view. In this last case, we aim at making a connection
between the legal GDPR requirements and the statistical
requirements, which would help to better fulfill the first type
of legal requirements.

A. FL-tailored Privacy Metrics

While Differential Privacy (DP) [26] has become a gold
standard notion for statistical privacy in the field of machine



learning, it is a brute force notion. Here, by brute force we
mean that it requires to hide secrets with so much noise, that
it provides protection under the most reasonable threat model.
However, in several use cases, such as in medicine, where
precision is important and patient data is expensive, it may not
provide the best balance between privacy and utility. Moreover,
in FL settings where next to privacy there are security risks, the
threat models considered by cryptographic approaches often
assume a less strong adversary compared to the one of DP. It
is usually good to have all components of a system making
consistent and equivalent assumptions.

Frameworks such as the one of Pufferfish privacy [27] offer
more opportunity for fine grained modeling, but task the user
with deriving all privacy guarantees by himself.

In the TRUMPET project, we will develop statistical pri-
vacy metrics: (1) making more fine-grained assumptions, and
not only (2) consistent with the other TRUMPET platform
components, but also (3) appropriate for our setting in which
a limited number of larger, known entities, that can be kept
liable for deviation from the protocol, collaborate to train a
statistical model on federated data.

In the learning scenario, the proposed privacy metrics will
rely on statistically modeling the prior knowledge (or, rather,
the uncertainty) that the adversary has regarding the target
training datasets. In particular, these metrics will quantify how
much knowledge the adversary may gain upon observing the
exchanged data in each interaction. This Bayesian approach
deviates from the worst-case adversary considered in DP, and
is conceptually more aligned with concepts like distributional
privacy [28] and Pufferfish privacy [27]. One advantage of
these metrics, besides providing higher utility, is the availabil-
ity of many information-theoretic results that can be almost
directly imported. Another advantage is that its formulation
is closer to practical attacks that account for the adversary’s
uncertainty through sampling a dataset that is assumed to
be statistically similar to (i.e. partially overlaps) the target
dataset [29], [30].

B. A Tool to Measure TRUMPET Privacy

Having a definition of a privacy metric does not lead easily
to being able to actually measure privacy according to that
metric. For example, there is a vast literature considering
specific algorithms in isolation and studying their privacy
guarantees, but far less attention has been paid to the setting
where a researcher interacts with a federated data set and
decides on the next query after having seen the answer to
the previous one. In order to address this issue, TRUMPET
will develop a tool that keeps track of the privacy budget a
researcher has used so far. By doing so, we aim at not only
using the classic composition rules, which have been studied
for differential privacy, but also to let the tool look more
intelligently at the queries, searching for tighter upper bounds
of the actual privacy budget consumed.

In the FL scenario, it is often the case that the Data Owners
also interact with the Aggregator through the exchange of up-
dates of the model that is being learned. Each of these updates

potentially leaks information regarding the contents of the
training dataset available at each Data Owner. The availability
of a privacy budget and, more importantly, a practical way of
measuring how much information has been leaked becomes
crucial in such an interactive scenario: on the one hand, it
may serve to establish to which extent the exchanged data
must be protected/obfuscated by PET methods; on the other
hand, it may lead to hard rules on the federation, for example,
by preventing a Data Owner from submitting further updates
whenever the budget limit has been reached.

V. GDPR COMPLIANCE OF AFL

Regulation (EU) 2016/679 (General Data Protection Regula-
tion, GDPR) applies to any processing of personal data, includ-
ing the training of machine learning (ML) algorithms on data
relating to identifiable individuals. Federated learning (FL) has
gained recent popularity as a privacy-preserving technology
that can help ML solutions achieve GDPR compliance due to
its capability to train algorithms on various datasets without
the transfer of any personal data. As data never leaves its
source and is not collected in a central location, FL solutions
can be used to ensure better security for personal data. This
was recently highlighted by ENISA, which confirmed that FL
can help preserve the privacy of data and protect against the
unauthorized disclosure of sensitive data [31]. In addition, FL
architectures are considered to facilitate compliance by design
with the data protection principles of data minimization and
storage limitation [32], [33]. In other words, they can help
ensure that only relevant, adequate and necessary personal data
is processed, and kept for as little time as possible.

FL can therefore be used as a technical measure to achieve
compliance with the principles of data security and data
minimization. The use of FL alone, however, is not sufficient
to ensure that the data processing is GDPR compliant. First of
all, FL can be susceptible to a number of privacy and security
challenges, including man-in-the-middle and insider attacks,
and most importantly, inference attacks that aim to re-identify
data subjects from FL’s AI model parameter updates. The
AFL methods TRUMPET will develop combining FL with
other PETs are therefore crucial for reducing the risk of re-
identification of data subjects (see Sections III and IV).

Second, while AFL methods are essential for ensuring data
privacy and security, data controllers using the TRUMPET
AFL platform remain responsible for ensuring compliance
with all GDPR principles. In particular, they should implement
measures to prevent any unfair or arbitrary treatment of data
subjects, including by performing Data Protection Impact
Assessments (DPIAs) to assess any risks for the data subjects.
Data owners should ensure that in cases where previously
collected personal data are re-used for training ML models, the
new purpose for which they are processing those data is com-
patible with the original one. Additionally, they are responsible
for determining the lawful basis for secondary data processing
and demonstrating compliance with all GDPR principles and
requirements.



VI. RESEARCH WITH DISTRIBUTED CLINICAL DATA

The AFL-based TRUMPET platform will give the possi-
bility for researchers to develop statistical AI models from
distributed clinical datasets, while providing strong privacy
guarantees and without transferring data out of each hospital’s
infrastructure. We will consider three different clinical use
cases to demonstrate the capability of the TRUMPET platform
in the field of cancer treatment and diagnosis.

A. Use Cases’ Description

1) Non-small Cell Lung Cancer (NSCLC) Use Case:
It is the primary cause of cancer-related death worldwide.
Patients with advanced non-oncogene addicted disease usually
benefit from treatment with immune checkpoint inhibitors
(ICIs), which are able to reactivate the repressed immune
response against tumor cells. However, only a portion of
patients achieves durable clinical benefit from these treatment
approaches [34].

2) Stereotactic Body Radiation Therapy (SBRT) Use Case:
For some cancers, surgery remains a mainstay in the treatment
of solitary metastases. However, for patients with metastasis
unresectable by surgery, SBRT is increasingly used as an
ablative treatment option. Although at present there are several
studies investigating the utility of SBRT in the treatment
of metastatic disease, currently, limited guidelines allow to
determine which patients could really benefit from it [35].

3) Head and Neck Cancer (HNC) Use Case: Despite the
therapeutic goals of RT (Radiation Therapy) as a potentially
curative treatment in HNC, toxicity is commonly seen. Patients
undergoing radiation therapy for HNC can experience signif-
icant early and long-term side effects. We hypothesize that a
systemic assessment of late side effects against planned dose-
volume histograms and RT fractions regimen could generate
new knowledge to further optimize treatment planning in
HNC [36].

B. Secondary TRUMPET objectives

In particular, several secondary TRUMPET objectives have
been established in relation to each of these use cases:

• Non-small cell lung cancer (NSCLC) use case: We
intend to integrate clinical, biological and radiological
data of NSCLC patients treated with immunotherapy to
find an algorithm predictive of patient’s prognosis.

• Stereotactic body radiotherapy (SBRT) use case: We
intend to develop a classifier predicting the survival
probability over 6 months, hence obtaining one criteria
for the eligibility to SBRT treatment. Specifically, the
model should answer the two following questions:

– What is the probability for a patient X to survive
more than 4 or 6 months?

– What is the estimated survival period of patient X?
• Head and neck cancer (HNC) use case: We intend to

identify causality relationships between the radiotherapy
treatment plan and its delivery towards late side effects
in Head and Neck cancer.

C. Ethical Aspects of the Clinical Use Cases

The main ethical aspects of the TRUMPET project relate
to the use of retrospective patient health data for the three
TRUMPET platform use cases. The required ethical approval
actions for the use of patient health data are being prepared
and performed by IRST IRCCS and CHU de Liège before
starting work on any of the above described use cases. In
order to address and mitigate potential risks for data subjects
stemming from the secondary use of data within TRUMPET, a
Data Protection Impact Assessment (DPIA) will be performed,
and the necessary technical and organisational measures (such
as de-identification and encryption of personal data) will be
implemented throughout the project to ensure the security of
patient data and compliance with data protection requirements.
See Section V for more details on the compliance of the
TRUMPET platform with GDPR principles.

VII. SOME CONCLUSIONS AND EXPECTED RESULTS

This work has given an overview of the scope and main
technical aspects of the EU-funded project TRUMPET:

• The main objective is to provide a highly scalable FL-
based service platform for researchers.

• The TRUMPET platform will allow to perform collab-
orative studies with cross-border European datasets and
with privacy guarantees that follow GDPR requirements.

• Two concrete technical objectives: (1) research and de-
velopment of FL-tailored PET methods, and (2) research
and development of a set of novel privacy metrics and a
tool for the privacy evaluation of FL implementations.

• Identify and perform a legal study of the implications
of GDPR in FL implementations. Moreover, even if the
GDPR is an European regulation, different European
countries may apply further restrictions. TRUMPET will
necessarily take this into account in the legal study.

• The project will engage external penetration test experts
to validate the privacy protection, and provide a facility
for data owners to do independent privacy-pentesting.

• The use cases cover major unmet clinical needs in treat-
ment and diagnosis of cancer. They emphasize different
points of view over the cohorts, either from a disease
perspective or from a treatment modality perspective.
Thanks to the federated nature of the platform and its
privacy metric, the pilots will demonstrate the benefits of
Armored FL to streamlining clinical and epidemiological
research processes across the EU, while ensuring com-
pliance to the GDPR and national data privacy laws.
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