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Abstract— In this paper, 2 × 2 zero-sum games are studied
under the following assumptions: (1) One of the players (the
leader) commits to choose its actions by sampling a given
probability measure (strategy); (2) The leader announces its
action, which is observed by its opponent (the follower) through
a binary channel; and (3) the follower chooses its strategy
based on the knowledge of the leader’s strategy and the noisy
observation of the leader’s action. Under these conditions, the
equilibrium is shown to always exist. Interestingly, even subject
to noise, observing the actions of the leader is shown to be either
beneficial or immaterial for the follower. More specifically, the
payoff at the equilibrium of this game is upper bounded by the
payoff at the Stackelberg equilibrium (SE) in pure strategies; and
lower bounded by the payoff at the Nash equilibrium, which is
equivalent to the SE in mixed strategies. Finally, necessary and
sufficient conditions for observing the payoff at equilibrium to
be equal to its lower bound are presented. Sufficient conditions
for the payoff at equilibrium to be equal to its upper bound are
also presented.

I. INTRODUCTION

Zero-sum games (ZSGs) are mathematical models describ-
ing the interaction of mutually adversarial decision makers.
Two solution concepts are often adopted for predicting the
outcome of ZSGs: the Nash equilibrium (NE) [1] and the
Stackelberg equilibrium (SE) [2]. The NE is a prediction ob-
served under the assumption that both players simultaneously
choose their strategies (probability measures over the set of
possible actions). On the other hand, the SE describes the
outcome in which one of the players (the leader) commits to
use a particular strategy before its opponent (the follower).
In such a case, the follower chooses its strategy as a best
response to the commitment of the leader. Commitments are
said to be in mixed strategies when the leader is allowed to
commit to strategies whose support contains more than one
action. In this case, the relevant solution concept is the SE in
mixed strategies [3]–[6]. Interestingly, in ZSGs, the payoffs at
the NE and the SE in mixed strategies are identical, as shown
in [7]. The commitment is said to be in pure strategies when
the leader is constrained to commit to play one action with
probability one. This is assimilated to the case in which the
follower perfectly observes the action played by the leader.
The relevant solution concept under these assumptions is the
SE in pure strategies [2], [8], [9]. The expected payoff at the
SE in pure strategies is equal to the min max or max min
solution, where the optimization is over the set of actions [10],

[11]. In this case, the payoff at the SE in pure strategies might
be significantly different from the payoff at the NE.

In a nutshell, the underlying assumption of the SE in mixed
strategies is that the strategy to which the leader commits
to is perfectly observed by the follower and the actions
are unobservable. Alternatively, the assumption of the SE in
pure strategies is that actions are perfectly observable, which
makes the notion of commitment irrelevant. This is essentially
because the follower can always respond with an optimal
action to the action played by the leader, regardless of the
commitment. Nonetheless, often, the actions of the leader are
neither unobservable nor perfectly observed. Instead, observa-
tions might be obtained subject to noise.

A. Previous Works
The analysis of noisy observations of the actions played

by a leader in ZSGs started in the realm of information
theory [12]. Therein, an external entity referred to as the
informant observes the action of the leader, encodes it and
transmits it through a discrete memoryless channel (DMC)
to the follower. The latter decodes the action of its opponent
and thus, chooses its own action. In [12], commitments are not
considered and the observation is noisy due to the impairments
typical to data-transmission. In the realm of game theory, bi-
matrix games with commitments and observability started with
the work of Bagwell [13]. Therein, the leader is restricted to
commit to a pure strategy, while the follower might observe a
different pure strategy with positive probability. Note that this
game is identical to a game without commitments in which the
leader plays an action while the follower observes a different
action with positive probability before choosing its own action,
as described in numerous scenarios [14]–[20].

B. Contributions
For pedagogical purposes, the analysis is restricted to

two-player two-action ZSGs, which capture all interesting
challenges due to the noisy observations in the presence of
commitments. One of the main contributions is a new game
formulation in which the follower obtains a noisy observation
of the action played by the leader, whereas the commitment
is assumed to be perfectly observed. The game is proved to
always possess an equilibrium. The optimal commitments are
characterized and the set of best responses of the follower is
thoroughly described. An explicit expression for the payoff



at the equilibrium is derived. The payoff at equilibrium is
greater than the payoff at the NE exclusively when the ZSG
exhibits a unique NE in mixed strategies. In all other cases,
e.g., ZSG exhibiting strategic dominance, unique NE in pure
strategies, or infinitely many NEs, the payoffs with and without
observations are identical. When the observation of the action
of the leader is noiseless, the payoff at the equilibrium is the
same as the payoff at the SE in pure strategies.

II. GAME FORMULATION

Consider a two-player zero-sum game in normal form with
a payoff matrix

u=

(
u1,1 u1,2

u2,1 u2,2

)
. (1)

Let the elements of the set K , {1, 2} represent the indices
of the players; and let the elements of the set A1 = A2 ,
{a1, a2} represent the actions of the players. Hence, for
all (i, j) ∈ {1, 2}2, when Player 1 plays ai and Player 2
plays aj , the outcome of the game is ui,j . Player 1 and
Player 2 choose their actions to maximize and minimize their
payoffs, respectively. When players simultaneously choose
their actions in the absence of commitments, the game is
represented by the tuple

G (u),(K,A1,A2,u), (2)

and the solution concept is the NE.
When the game is played with commitments and noisy

observations, it unfolds in three stages. In the first stage,
Player 2 announces its strategy to Player 1 and commits to
choose its actions by using such a strategy. A strategy for
Player 2 is a probability measure denoted by PA2

∈ ∆(A2).
In stage two, Player 2 plays action b ∈ A2 with probabil-
ity PA2(b), while Player 1 observes action b̃ ∈ A2 with
probability PÃ2|A2=b

(
b̃
)

. That is, Player 1 obtains a noisy
observation of the action played by Player 2. The tuple of
probability measures

PÃ2|A2
,
(
PÃ2|A2=a1

, PÃ2|A2=a2

)
∈ ∆(A2)

2
, (3)

which is a parameter of the game, defines a discrete memory-
less channel (DMC) as in [21], [22]. In the final stage, Player 1
plays the action a ∈ A1, with probability PA1|Ã2=b̃(a) and
both players obtain their payoffs.

A strategy for Player 1 is a tuple of probability measures

PA1|Ã2
,
(
PA1|Ã2=a1

, PA1|Ã2=a2

)
∈ ∆(A1)

2
, (4)

which is chosen based on the commitment (the probability
measure PA2 ). Player 1 chooses its action by sampling the
probability measure PA1|Ã2=b̃, which is conditioned on the
noisy observation b̃.

The expected payoff obtained by the players is determined
by the function v : ∆(A1)

2 × ∆(A2) → R, such that given

the strategy PA1|Ã2
in (4) of Player 1 and the strategy PA2 of

Player 2, the expected payoff is

v
(
PA1|Ã2

, PA2

)
=
∑

(i,j)∈{1,2}2

ui,j

∑
b̃∈A2

PA1|Ã2=b̃(ai)PÃ2|A2=aj

(
b̃
)PA2(aj). (5)

Often, it is said that Player 2 acts as the leader and Player 1
acts as the follower to highlight the order in which players
choose their actions.

The extension of the game G (u) in (2) to capture com-
mitments and noisy observations through the DMC in (3) is
represented by the tuple:

G
(
u, PÃ2|A2

)
,
(
K,A1,A2,u, PÃ2|A2

)
. (6)

A. Equilibrium
The set of best responses of Player 1 to the commit-

ment announced by Player 2 is determined by the correspon-
dence BR1 : ∆(A2) → F

(
∆(A1)

2
)

, where F
(

∆(A1)
2
)

denotes the power set of ∆(A1) × ∆(A1). In particular, the
set of best responses to the commitment PA2

is

BR1(PA2
)=arg max

QA1|Ã2
∈∆(A1)2

v(QA1|Ã2
, PA2

), (7)

where the function v is defined in (5). Let the real-valued
function v̂ : ∆(A2)→ R be such that

v̂(PA2
) = max

QA1|Ã2
∈BR1(PA2)

v
(
QA1|Ã2

, PA2

)
, (8)

where the function v is defined in (5), and the correspon-
dence BR1 is defined in (7). Player 2 chooses its strategy
(commitment) PA2 assuming that Player 1 uses a best re-
sponse to such strategy. Hence, the optimal commitments are
the minimizers of v̂ in (8).

Equipped with these objects, the solution concept for the
game G

(
u, PÃ2|A2

)
in (6) is the following.

Definition 1 (Equilibrium). The tuple
(
PA1|Ã2

, PA2

)
∈

∆(A1)
2 × ∆(A2) is said to form an equilibrium of the

game G
(
u, PÃ2|A2

)
if

PA2
∈arg min

P∈∆(A2)
v̂(P ) and (9)

PA1|Ã2
∈ BR1(PA2), (10)

where the function v̂ is in (8), and the correspondence BR1

is in (7).
III. PRELIMINARIES

The interest on the game G (u) in (2) stems from the fact
that its payoff at the NE is equivalent to the payoff at the
equilibrium of the the game G

(
u, PÃ2|A2

)
in (6), under the

assumption that Player 1 does not obtain any information
about the action played by Player 2 from the output of the
DMC. That is, I

(
PÃ2|A2

;P
)

= 0 for all P ∈ 4(A2),



where I(·; ·) is the mutual information. Let the expected
payoff in the game G (u) be represented by the function u :
∆(A1) × ∆(A2) → R such that, given the strategies PA1

and PA2
,

u(PA1
, PA2

)=
∑

(i,j)∈{1,2}2

PA1
(ai)PA2

(aj)ui,j . (11)

The following lemma characterizes the payoff at the NE of
the game G (u) and shows that 2 × 2 ZSGs exhibit either a
unique NE or infinitely many NEs.

Lemma 1 (Theorem 1.5 in [23]). Let the probability measures
P ?
A1
∈ ∆(A1) and P ?

A2
∈ ∆(A2) form a NE of the game G (u)

in (2). If the entries of the matrix u in (1) satisfy

(u1,1 − u1,2)(u2,2 − u2,1) > 0 and (12a)
(u1,1 − u2,1)(u2,2 − u1,2) > 0, (12b)

then, the NE of the game G (u) in (2) is unique, with

P ?
A1

(a1)=
u2,2 − u2,1

u1,1 − u1,2 − u2,1 + u2,2
∈ (0, 1) and (13a)

P ?
A2

(a1)=
u2,2 − u1,2

u1,1 − u1,2 − u2,1 + u2,2
∈ (0, 1). (13b)

Moreover, the expected payoff at the NE is

u(P ?
A1

, P ?
A2

)=
u1,1u2,2 − u1,2u2,1

u1,1 − u1,2 − u2,1 + u2,2
. (14)

If the entries of the matrix u in (1) satisfy

(u1,1 − u1,2)(u2,2 − u2,1) 6 0 or (15a)
(u1,1 − u2,1)(u2,2 − u1,2) 6 0, (15b)

then, there exists either a unique NE or infinitely many NEs;
and all NE strategies lead to the same payoff,

u(P ?
A1

, P ?
A2

)= min
j∈{1,2}

max
i∈{1,2}

ui,j = max
i∈{1,2}

min
j∈{1,2}

ui,j . (16)

A payoff matrix u that satisfies (12) represents a ZSG
exhibiting a unique NE in strictly mixed strategies. Alterna-
tively, a payoff matrix u that satisfies (15) represents a ZSG
exhibiting strategic dominance, a unique pure NE, or infinitely
many NEs [23].

Let the function û : ∆(A2) → R be such that for all P ∈
∆(A2),

û(P )= max
Q∈∆(A1)

u(Q,P ), (17)

where the function u is defined in (11). The function û in (17)
determines the payoff û(P ) in the game G (u) in (2) when
Player 1 always plays an optimal strategy to the strategy P
played by Player 2. Moreover, the minimum of the function û
is the payoff at the NE.

IV. MAIN RESULTS

A. Characterization of the Equilibria

The following theorem ensures the existence of an equilib-
rium for the game G

(
u, PÃ2|A2

)
in (6).

Theorem 1 (Existence). The game G
(
u, PÃ2|A2

)
in (6)

always possesses an equilibrium.

Proof: The proof is presented in Appendix A of [24].
For characterizing the payoff at the equilibrium of the

game G
(
u, PÃ2|A2

)
, it is important to highlight that the set

of optimal commitments for Player 2 are the strategies that
minimize the function v̂ in (8). Let P (1) and P (2) be two real
numbers such that for all i ∈ {1, 2},(

1
0

)T

u(i)

(
P (i)

1− P (i)

)
=

(
0
1

)T

u(i)

(
P (i)

1− P (i)

)
, (18)

where the 2× 2 matrix u(i) satisfies,

u(i)=u

(
PÃ2|A2=a1

(ai) 0

0 PÃ2|A2=a2
(ai)

)
, (19)

with the matrix u defined in (1); and the probability mea-
sures PÃ2|A2

defined in (3). Using this notation, the following
theorem characterizes the payoff at equilibrium.

Theorem 2 (Equilibrium Payoff). Let the tu-
ple

(
P †
A1|Ã2

, P †
A2

)
∈ ∆(A1)

2 ×∆(A2) form an equilibrium

of the game G
(
u, PÃ2|A2

)
in (6). If the matrix u in (1)

satisfies (12), then

v
(
P †
A1|Ã2

, P †
A2

)
=min{v̂(P1), v̂(P2)}, (20)

where, the functions v and v̂ are defined in (5) and (8),
respectively, and for all i ∈ {1, 2}, the probability mea-
sure Pi ∈ ∆(A2) is such that Pi(a1) = P (i), with P (i) in (18).
Alternatively, if the entries of the matrix u satisfy (15), then

v
(
P †
A1|Ã2

, P †
A2

)
= min

j∈{1,2}
max

i∈{1,2}
ui,j . (21)

Proof: The proof is presented in Appendix B of [24].
Theorem 2 characterizes the optimal commitment of

Player 2. More specifically, when the payoff matrix u in (1)
is such that the game G (u) in (2) possesses a unique NE in
mixed strategies (conditions in (12)), the optimal commitment
is one of the strategies P1 or P2 in (20). For all i ∈ {1, 2}, the
strategy Pi makes Player 1 indifferent to play any of its actions
in the game G

(
u(i)

)
, with the matrix u(i) in (19). This follows

from the construction in (18). Alternatively, when the payoff
matrix u in (1) is such that the game G (u) in (2) does not
possess a unique NE in mixed strategies (conditions in (15)),
the optimal commitment for Player 2 is a pure strategy. This
is equivalent to announcing to Player 1 that a given action
would be played with probability one, which makes the noisy
observation immaterial. Moreover, from Lemma 1, it follows
that the payoffs at the NE and the SE in pure strategies of the
game G (u) are identical to the payoff at the equilibrium of
the game G

(
u, PÃ2|A2

)
. That is, neither the fact that Player 2

commits before its opponent nor the fact that Player 1 obtains
an observation of the action played by its opponent represent
any benefit for either player.



B. The Set of Best Responses of Player 1

The following lemma shows that, given a commitment PA2
,

the set of best responses BR1(PA2) in (7) is the Cartesian
product of two sets that can be independently described.

Lemma 2. The correspondance BR1 in (7) satisfies for
all P ∈ ∆(A2),

BR1(P )=BR1,1(P )× BR1,2(P ), (22)

where for all i ∈ {1, 2}, the correspondence BR1,i :
∆(A2)→ F (∆(A1)) is such that

BR1,i(P )=arg max
Q∈∆(A1)

(
Q(a1)
Q(a2)

)T

u(i)

(
P (a1)
P (a2)

)
, (23)

where the matrix u(i) is in (19).

Proof: The proof is presented in Appendix C of [24].
The following lemma characterizes the sets BR1,1(P ) and

BR1,2(P ) in (23).

Lemma 3. Given a probability measure P ∈ ∆(A2), for all
i ∈ {1, 2}, the correspondence BR1,i in (23) satisfies

BR1,i(P )=

{Q ∈ ∆(A1) : Q(a1) = 1}, if si > 0,
{Q ∈ ∆(A1) : Q(a1) = 0}, if si < 0,

∆(A1), if si = 0,
(24)

where si ∈ R is given by

si , (u1,1 − u2,1)P (a1)PÃ2|A2=a1
(ai)

+(u1,2 − u2,2)P (a2)PÃ2|A2=a2
(ai). (25)

Proof: The proof is presented in Appendix D of [24].
A first observation from Lemma 3 is that for all i ∈ {1, 2}

and for all P ∈ ∆(A2), the cardinality of set BR1,i(P )
is either one or infinite. In the case in which BR1,i(P )
is a singleton, the only element is a pure strategy. Alter-
natively, when the cardinality is infinity, the set BR1,i(P )
is identical to the set of all possible probability measures
on A1, i.e., BR1,i(P ) = ∆(A1). That is, Player 1 chooses its
actions either indifferently (all strategies are best responses)
or deterministically (pure strategy). This contrasts with the
case of bi-matrix Stakelberg games in which the existence of
multiple best responses constraints the existence of equilibria
[25].

Note also that for all (i, j) ∈ {1, 2}2, the expected payoff,
when Player 1 plays aj , Player 2 has committed to PA2

, and
the noisy observation is ai, is uj,1PA2(a1)PÃ2|A2=a1

(ai) +
uj,2PA2

(a2)PÃ2|A2=a2
(ai). Thus, the right-hand side of the

equality in (25) is the difference between the expected payoff
obtained when Player 1 plays a1 and when it plays a2, subject
to the observation ai and the commitment PA2 .

The following lemma presents a different view of the
correspondences BR1,1 and BR1,2 in (23). It suggests that
Player 1 performs an estimation of the likelihood with which
Player 2 might have played each of its actions based on the
knowledge of the commitment and the noisy observation.

Lemma 4. Given a probability measure P ∈ ∆(A2), for all
i ∈ {1, 2}, the correspondence BR1,i in (23) satisfies

BR1,i(P )=arg max
Q∈∆(A1)

u
(
Q,PA2|Ã2=ai

)
, (26)

where the function u is defined in (11); the probability measure
PA2|Ã2=ai

satisfies for all j ∈ {1, 2},

PA2|Ã2=ai
(aj)=

PÃ2|A2=aj
(ai)P (aj)∑

`∈{1,2}

PÃ2|A2=a`
(ai)P (a`)

, (27)

with the probability measures PÃ2|A2=a1
and PÃ2|A2=a2

de-
fined in (3).

Proof: The proof is presented in Appendix E of [24].
For all (i, j) ∈ {1, 2}2, the likelihood with which

Player 2 has chosen action aj given the commitment P and
the noisy observation ai is PA2|Ã2=ai

(aj) in (27). Hence,
from Lemma 3 and Lemma 4, the optimal strategy of
Player 1 to the observation ai and the commitment P in
the game G

(
u, PÃ2|A2

)
is identical to its optimal strategy

in the game G (u) in (2) when its opponent plays the strat-
egy PA2|Ã2=ai

in (27).

C. Relevance of Noisy Observations

The following lemma shows that the function û in (17) is
upper bounded by the function v̂ in (8). This implies that,
granting observations to Player 1 of the actions played by
Player 2 does not harm Player 1. On the contrary, in some
cases it might significantly benefit it.

Lemma 5. Let the probability measures P ?
A1
∈ ∆(A1)

and P ?
A2
∈ ∆(A2) form one of the NEs of the game G (u)

in (2). For all P ∈ ∆(A2), it holds that

u(P ?
A1
,P ?

A2
)6û(P )6v̂(P )6

∑
j∈{1,2}

P (aj)

(
max

i∈{1,2}
ui,j

)
, (28)

where the functions v̂, u, and û are defined in (8), (11),
and (17), respectively.

Proof: The proof is presented in Appendix F of [24].
The following lemma compares the payoffs at the equilibria

of the games G (u) in (2) and G (u, PÃ2|A2
) in (6).

Lemma 6. Let the probability measures P ?
A1
∈ ∆(A1)

and P ?
A2
∈ ∆(A2) form one of the NEs of the game G (u)

in (2). Let also the tuple
(
P †
A1|Ã2

, P †
A2

)
∈ ∆(A1)

2 ×∆(A2)

form an equilibrium of the game G
(
u, PÃ2|A2

)
in (6). Then,

u(P ?
A1

, P ?
A2

) 6 v
(
P †
A1|Ã2

, P †
A2

)
6 min

j∈{1,2}
max

i∈{1,2}
ui,j . (29)

Proof: The proof is presented in Appendix G of [24].
Lemma 6 reveals that the payoff at the equilibria of the game

G (u, PÃ2|A2
) in (6) is lower bounded by the NE of the game

G (u) in (2), which coincides with the SE in mixed strategies;
and is upper bounded by the SE in pure strategies of the game



G (u). The lower bound corresponds to the case in which the
Player 1 does not observe the actions of its opponent, while
the upper bound corresponds to the case in which Player 1
has perfect observations of the actions taken by Player 2.

The following lemma presents necessary and sufficient
conditions under which the payoff at the equilibrium of
the game G

(
u, PÃ2|A2

)
is not greater than the NE of the

game G (u).

Lemma 7. Let the tuple
(
P †
A1|Ã2

, P †
A2

)
∈ ∆(A1)

2 ×∆(A2)

form an equilibrium of the game G
(
u, PÃ2|A2

)
in (6). Let

also the tuple
(
P ?
A1

, P ?
A2

)
∈ ∆(A1)×∆(A2) form one of the

NEs of the game G (u) in (2). Then,

v
(
P †
A1|Ã2

, P †
A2

)
=u(P ?

A1
, P ?

A2
), (30)

if and only if, (a) the matrix u in (1) satisfies (15); or (b) the
matrix u in (1) satisfies (12) and the DMC in (3) satisfies for
all P ∈ 4(A2), that I

(
PÃ2|A2

;P
)

= 0.

Proof: The proof is presented in Appendix H of [24].
Lemma 7 establishes that granting Player 1 with noisy

observations of the action played by Player 2 does not make
any difference in two particular scenarios. First, in ZSGs with
strategic dominance, NEs in pure strategies and infinitely many
NEs (condition (a)). Second, in ZSGs when the DMC in (3)
is such that Player 1 does not obtain any information about
the action played by Player 2 by observing the output of the
DMC.

Lemma 5 and Lemma 7 imply that granting Player 1 with
relevant noisy observations of the action played by Player 2
makes a difference exclusively for ZSGs with a unique NE in
mixed strategies. In this case, given the commitment of the
leader PA2 , relevant noisy observations refer to observations
obtained through a DMC exhibiting positive mutual informa-
tion between the channel input and the channel output. That
is, I

(
PÃ2|A2

;PA2

)
> 0.

The following lemma describes a special class of channels.

Lemma 8. Let
(
P †
A1|Ã2

, P †
A2

)
∈ ∆(A1)

2 ×∆(A2) form an

equilibrium of the game G
(
u, PÃ2|A2

)
in (6). If for all P ∈

4(A2), I
(
PÃ2|A2

;P
)

= H(P ) = H
(
PÃ2

)
, with PÃ2

(ai) =∑
`∈{1,2} PÃ2|A2=a`

(ai)P (a`) and i ∈ {1, 2}, then

v̂
(
P †
A2

)
= min

j∈{1,2}
max

i∈{1,2}
ui,j . (31)

Proof: The proof is presented in Appendix I of [24].
The condition that for all P ∈ 4(A2), I

(
PÃ2|A2

;P
)

=

H(P ) = H
(
PÃ2

)
implies that the DMC in (3) establishes

a deterministic bijection between the channel input and the
channel output. From this perspective, Lemma 8 strengthens
the observation that under perfect observations of the action
played by Player 2, the commitment becomes irrelevant and
the payoff at the equilibrium of the game G

(
u, PÃ2|A2

)
in (6)

(a) Payoff matrix u = (−8, 6; 2,−2) in (1).

(b) Payoff matrix u = (−5, 1;−6, 3) in (1).

Fig. 1: Plots of the function v̂ in (8) and û in (17) as a function
of the commitment PA2

of Player 2 with a symmetric DMC
PÃ2|A2=a1

(a1) = PÃ2|A2=a2
(a2) = 0.9 in (3).

is identical to the SE in pure strategies of the game G (u)
in (2), i.e., the min max solution in pure strategies.

V. EXAMPLES

In Figure 1(a), the matrix u = (−8, 6; 2,−2) is such
that the game G (u) exhibits a unique NE in mixed strate-
gies (Lemma 1). Hence, as announced by Lemma 5 and
Lemma 7, there exists a strict inequality between the NE pay-
off u(P ?

A1
, P ?

A2
) of the game G (u) (red triangle) and the equi-

librium payoff v
(
P †
A1|Ã2

, P †
A2

)
of the game G

(
u, PÃ2|A2

)
(magenta square). Alternatively, in Figure 1(b), the ma-
trix u = (−5, 1;−6, 3) is such that the game G (u) ex-
hibits a unique NE in pure strategies (Lemma 1). Hence,
as predicted by Lemma 7, the payoffs of the games
G (u) and G

(
u, PÃ2|A2

)
are identical (red triangle). That

is, u(P ?
A1

, P ?
A2

) = v
(
P †
A1|Ã2

, P †
A2

)
.
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