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ABSTRACT

Randomized Quasi-Monte Carlo (RQMC) methods provide unbiased estimators whose variance often converges at a faster rate than standard Monte Carlo as a function of the sample size. However, computing valid confidence intervals is challenging because the observations from a single randomization are dependent and the central limit theorem does not ordinarily apply. The natural solution is to replicate the RQMC process independently a small number of times to estimate the variance and use a standard confidence interval based on the normal or Student distribution. In this paper we investigate bootstrap methods for getting nonparametric confidence intervals for the mean using a modest number of replicates. Our main conclusion is that intervals based on the Student $t$ distribution are more reliable than even the bootstrap $t$ method on the integration problems arising from RQMC. In our examples, the individual RQMC estimates often had extreme kurtosis but always had mild skewness. That situation is very favorable for the standard confidence intervals. Simulation experiments cannot cover all the cases of interest, so we add some caveats in our conclusions.
1 INTRODUCTION

Integration is a fundamental task with a ubiquitous role in scientific computation. In very special settings a definite integral can be found in closed form, but in many others we must use numerical methods. When the integration problem is of very high dimension, then stochastic simulation (Monte Carlo or MC) methods dominate practice. There has been considerable progress in replacing those MC computations by deterministic quasi-Monte Carlo (QMC) methods, which can significantly improve accuracy. Those QMC methods do not support practical error estimation strategies. Randomized QMC (RQMC) methods have been developed that provide independent and unbiased estimates with accuracy equal to or even better than QMC provides. So far those replicates have primarily been used to estimate the variance of an RQMC estimate. Much less has been written about how to use such replicates to construct approximate confidence intervals. In this paper we explore various approaches to construct confidence intervals, including bootstrap methods, in RQMC. The motivation is as follows: any practical problem requiring that an answer must be estimated with accuracy further necessitates providing some evidence of the accuracy attained. For example, [40] mandates that risk studies include an uncertainty quantification.

Stochastic simulations get their randomness from a random number generator that “simulates” realizations of independent random variables uniformly distributed over the interval \((0, 1)\) (denoted \(\mathcal{U}(0, 1)\)). Typically, each simulation run consumes a vector of \(U\) of \(s\) successive random numbers from this sequence and outputs a simulated random variable \(f(U)\), where \(f\) represents all the computations made in the simulation. The aim is to estimate the expectation

\[
\mu = \mathbb{E}[f(U)] = \int_{[0,1]^s} f(u)du.
\]  

QMC replaces the independent replicates of the \(s\)-dimensional random vector \(U\) by a (deterministic) low-discrepancy sequence of points \(u_0, u_1, u_2, \ldots\) in \([0, 1]^s\). The first \(n\) of these points cover the unit hypercube \([0, 1]^s\) far more evenly than random points would. When \(n\) is fixed a priori, we talk of a low-discrepancy point set. QMC points are typically constructed for special values of \(n\), such as powers of 2. The value of \(\mu\) is then approximated by the average \(\hat{\mu}_n = \frac{1}{n} \sum_{i=0}^{n-1} f(u_i)\). Here \(u_i = (u_{i,1}, \ldots, u_{i,s}) \in [0, 1]^s\).

Under certain assumptions on the integrand \(f\), there are point sets and sequences for which the approximation error \(|\hat{\mu} - \mu|\) converges as \(O(n^{-\alpha+\varepsilon})\) for any \(\varepsilon > 0\), where \(\alpha > 0\) depends on the smoothness assumptions made on \(f\), which are expressed in terms of the integrals over the unit hypercube of its squared mixed partial derivatives with respect to the coordinates of \(u\) [5, 27, 22, 14]. As a special
case, if $f$ is assumed to have bounded variation in the sense of Hardy and Krause, the rate is $\Theta(n^{-1}(\ln n)^{\varepsilon})$. Explicit constructions of these point sets and sequences are also available, mainly in the form of lattice point sets and digital nets and sequences [5, 19, 4]. One limitation, however, is that QMC fails to provide practical (easily computable) error bounds, so it is difficult to assess its accuracy [39, 26].

RQMC methods randomize the points in a way that each randomized point has the uniform distribution over $[0,1)^s$ while the whole point set retains its high uniformity over this unit hypercube [18, 15, 29]. The RQMC estimator

$$\hat{\mu}_{n,\text{rqmc}} = \frac{1}{n} \sum_{i=0}^{n-1} f(U_i)$$

(2)

is unbiased for $\mu$, and under similar smoothness assumptions on $f$ as for QMC, its variance converges as $\Theta(n^{-2\alpha + \varepsilon})$ for any $\varepsilon > 0$, where $\alpha$ depends on the smoothness of $f$ and on the randomization method [5, 31]. But equation (2) averages dependent outputs, which complicates estimation of the variance of $\hat{\mu}_{n,\text{rqmc}}$ from a single randomization. A simple solution instead constructs $R > 1$ independent and identically distributed (iid) replicates of $\hat{\mu}_{n,\text{rqmc}}$ from independent randomizations, and computes the empirical variance of the $R$ iid estimators, which is an unbiased variance estimator.

A natural next step is to compute the standard confidence interval for $\mu$ based on a central limit theorem (CLT) for the average of the $R$ replicates. Unfortunately, the justification of this step is asymptotic in $R$ and, as explained below, we would prefer not to use large $R$. More specifically, let $y_r$, $r = 1, 2, \ldots, R$, denote the $R$ iid realizations of $\hat{\mu}_{n,\text{rqmc}}$ in (2) and let $\bar{y}_{n,R}$ be their average. Typically, $\text{Var}[y_r] \approx Kn^{-2\alpha}$ for some $\alpha > 1/2$, so the variance of the global average is $\text{Var}[\bar{y}_{n,R}] \approx KR^{-1}n^{-2\alpha}$. For a given upper bound on the total number $Rn$ of simulation runs (total computing budget), this variance is minimized by taking $R$ as small as possible ($R = 1$). On the other hand, a small $R > 1$ gives a poor estimator of the variance, and a questionable CLT approximation. A compromise must be made if we want a reasonable estimate of the variance to assess the accuracy of our estimator of the mean. In practice, $R$ is often chosen in the range from 5 to 20.

The global average $\bar{y}_{n,R}$ obeys a classical CLT when $R \to \infty$ for fixed $n$, but only in a few special cases when $n \to \infty$ for fixed $R$, so the standard intervals may fail to attain their nominal coverage. This is discussed in more detail in Sections 2 and 3.

In this paper, we explore empirically the distribution of $\hat{\mu}_{n,\text{rqmc}}$ for various integrands $f$, various choices of point sets and randomizations, and different values of $n$. We then compare the standard confidence interval with two others that have a nonparametric derivation. One of those is the bootstrap $t$ [7]. It has remarkably good asymptotic coverage [8] and exceptional empirical coverage in small samples [28]. The other is the percentile bootstrap method, possibly the best known
bootstrap. For background on the bootstrap, see [6]. In this work we see some interesting cases where the distribution of $\hat{\mu}_{n,\text{rqmc}}$ is very far from normal and has a small but non-negligible probability mass which is quite far from the mean. Such cases are very far from those where nonparametric confidence intervals have been studied.

The remainder is organized as follows. In Section 2, we recall the definitions of the point sets and randomizations considered in this paper, and the variance bounds that are known for the relevant combinations. In Section 3, we discuss several ways of computing confidence intervals RQMC estimators, including via a Student $t$ approximation and by applying the bootstrap $t$. In Section 4, we illustrate numerically the behavior of these methods for some functions $f$. Our conclusions are in Section 5.

## 2 POINT SETS AND RANDOMIZATION METHODS

Here we define the point sets and the randomizations considered in this paper. For each type of RQMC points, we define a short tag (acronym) to use later when reporting results.

Our first type of point set corresponds to a lattice rule of rank 1. It is defined by selecting the number of points, $n$, and a generating vector $\mathbf{a} = (a_1, \ldots, a_s)$ of integers $a_j \in \{1, \ldots, n-1\}$. Then the $i$th point $\mathbf{u}_i$ is defined by $\mathbf{u}_i = (i\mathbf{a} \mod n)/n$, for $i = 0, \ldots, n-1$. In our experiments, the vector $\mathbf{a}$ was selected using LatNet Builder [20, 19] with the $P_\alpha$ criterion with $\alpha = 2$, product weights, and a weight of $\gamma_j = 2/(2 + j)$ for coordinate $j$. See [19] for the details.

The standard randomization for a lattice rule is a random shift modulo 1 [3, 38, 17]: we generate one random point $\mathbf{U}$ uniformly in $(0, 1)^s$ and add it to each point $\mathbf{u}_i$ modulo 1, coordinate-wise. This preserves the lattice structure of the point set. The tag “Lat-RS” will refer to this type of RQMC point set. It is often recommended to add a baker (or tent) transformation after the random shift. We replace each $u_{i,j}$ by tent$(u_{i,j}) = 1 - 2|u_{i,j} - 1/2|$. As $u$ ranges from 0 to 1, tent$(u)$ goes from 0 to 1 and then back to 0. With this transformation, a continuous function over $[0, 1]^s$ becomes continuous and periodic over the $s$-dimensional unit torus, and this greatly improves the convergence rate of the RQMC estimator [10, 15]. We refer to this type of point set by “Lat-RSB.” For a non-periodic integrand $f$ for which all mixed partial derivatives of order 1 with respect to any subset of coordinates are square integrable over $(0, 1)^s$, for instance, the RQMC variance converges as $\mathcal{O}(n^{-2+\varepsilon})$ with Lat-RS and $\mathcal{O}(n^{-4+\varepsilon})$ with Lat-RSB. This is a huge gain. It also changes substantially the distribution of the RQMC estimator, which can have a significant impact when computing a confidence interval.
For a digital net in base 2, the coordinate $j$ of point $i$ is

$$u_{i,j} = \sum_{\ell=1}^{w} u_{i,j,\ell} 2^{-\ell}, \quad i = 0, \ldots, b^k - 1 \text{ and } j = 1, \ldots, s,$$

where

$$
\begin{pmatrix}
  u_{i,j,1} \\
  \vdots \\
  u_{i,j,w}
\end{pmatrix} = C_j \begin{pmatrix}
  a_{i,0} \\
  \vdots \\
  a_{i,k-1}
\end{pmatrix} \mod 2 \quad \text{with } i = \sum_{\ell=0}^{k-1} a_{i,\ell} 2^\ell,
$$

and the $C_j$ are $w \times k$ generating matrices of rank $k$, with elements in \{0, 1\}. See [5, 27, 15] for more details. This gives $n = b^k$ points. In our implementation, $w = 31$. For the $C_j$, we use the popular Sobol’ constructions, with the direction numbers proposed in [12].

There are many ways of randomizing a digital net while keeping the digital net structure and respecting the RQMC conditions [31, 15]. The simplest is a random digital shift in base 2: generate a single random point $U = (U_1, \ldots, U_j)$ uniformly over $(0,1)^s$, and perform a bitwise xor of each coordinate of this point with the corresponding coordinates of the points $u_i$ of the digital net. We refer to this one by “Sob-DS.” A second type of approach randomizes the generating matrices $C_j$ before generating the points [31]. The most popular way to do that is to pre-multiply each $C_j$ (mod 2) by a random lower triangular $w \times w$ matrix $L_j$ with 1’s on the diagonal and independent random binary entries below the diagonal [24]. We refer to it by “Sob-LMS.” The rationale is that the Sobol’ (or other given) generating matrices often have too much structure, and randomizing them improves their quality on average. Note that to obtain an unbiased RQMC estimator with LMS, it is essential to perform a random digital shift after randomizing the generating matrices. A third approach is the nested uniform scramble (NUS) [29] also described in [5] and [15], for example. We refer to it by “Sob-NUS.” For both NUS and LMS, under sufficient smoothness conditions on $f$, the RQMC variance converges as $O(n^{-\frac{3}{2}}(\log n)^{1/2})$ [30, 41]. There is also a strong law of large numbers for some randomizations of digital nets [34].

For all these RQMC methods, a standard CLT with a normal limiting distribution holds when $n$ is fixed and $R \to \infty$, because the RQMC estimator is an average of $R$ iid unbiased estimators. But for $n \to \infty$ for fixed $R$, this type of CLT has been proved only for NUS [23], and only for nets with $t = 0$ and for smooth integrands. For randomly-shifted lattice rules, when $n \to \infty$ for $R = 1$, it is shown that the RQMC estimator usually has a limiting distribution whose properly-scaled cumulative distribution function (CDF) is a spline function, not a normal distribution [21]. Figure 10 in [15] gives an example of an Lat-RS estimator whose distribution is far from normal. Sufficient conditions are provided in [26] for a CLT to hold in
an asymptotic regime where both \( n \) and \( R \) increase together (\( R \) must increase fast enough).

3 CONFIDENCE INTERVALS FOR RQMC

As outlined above, the challenge in forming confidence intervals for RQMC comes from a harsh tradeoff. When using \( R \) replicates of an RQMC method with \( n \) points, at cost \( nR \), we expect the greatest accuracy in our estimate for large \( n \) and small \( R \), while confidence intervals will become more reliable with larger \( R \). The sample size for our confidence intervals is \( R \). We therefore would like reliable confidence intervals for the mean based on a small sample of \( R \) iid variables. It is known [1] that there do not exist nonparametric confidence intervals for the mean. The usable methods have asymptotic justifications, but our setting considers \( R \) not large. Our confidence intervals take the form \([L, U]\) for statistics \( L = L(y_1, \ldots, y_R) \) and \( U = U(y_1, \ldots, y_R) \), where the nominal confidence level is \( 1 - \alpha \) for a given \( \alpha \in (0, 1) \), e.g., \( \alpha = 0.05 \). Because these intervals cannot be perfect, we study their coverage error

\[
\varepsilon := \Pr(L \leq \mu \leq U) - (1 - \alpha).
\]

Here we describe confidence intervals for the mean of IID values \( y_r \). In our setting, \( y_r = \hat{\mu}_r \) for \( r = 1, \ldots, R \). Because RQMC estimates are unbiased, the common mean \( E(y_r) \) is the integral estimate \( \mu \) that we seek. Given \( y_1, \ldots, y_R \), let

\[
\bar{y} = \frac{1}{R} \sum_{r=1}^{R} y_r \quad \text{and} \quad s^2 = \frac{1}{R-1} \sum_{r=1}^{R} (y_r - \bar{y})^2.
\]

The standard approximate 100(1 - \( \alpha \))% confidence interval based on the \( t \)-test has

\[
L = \bar{y} - t_{(R-1)}^{1-\alpha/2} sR^{-1/2} \quad \text{and} \quad U = \bar{y} + t_{(R-1)}^{1-\alpha/2} sR^{-1/2}
\]

where \( t_{(R-1)}^{1-\alpha/2} \) is the \( 1 - \alpha/2 \) quantile of Student’s \( t \) distribution on \( R - 1 \) degrees of freedom. This interval is constructed to be exact for iid Gaussian data \( y_r \sim N(\mu, \sigma^2) \), i.e., normal with mean \( \mu \) and variance \( \sigma^2 > 0 \). It has an asymptotic justification based on the CLT when \( y_r \) has finite variance.

The second method we consider is a kind of percentile bootstrap. A bootstrap sample of \( y_1, \ldots, y_R \) is a list of values \( y^*_1, \ldots, y^*_R \) sampled independently (with replacement) from \( y_1, \ldots, y_R \). If there are repeated values among the \( y_r \), the sampling respects that multiplicity. Operationally, we sample indices \( \ell_1^*, \ldots, \ell_R^* \sim \forall \{1, 2, \ldots, R\} \) (i.e., uniformly from the discrete set \( \{1, 2, \ldots, r\} \)), then take \( y^*_r = \)
\( y_r \), and compute \( \bar{y}^* = (1/R) \sum_{r=1}^R y_r^* \). The idea is that in this process the sample values \( y_r^* \) are to the empirical distribution of \( y_r \) what those sample values are to the true distribution of \( y_r \). In the percentile method we repeat this resampling \( B \) times independently, getting \( \bar{y}^{*b} \) for \( b = 1, \ldots, B \). Sorting them yields 
\[ \bar{y}^{*(1)} \leq \bar{y}^{*(2)} \leq \cdots \leq \bar{y}^{*(B)} \]. The confidence interval endpoints are then the quantiles \( \bar{y}^{((\alpha/2))} \) and \( \bar{y}^{((\alpha/2+1))} \), where \([\cdot]\) and \([\cdot]\) are the floor and ceiling functions. Confidence intervals based on small sample sizes \( R \) commonly use \( B = 1000 \). So, for \( B = 1000 \) and \( \alpha = 0.05 \), we would take \( L = \bar{y}^{*(25)} \) and \( U = \bar{y}^{*(975)} \). Some authors prefer to take \( B = 999 \) in this case and then use \( L = \bar{y}^{*(25)} \) and \( U = \bar{y}^{*(975)} \). The rationale is that the \( B \) points \( \bar{y}^{*b} \) partition \( \mathbb{R} \) into \( B + 1 \) intervals and the confidence interval is then the union of the central 95% of those intervals.

The third method we consider is the bootstrap \( t \) method of Efron [7]. It is recommended for RQMC without much analysis in [33]. It outperforms the standard method based on the Student distribution when estimating a ratio of expectations in a regenerative simulation setting [2]. It is known to be highly accurate for bootstrapping the mean, both asymptotically [8] and for small sample sizes, where for all but one distribution, [28] finds empirically that it works reasonably well for sample sizes as low as 5. It also has a stronger rationale than the percentile method. The reasoning behind the bootstrap \( t \) is that the sample distribution of the \( t \) statistic \( \sqrt{R}(\bar{y} - \mu)/s \) is well approximated by the sample distribution of a bootstrapped \( t \) statistic \( \sqrt{R}(\bar{y}^* - \bar{y})/s^* \), where \( s^* \) is the standard deviation of \( y_1^*, \ldots, y_R^* \). We take \( B \) independent bootstrap \( t \) values \( t^{*b} \) for \( b = 1, \ldots, B \), sort them, and then let \( t_{L}^{*} \) and \( t_{U}^{*} \) be the \( \alpha/2 \) and \( 1 - \alpha/2 \) quantiles of the \( t^{*b} \) values. By taking \( B \) large enough, we can make 
\[ \Pr\left(t_{L}^{*} \leq \sqrt{R} \frac{\bar{y}^* - \bar{y}}{s^*} \leq t_{U}^{*}\right) \]
as close as we like to \( 1 - \alpha \). Then if we reason that \( t_{L}^{*} \leq \sqrt{R}(\bar{y} - \mu)/s \leq t_{U}^{*} \) has approximately \( 1 - \alpha \) probability of holding, we take
\[ L = \bar{y} - st_{L}^{*}R^{-1/2} \quad \text{and} \quad U = \bar{y} - st_{U}^{*}R^{-1/2} \]
to form our approximate confidence interval for \( \mu \). Note that the upper limit for \( t^* \) appears in the lower limit for \( \mu \) and vice versa.

Conditions under which the coverage error \( \varepsilon \) for these methods is \( \mathcal{O}(1/R) \) are given in [8]. It is remarkable that the confidence interval is more accurate than \( \bar{y} \) itself, which has error \( \mathcal{O}(1/\sqrt{R}) \) as \( R \to \infty \). It is difficult to connect the tabular values in [8] to the names that others use for those methods. The bootstrap \( t \) method is called ‘STUD’ for studentized; it is also called ‘percentile \( t \)’ because it used percentiles of a bootstrapped \( t \) statistic. The percentile method is called “the other percentile method” in [9], who then notes that it is called ‘BACK’ in [8], who
interprets the non-reversal of quantiles to mean that it is looking at the quantile approximations backwards. Reference [8] does not include the usual $t$-test confidence intervals but does include their normal theory counterparts which use quantiles of the $N(0,1)$ distribution in place of the $t$ distribution. With these assumptions, the coverage errors from Table 1 in [8] are

Normal theory: \((1/R)\varphi(z^{1-\alpha/2})[0.14\kappa - 2.12\gamma^2 - 3.35] + O(1/R^2),\)

Percentile: \((1/R)\varphi(z^{1-\alpha/2})[-0.72\kappa - 0.37\gamma^2 - 3.35] + O(1/R^2),\) and

Bootstrap $t$: \((1/R)\varphi(z^{1-\alpha/2})[-2.84\kappa + 4.25\gamma^2] + O(1/R^2),\)

where $\gamma = \mathbb{E}((\hat{\mu}_r - \mu)^3)/\sigma^3$ and $\kappa = \mathbb{E}((\hat{\mu}_r - \mu)^4)/\sigma^4 - 3$ are the skewness and kurtosis, respectively, of $\hat{\mu}_r$. These rates hold for central confidence intervals that are our focus here. For one-sided intervals, the percentile method has errors that are $O(R^{-1/2})$, while the bootstrap $t$ method has one-sided errors that are $O(R^{-1})$. Hall’s conditions involve 8 finite moments for $\hat{\mu}_r$ and an assumption that the support of $\hat{\mu}_r$ is not an arithmetic sequence. Here $\varphi$ is the $N(0,1)$ density function and $z^{1-\alpha/2} = \Phi^{-1}(1 - \alpha/2)$ is the $(1 - \alpha/2)$-quantile of the $N(0,1)$ CDF $\Phi$. Hall’s $\alpha$ is twice ours.

The normal theory method above has error $-3.35\varphi(z^{1-\alpha/2})/R + O(1/R^2)$ for Gaussian data (because it should have used the $t$ threshold). The bootstrap $t$ has an advantage in missing the $-3.35$ component that the others have. It has error $O(R^{-2})$ on Gaussian data. It has a large positive coefficient for $\gamma^2$ where the others have negative coefficients. This gives it extra coverage on highly skewed data. It is well known to produce very long intervals; in addition to the asymptotics, there is an intuitive explanation in that the denominator $s^*$ can become small. It can even be zero.

The asymptotics predict that the bootstrap $t$ will undercover when $\kappa$ is large and $\gamma = 0$. In our context, $\gamma$ and $\kappa$ are the skewness and kurtosis of RQMC estimates based on $n = 2^k$ function evaluations. In plain Monte Carlo sampling, the average of $n$ random iid variables with skewness $\gamma$ has skewness $\gamma/\sqrt{n}$ and the average of $n$ iid random variables with kurtosis $\kappa$ has kurtosis $\kappa/n$. Much less is known about the skewness and kurtosis of RQMC estimates. Indeed, the work presented here is the most thorough exploration of that issue yet.

For continuously distributed $\gamma_r$, one can show that $Pr(s^* = 0) = R^{1-R}$. This is not negligible for $R = 5$ which we consider. Such $s^*$ ordinarily provide $|t^*| = \infty$. As long as there are fewer than $B\alpha/2$ bootstrap samples with $t^* = \infty$, the lower confidence interval will be finite, and similarly, fewer than $B\alpha/2$ bootstrap samples with $t^* = -\infty$ means that the upper confidence interval will be finite. We revisit this issue in our numerical work in Section 4 and again in our conclusions in Section 5.
4 NUMERICAL EXPERIMENTS

For our numerical experiments, we made a strategic selection of test functions $f$ described in Section 4.1. They can all be parameterized by the dimension $s$, and the integral $\mu$ in equation (1) can be computed exactly for any $s$. Subtracting $\mu$ from $f$ gives a function with integral 0 in all dimensions that we can use estimate the coverage of our confidence intervals. For each selected (centered) function $f$, we tried the five types of RQMC point sets described in Section 2, with $n = 2^k$ points for $k = 6, 8, 10, 12, 14$, and in $s = 4, 8, 16, 32$ dimensions.

Our computations had two steps. In the first step, for each combination of $(f, \text{method}, k, s)$, we generated a pool of $N = 10^4$ independent realizations $y_1, \ldots, y_N$ of the RQMC estimator $\hat{\mu}_{n,\text{rqmc}}$ in (2) and stored the sorted values in files. To do this, we used the packages hups and mcqmtools from the SSJ Java library [16]. These large samples were used in the second step to visualize the distribution of $y$ and estimate its variance, skewness, and kurtosis, in each case.

In the second step, we generated small samples of $R$ replicates (without replacement) from the pool of $N$ values and used them to form all three kinds of confidence intervals from Section 3. The sample sizes we used were $R \in \{5, 10, 20, 30\}$. We did that 1000 times. This strategy lets us generate more than $N/R$ confidence intervals using our pool of RQMC estimates. For each such sample, we computed a 95% confidence interval with each of the three procedures. From these 1000 replicated confidence intervals we could record the proportion of the intervals that covered 0. We also computed the lengths of all the confidence intervals. Each of our 1000 bootstrap confidence intervals was based on $B = 1000$ bootstrap resamples. The whole process of forming 1000 confidence intervals of each type was done separately for all the integrands, methods, dimensions $s$, and RQMC sample sizes $n = 2^k$ described above.

4.1 Selected Functions

Here are the functions we consider. In each case, the integrand depends on a point $\mathbf{u} \in (0, 1)^s$ and the integral we seek is $\int_{[0,1]^s} f(\mathbf{u}) \, d\mathbf{u}$. For each function, we subtract an appropriate constant to make the integral equal to zero in all cases. This constant is already included in the definitions below. Some of the test functions are constructed using $\Phi$ and $\Phi^{-1}$, the CDF and inverse CDF of the standard normal distribution. Some of the functions are easy for RQMC and some are more difficult. A function that is easy for RQMC is not necessarily one that is easy to get a confidence interval for.

1. SumUeU: $f(\mathbf{u}) = -s + \sum_{j=1}^{s} u_j \exp(u_j)$. This is smooth and additive, making it very easy for RQMC methods to integrate; e.g., see Section 17.2 of [33].
2. MC2: \( f(u) = -1 + (s - 1/2)^{s} \prod_{j=1}^{s} (x_j - 1/2) \). This function is from [25]. It is smooth and very nearly, but not exactly, additive. This makes it typical of the integrands in weighted function spaces, such as the spaces of [37].

3. PieceLinGauss: \( f(u) = \max\left(s^{-1/2} \sum_{j=1}^{s} \Phi^{-1}(u_j) - \tau, 0\right) - \varphi(\tau) + \tau \Phi(-\tau). \) This function is piecewise linear and continuous in \( s \) Gaussian inputs. It has two sources of infinite variation in the sense of Hardy and Krause [27, Section 2.2]. It is unbounded and it has a cusp that brings infinite variation for \( s \geq 3 \). It shares these properties with some integrands encountered in computational finance, which are analytically intractable. Our construction gives this integral a known mean for all \( s \). We use \( \tau = 1 \). Larger values for \( \tau \) would give the problem a “rare events” character that is outside the scope of this article.

4. IndSumNormal: \( f(u) = -\Phi(1/\sqrt{2}) + \Phi(1 + s^{-1/2} \sum_{j=1}^{s} \Phi^{-1}(u_j)) \). This function is smooth and bounded and monotone in each \( u_j \). It has bounded variation.

5. SmoothGauss: \( f(u) = -\Phi(1/\sqrt{2}) + \Phi(1 + s^{-1/2} \sum_{j=1}^{s} \Phi^{-1}(u_j)) \). This function is smooth and bounded and monotone in each \( u_j \). It has bounded variation.

6. RidgeJohnsonSU: \( f(u) = -\eta + F^{-1}(s^{-1/2} \sum_{j=1}^{s} u_j) \) where \( F \) is the CDF of the Johnson’s SU distribution [13] with parameters \( \gamma = \delta = \lambda = 1 \) and \( \xi = 0 \), and \( \eta \) is the mean of that distribution. It has skewness \(-5.66\) and kurtosis \(96.8\) (for any \( s \)) making it heavy tailed.

The last four examples use “ridge functions” of the form \( g(\theta^T \Phi^{-1}(u)) \) for a unit vector \( \theta \in \mathbb{R}^s \) and a function \( g: \mathbb{R} \rightarrow \mathbb{R} \), where a superscript \( T \) denotes transpose. In a plain MC setting they, before centering, have the distribution \( g(N(0, 1)) \). If \( g \) is Lipschitz, then the ridge function has bounded mean dimension (a favorable property for RQMC) as the nominal dimension \( s \rightarrow \infty \) [11], while if \( g \) is discontinuous the mean dimension can grow proportionally to \( \sqrt{s} \). In the ridge functions above, every variable is equally important, which tends to make integration harder.

To introduce some sparsity, let \( \eta_j = 2^{-j} \) and \( \theta_j = \eta_j / \sqrt{\sum_{j'=1}^{s} \eta_j'^2} \). Then we can have sparse versions of the last three test functions. Sparsity does not affect the value of the integral. We do not include sparse versions in this work.
4.2 Comparison of Student and Bootstrap Confidence Intervals

Our main interest is in coverage accuracy of the confidence intervals. No nonparametric method can get exactly 95% coverage in finite samples. But if we are reasonably confident that the true coverage is below 94%, then we deem the method to have failed. We judged any method that attained less than 92.7% coverage to have failed. From 1000 independent draws, the binomial distribution would give less than a 4% chance of seeing this failure if the true coverage were 94% (or higher). Our 1000 draws from the pool involve some overlap so this computation is not exact, but we think it is accurate enough.

Each CI method was tested in 2400 tasks: 6 integrands, 5 RQMC methods, 4 dimensions, 5 RQMC sample sizes and 4 values of the replication size $R$. The percentile method failed 1698 (70.75%) of those tasks. This is not very surprising. Its undercoverage was seen in [28], and it is not well suited to very small sample sizes like we would want for RQMC. Despite it being a pretty standard method for some bootstrap computations, it is not well regarded for setting confidence intervals for the mean. We do not consider it further.

The bootstrap $t$ method failed 81 times, and the plain Student $t$ confidence interval method failed only 3 times. The lowest 15 coverage levels for the plain Student $t$ interval were all for $R = 5$ replicates. The bootstrap $t$ had coverage over 95% in all those cases, but it also uses very long confidence intervals in those sets.

Of the 81 failures for bootstrap $t$, 74 were for Sob-LMS on either SumUeU (44 times) or MC2 (30 times). These are for the extremely spiky histograms mentioned earlier and included in the illustrations in Section 4.3. There were 6 failures for Sob-NUS and 1 for Sob-DS.

As mentioned above, the bootstrap $t$ has the possibility of giving an interval of infinite length. When given a sample of $R$ distinct values, it has probability $R^{1-R}$ of yielding $s^* = 0$. For $R = 5$, this becomes 0.0016. To get an infinite confidence interval we would need that to happen at least 25 times out of 1000. A binomial calculation shows that this event has probability approximately $1.35 \times 10^{-21}$. The probability of $s^* = 0$ is much higher if two or more of the replicate values it gets are equal to each other. There were 21 bootstrap $t$ confidence intervals with infinite length. They were all for the integrand IndSumNormal with $R = 5$. The sample value for this integrand counts the number of events that happen. It has a discrete distribution that may have many fewer than $2^k$ different values. Getting two equal values among the $R$ samples makes it much more likely that we see $s^* = 0$ and an infinite length interval. The bootstrap $t$ had many very long interval lengths for the IndSumNormal integrand. This problem could then arise in bootstrap $t$ confidence intervals for the value of a digital option in finance.

A second kind of failure is having coverage too high. This means that the con-
fidence intervals could have been shorter. It is usually considered a lesser failure than having coverage too low. The standard intervals had coverage higher than 97% 81 times. This is the threshold at which we are confident that the actual coverage is above 96%. That only happened for the smooth additive integrand SumUeU and the smooth nearly additive integrand MC2. Of those 81 cases, 80 of them were for Sob-LMS and one was for Sob-NUS. For Sob-MLS we know that the underlying kurtosis of the RQMC points diverges to infinity as $n$ increases from results in [35].

4.3 Some Histograms

We looked at many histograms made up of $N = 10^4$ integral estimates from the pools of values that we created. The majority of them looked nearly Gaussian. Some of that is to be expected when one averages $n = 2^k$ different random values. If those had been iid values, then the CLT would apply and the averages would have skewness $\gamma/\sqrt{n}$ and kurtosis $\kappa/n$, where $\gamma$ and $\kappa$ are the skewness and kurtosis of a single random integrand value. The $n$ values in RQMC sampling are identically distributed but far from independent.

Figure 1 shows a selection of histograms, primarily the unusual ones. The upper left entry is a somewhat negatively skewed example from the RidgeJohnsonSU integrand. It is shown for the Sob-DS method, but that skewed pattern appeared for other methods too and not just for small $s$ and $k$. The upper right entry shows the spike plus outliers distribution mentioned earlier. It also arises for nearly additive MC2 at somewhat higher values of $k$ for each $s$. The phenomenon was pointed out in [35] in one dimension and in [36] for multiple dimensions which includes some numerical illustrations. We expect coverage length to be quite variable in settings like this because, for example, $R = 10$ replicates might not include any of the outliers. The middle left entry shows a bimodal distribution that frequently appears for lattice samples with a baker transformation. It was also illustrated in [15] and in Chapter 17.4 of [33]. This bimodality did not always happen in our simulations. In more extreme settings, the distribution is nearly $U$ shaped. The middle right entry shows a phenomenon for the IndSumNormal integrand. It is roughly Gaussian plus a spike near one value. For smaller values of $k$, this integrand gives a discrete distribution with a roughly binomial appearance. The lower left entry is a roughly Gaussian histogram, similar to most of those in the data set. The lower right entry is a histogram for Sob-NUS that looks a lot like many that arise for Sob-LMS but which we have never before seen for Sob-NUS.

Some of our examples showed very extreme kurtosis. None of them showed extreme skewness. The standard confidence interval is known to have robust coverage in response to kurtosis at the expense of having very long confidence intervals, while being vulnerable to skewness. Figure 2 shows a summary of interval length
Figure 1: Some histograms of $N = 10,000$ integral estimates. In each case $L$ and $U$ mark the lower and upper extreme sample values and a red vertical line marks the integrand value 0.

and coverage probability versus kurtosis and skewness for the case $R = 10$. There we see that kurtosis brings above nominal coverage for the standard $t$ intervals. We see coverage length decreasing with extreme kurtosis. That is what happens for Sob-LMS with SumUeU and MC2 where the RQMC pool is made up of spikes plus outliers. See the upper right histogram in Figure 1. For small $R$, the method only rarely gets an outlier, so most of those confidence intervals are extremely short. It is then a pleasant outcome that it covers the true mean often enough. We are cautious about expecting that to generalize beyond our examples.
5 CONCLUSION

In our examples, we saw that plain normal theory confidence intervals for RQMC performed best overall. Our criterion was simply whether the two-sided interval covered well. This was somewhat surprising as the bootstrap $t$ method had much better coverage in the simulations reported in [2] and [28], even for numbers of replications as low as 5. We can understand this by noticing that the RQMC estimates we considered never had extreme skewness. That would happen if a CLT applied to them. However, the CLT does not always apply and several of the histograms are strongly non-Gaussian while still nearly symmetric. A similar phenomenon of symmetric but non-Gaussian limiting distributions arises in a strategy that recycles physically generated random numbers [32]. Paper [36] show that the RQMC error in Sob-LMS is a randomly weighted sum of the average of some Walsh functions. Those Walsh function averages have a symmetric distribution, but because the random weights are dependent, it does not automatically mean that
the RQMC error has a symmetric distribution.

The case of SumNormalInd highlights an issue with the bootstrap not working on discrete random variables. Discrete random variables supported on an arithmetic sequence are not included in the theory of [8]. A distribution that is a mixture of a discrete and a continuous component will also face difficulties due to the discrete component yielding more frequent \( s^* = 0 \) when \( R \) is small.

The standard normal theory intervals are known to underperform the bootstrap asymptotically in the case where one-sided intervals are desired. There the coverage error is \( O(1/\sqrt{n}) \) for the standard method and \( O(1/n) \) for the bootstrap \( t \). If however, symmetry is a ubiquitous property of RQMC estimates, then that advantage of the bootstrap \( t \) disappears.

We have avoided running any examples that include rare events. For those it is necessary to employ a method such as importance sampling in order to get reasonable accuracy from RQMC. It is possible that rare-event settings without importance sampling will produce very skewed histograms of RQMC points.
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