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——— Abstract

This work aims at exploring the algebraic structure of concurrent processes and their behavior

independently of a particular formalism used to define them. We propose a new algebraic structure
called conjunctive involutive monoidal algebra (CIMA) as a basis for an algebraic presentation of
concurrent realizability, following ideas of the algebrization program already developed in the realm
of classical and intuitionistic realizability. In particular, we show how any CIMA provides a sound
interpretation of multiplicative linear logic. This new structure involves, in addition to the tensor
and the orthogonal map, a parallel composition. We define a reference model of this structure as
induced by a standard process calculus and we use this model to prove that parallel composition
cannot be defined from the conjunctive structure alone.
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1 Introduction

1.1 Realizability and its algebrization

Realizability provides a well-established and general set of techniques for studying the
relationships between programs and proofs. In the traditional presentation of intuitionistic
realizability, one starts from a set A of realizers, which are objects with computational
meaning, programs in some formalism (codes of recursive functions, A-terms, etc). Logic
is then interpreted in the powerset of A, in such a way that the meaning of a formula is
essentially a set of programs sharing a computational behavior dictated by the formula. From
an algebraic viewpoint, the set A induces in its powerset a Heyting algebra, which in turn
induces a topos [12, 20].

Classical realizability adapts these principles to classical logic, building on different
foundations [13]. The computational part is based on the duality between programs (potential
proofs) and environments (counter—proofs). The proper categorical structure underlying
classical realizability was discovered by Streicher [22] and involves an ordered combinatory
algebra (OCA) induced by terms and stacks. This construction was later generalized in a
different setting, namely Krivine ordered combinatory algebras [6], with the feature that
Streicher’s construction can be carried out in a purely axiomatic context. In particular, both
truth values and realizers belong to the underlying set of these structures and the partial
order subsumes subtyping, term reduction and the realizability relation. A similar approach
was later followed within Miquel’s implicative algebras [15] (and some variants by the last
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author’s [16]), a slightly different structure which allows to encompass intuitionistic and
classical models of forcing and realizability into a general framework, keeping the feature that
truth values and realizers (and also forcing conditions) both belong to the underlying set of
the implicative algebra. All these works therefore advocate for foundations of realizability
seeking to transform a rather complex and operational definition into a much simpler and
algebraic one.

1.2 Logic for concurrency

Process calculi form a wide range of formalisms designed to model concurrent systems and
reason about them by means of term rewriting. Their applications are diverse, from the
semantics of proof systems to the conception of concrete programming languages. Type
systems for such calculi are therefore a wide domain, with systems of different kinds designed
to capture different behaviors and ensure different properties of processes: basic interfacing,
input-output discipline, linearity, lock-freeness, termination, respect of communication pro-
tocols, etc. To better understand the diversity of calculi and uncover basic structures and
general patterns, many authors have searched for languages with simpler or more general
theory in which the most features could be expressed by means of restrictions or encodings.
Similar unification has been searched for in the realm of types, but no system can yet claim
to be as basic and universal as, e.g., simple types for the A-calculus, which perfectly capture
the abstraction and application mechanism in the logical world.

Concurrent realizability, developed by Beffara [2], transposes the ideas of classical realiz-
ability in a context of interacting concurrent processes. Following the constructions of phase
semantics from linear logic [8] and ludics [9], the combinatory algebra is replaced with a
variant of the m-calculus, endowed with a structure of commutative monoid under parallel
composition. The pole, which defines orthogonality as in classical realizability, is seen as a
testing protocol between processes, and the sets of processes that are closed by biorthogonality
act both as truth values and behaviors. However, in the original construction, processes are
subject to polarization and interfacing constraints which restrict the use of names, in order
to avoid ambiguity when composing and to ensure consistency. As a consequence, operations
over behaviors inherit such restrictions, which makes them partial in general.

The aim of the present work is to set the basis for an algebraic presentation of concurrent
realizability, as a way to study processes and their types in a well-structured algebraic
framework. We propose that, as with sequential models, the algebraic presentation is based
on an ordered algebraic structure which must allow interpreting truth values and concurrent
programs in its underlying set, subsuming the reduction semantics in the order relation.
Furthermore, we want to avoid imposing a priori restrictions on processes.

1.3 Principles of the construction

We aim for an algebraic structure in which we can represent processes, types and operators
in a uniform setting and we will refer to elements of such a structure as behaviors. A guiding
intuition is to see behaviors as particular sets of terms in a process algebra, with some notion
of closure by observational equivalence (a formal implementation is presented in Section 4).
We postulate three fundamental structures over behaviors:
a complete lattice structure, taking a comparison a < b to mean that b exhibits more
possible behaviors than a;
a binary operator ®, continuous with respect to the lattice structure, that represents an
operation of parallel composition without interaction.
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an anti-monotone unary operator ()J- s.t. at represents the tests that a passes.

This yields a variant of the last author’s conjunctive structure [16], including notions of arrow
and application and allowing for a sound interpretation of multiplicative linear logic. Within
this framework, we study parallel composition as an additional continuous binary operation
in the conjunctive structure.

Note that the notion of name, though pervasive in process algebra, is not taken to be
primitive because different calculi and type systems make different choices on the use of
names and actions (monadicity vs polyadicity, polarization, synchrony, etc). Instead, we
consider that the multiplicative structure includes some way of managing connections between
processes so that the axioms are satisfied.

1.4 OQutline of the paper

We start by introducing in Section 2 the conjunctive structures that we identified to be
conducive to the analysis of concurrent computation from an algebraic viewpoint. In Section 3,
we develop a construction over process algebras to formally extend a language of processes
with generalized fusions (PGF), on top of which we build a realizability model in Section 4
with the expected algebraic structure. We then explain in Section 5 how to equip conjunctive
structures with parallelism and we illustrate it in the case of PGF. In Section 6, we prove
that parallel composition cannot have an internal representation in the axioms of purely
conjunctive structures, using a model that validates these axioms but does not have an
operator for general parallel compisition.

2 Logic in conjunctive structures

Following the program of algebrization of realizability models that was mostly undertaken
in the realm of Krivine realizability [22, 6, 15, 16] and previous work by the first author on
concurrent computation [2], we introduce a particular class of conjunctive algebras which we
identify as the key algebraic structures underlying realizability models induced by process
calculi. We first define the notion of conjunctive structure, which reflects the algebraic
structure of these models (how are the truth values defined?), and then define a notion of
separator that allows to capture the logical content (which processes define valid realizers?).

2.1 Conjunctive structures

» Definition 1. A conjunctive structure (CS) is a tuple (C,<,®, (-)*) such that

1. (C, <) is a complete lattice;

2. ® is a binary monotone operation of C and (-)* is a unary antimonotone function on C;

3. ® distributes over the join operation Y, i.e. for any a € C and B C C we have
Yies(@®b) =a® (Yyenb) and Yyen(b®a) = (Yyem b) @ a;

4. the orthogonal map (-)* satisfies De Morgan’s law (Y pcos b)L = Apems 0T

We say that the structure is involutive (CIS) if ()% is involutive: a*+ = a for all a € C.

Also we call unitary every CS (resp. CIS) with a distinguished element 1 € C.

To draw the comparison with the conjunctive structures defined in the last author’s
work [16], the only difference lies in the use of an orthogonal map instead of a negation —
that was meant to convey a computational content. In particular, even in the classical case,
a and ——a are logically equivalent but not necessarily equal.
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» Example 2. Any complete Boolean algebra (B, <, A, V, =) defines a CIS using the conjunc-
tion as tensor (a ® b = a A b) and the negation for orthogonal map (a* £ —a).

» Example 3. A phase space [8] is defined by a commutative monoid M and a subset L C M.
For a C M, define the dual a* £ {2 :Vy € a,zy € L}; define a®b 2 {2y : 2 € a,y € b}++
for a,b C M. Then the set of subsets @ C M such that a++ = a forms a CIS.

Given a conjunctive structure (C, <, ®, (-)*), we define the usual connectives and quantifiers
of multiplicative linear logic (MLL) on C as follows, where F is a function over C:

a®b2 (et @bh)t a—ob2 (a®bh)t IF £ Y F(a) VF £ L F(a)
a€eC a€eC

These definitions induce a canonical interpretation of MLL formulas within any CIS.

» Definition 4. Consider a unitary CS (C,<,®, (-)*,1). The interpretation of closed MLL
formulas with parameters P € C is defined as follows:

1] 21 [A® Bl 2[A] @ [B]  [3X.A] 2 3(P ~ [A]{X := P})
[L] 215  [A®BI2[A]®[B] [vX.A] 2V(P —~ [A]{X := P})
[P] 2 P

Given a sequent b Ay, ..., A, the interpretation [Aq, ..., Ax] is defined as [A1] if k =1 and
[A1] & [Az, ..., Ag] otherwise.

» Remark 5. As usual, the interpretation [A] of a formula A depends only upon the assignment
of the free variables of A. The same is valid for sequents.

» Remark 6. If C is a CIS, the involutivity of (-)* actually implies that (C,<,—o) is an
implicative structure in the sense of Miquel [15] since —o satisfies the expected variance and
continuity properties: in particular (YbeB b) —0a = \pep(b—oa) for any a € Cand B C C.

Note that this applies to structures, which only define operators and their relationships.
The algebras defined below, which include a notion of logical validity, will actually diverge
since implicative algebras model intuitionistic logic, while our algebras apply to linear logic.

2.2 Separators and internal logic

Conjunctive structures are suited to interpret formulas of MLL. To account for a validity
notion, we need to introduce the notion of separator [15, 16], a subset of the structure which
intuitively distinguishes valid formulas, similarly to a filter in a Boolean algebra. Separators
are built upon a set of combinators that one can understand as axioms for the internal logic.

» Definition 7. Consider a unitary CS (C,<,Y,®, (-)*,1). The MLL combinators are:

S3 = Kapecla®b) — (b®a) S6 = Naec@ — (1®a)
Sy = Aapeecla —b) — (a®c) — (b®c) S7E hpec(1®a) —a
S5 £ Aapeecl(@®b)@c) — (a®@ (b®c)) Ss £ Aapec(a —b) —o (bt —at)

The definitions (and names) for Ss, Sy and S5 come from the notion of separator in conjunctive
algebras [16]. The original S; and Ss are replaced here by Sg, S7 and Ss to account for
linearity. The set of combinators {Ss, ..., Ss} is known to be complete for MLL [1].

» Definition 8. Let us consider (C,<,Y,®,(-)*,1) a unitary CIS. A monoidal separator
on C is an upwards closed set S C C such that:
S contains the MLL-combinators Ss, ..., Ss.
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Fa:A,..., A Fa:T,A Fb:B A
1) ———— (Y (EX) ®)
F1:1 FI:A- A Fex(o)*a: Ay, .- Aciy Ftxaxb:T,A® B, A
Fa:T,A Fb:AJ-,A(CUT) }—a:F,A{X::B}(H) Fa:T,A Xnotfreeinf(v)
Fecxaxb:T,A Fa:T,3X.A Fa:T,VX.A

Figure 1 Semantic typing rules for MLL

For any a,beC, ifa—obeS andacS thenbeS.
A conjunctive involutive monoidal algebra (CIMA) is a unitary CIS C together with a
monoidal separator S.

» Example 9. In any CIS induced by a complete Boolean algebra B (see Example 2), all the
combinators are tautologies trivially interpreted by the maximal element T. Therefore, the
singleton {T} (or alternatively any filter on B) defines a separator for this CIS.

» Definition 10. Let C be a CS. A semantic judgement is a statement F a : I' where a € C
and T' is a sequent of formulas with parameters in C. Such a judgement is sound if a < [T'].
A semantic typing rule is an inference rule where the premises and conclusion are semantic
judgements, possibly involving free variables. Such a rule is sound if the soundness of its
premises entails that of its conclusion for any instantiation of the variables in C.

We provide semantic typing rules for MLL in Figure 1, Using the following terms, where
o [1;k] — [1; k] is a permutation and a b= A{c € C | a < b —o c} is the usual application
from implicative algebras:

= AaEC (a —oa)
t = Napgaec (gD a) = (0T d) —gF ((a®b) ¥ d))
€2 Augacc (9B a) — (et T d) — (97 d))

ex(o) (a1 3 B ag) — (ag) B B ag(ry))

(1>

(>

ai,...,ap€C

» Proposition 11. For any CIMA (C,S) and any permutation o, the combinators I, t, ¢
and ex(o) belong to the separator S

Proof. These proofs are essentially simple combinatorial manipulations within conjunctive
involutive structures. We detail here the proof that I € § as an example. Let us consider a
CIMA (C,S) and define:

A A (@a—ob) —o (b—oc) —a—oc tos= Sy *xsx*t
a,b,ceC

It is an easy exercise to check that Sj € § (this follows from combinatorial manipulations
using the closure under modus ponens and the fact that Sy, Sg € S). Besides, similarly to
what happens for implicative algebras, separators of CIMAs are closed under application *,
and as such they are also closed under composition o. To prove that I € S, observe that for
any a € C we have Sg < a —a® 1 and S; X a® 1 —o a. Then S;7 0 Ss < a —o a (uniformly
on a € C) and thus we get Sy 0 Sg € S and then A\ ,.ca —a€S. <

» Theorem 12. The semantic typing rules of Figure 1 are sound for all unitary CS. Moreover,
for any CIMA (C,S) if - a: T is provable, then a € S.
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Proof. The soundness of rule (1) is just reflexivity of < and that of rules (Ax), (V) and
(3) holds by definition of the meet operation. For the other rules, remark that if for some
a,b,t,u € Cwehavet < a—bandu < a, then t < u —o b, hence t xu < b by definition of x*.
This entails the soundness of (EX), (®) and (CuUT) by definition of I, t and c.

Besides, by definition of *, we also have a < b —o a % b for all a and b, which implies
that separators are closed under *. This, with the results of Proposition 11, entails that the
left-hand sides of derivable judgements are always in S. |

As a consequence, we conclude that all provable MLL formulas are interpreted by elements
in the separator (i.e. validated by the model).

As stated in Remark 6, unitary CISs are implicative structures while in general CIMAs are
not implicative algebras. Due to the chosen notion of separator, CIMAs do not (in general)
model intuitionistic logic. Nevertheless, some specific CIMAs can model intuitionistic or
classical logics if their separators contains non linear terms.

3 Processes with global fusions

In this section, we define a computational structure that will serve as our reference. We first
recall the basic definitions of a standard mw-calculus, then we build processes with fusions as
a formal extension of this language. These fusions, being an additional structure to extend
the expressiveness of an existing algebra (as opposed to a feature that we would impose on
the underlying calculus, which would restrict the range of calculi our study applies to), bring
the necessary connections to realize MLL axioms.

Hence, it should be made clear that the point of this section is not to define “yet another
m-calculus” but, on the contrary, to show that our study applies to any process calculus. The
only technical constraint is that the combinators from Definition 7 should not be degenerate
(i.e. equal to 1), otherwise there is no meaningful seperator. This essentially requires to
have realizers that act as substitutions (or “forwarders”). The construction below consists in
formally completing a process algebra with such objects.

So the choice of a particular variant of the w-calculus is essentially arbitrary, we pick this
one for the purpose of illustration. The only features we need are the ability to perform
renaming and the availability of parallel composition and hiding with usual properties. The
point of the construction is to extend the language with name fusions at top-level while
preserving this composition structure. Keeping fusions at top-level is the only generic choice
that does not impose to reason on the syntax of the calculus we build on, thus allowing
for working with fusions in the algebraic structure without imposing constraints on the
underlying process language.

3.1 Basic processes

The following recalls the standard definitions of the polyadic asynchronous m-calculus with
its operational semantics by reduction [21]. We leave out replication and addition because
these will not be used in this paper, but including them is not a problem.

» Definition 13. The set I1 of m-processes is defined by the following grammar:
P,Q:=1](P|Q)|u(@).P|u(0)]|(vy)P

where T is a finite sequence of pairwise distinct names that range over the set N of natural
numbers, U is a finite sequence of names, y and u are names. The term 1 is the unit and the
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operators |, u(Z), u (v), (vy) are respectivelly called parallel composition, reception, emission
and hiding.

The names in & are bound in u(Z).P, the name y is bound in (vy)P. The set of free
names of a term P is denoted by FN(P). Terms are considered up to renaming of bound
names, also called a-conversion, written =, .

Structural equivalence is the smallest congruence over terms such that

(IL, |, =) is an commutative monoid, i.e. 1|P = P, P|Q = Q|P and (P|Q)|R = P|(Q|R),

P = (vz)P and P| (vx)Q = (vx)(P| Q) whenever x ¢ FN(P),

(vx)(vy)P = (vy)(ve) P and we write (voy)P 2 (va)(vy)P.

» Definition 14. A substitution is a function o : N — N. Provided that the names in & are
pairwise distinct and that & and U have the same length, {Z := U} denotes the substitution
which replaces T by v and leaves all other names unchanged.

Given X C N we denote by o;x the substitution which coincides with o on X and is the
identity outside. We write o\ X for the substitution ojxe.

We denote by P° the result of applying o to P € 11, defined inductively in the standard
way. Given substitutions o1,...,0) we denote by P77 the term (...(P7')...)%".

» Definition 15. One-step reduction is the smallest binary relation —1 over Il such that
@ (0) | u(Z).P —, PF=1}
—1 is compatible with =, i.e. if P=P', Q= Q' and P —1 Q then P' —1 @',
—>1 18 compatible with parallel composition and hiding, i.e. if v € N and P —1 P/,
then P|Q —1 P'| Q and (vx)P —; (va)P’.

We do not define a higher-level semantics at this point. The semantics induced by the
conjunctive structures defined in the following sections will be a generic form of testing and
most of the construction will be parametric in the particular testing protocol.

3.2 Processes with fusions

A fusion is, intuitively, a connection between channels. The defining property of a fusion
u4>v is that its presence within a process allows actions on channel u to synchronize with
actions on channel v. Several works have defined extensions of the w-calculus with this
feature [7, 19, 23] and studied its effects on the theory and the expressiveness of the language.

Instead, the construction presented in this section rather aims at extending an arbitrary
process calculus with fusions without affecting its theory, for our study to be compatible
with any particular process language. This is made possible by the fact that we only need
fusions at top-level, so that they can live side-by-side with standard processes. Intuitively, a
fusion u<>v at top level in a process can be interpreted as the information that u and v will
eventually get substituted with the same name.

» Definition 16. A fusion is an equivalence relation over N. The set of fusions is written E.
Given e € £ we write x ~ y instead of (x,y) € e. Fore, f € & we write ef for the smallest
€

equivalence that contains both e and f.

» Remark 17. The set £ is a complete lattice under inclusion, with the identity Ay £

{(z,2) | * € N} as minimum and the full relation Viy = N x N as maximum. The meet of a
set S C & is the intersection () S and its join \/ S is the transitive closure of the union [JS.

» Definition 18. Givene € &, z,y € N, X CN and 0 : N = N, define
the equivalence class of z as [z]. = {y € N | z ~ y}, estended as [X]e & U, cx[2]es
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the domain of e as |e| £ {z € N | [z]. # {z}};

the restriction of e to X asenN X 2 (eN (X x X)) UAy;

the hiding of X ine ase\ X £en X¢;

the elementary fusion of x and y as vy = {(z,y), (y,z)} U An.
An equivalence e can be induced by a function o, considering that equivalent elements are
the ones with the same image under ¢. Such a function can always be deduced from e by
picking a representative in each equivalence class. The following definitions formalize these
constructions, exploiting the well-ordering over N to get canonical representatives.

» Definition 19. Given a fusion e € £, x € N and a function 7 : N — N, we define:
x if [x]e = {x}

min([zle\{}) if [z]e # {x}

o x— xd for all x, the substitution induced by e;

er £V, en(@7(2)), the fusion induced by 7;

T A

e” =V, oy (T(2)27(y)), the composition of e with T.

e

r® £ min[z], and z¥ = {

We are now ready to introduce the notion of processes with global fusions, and extend
the constructions on processes to this generalization. This is similar to that of unitization in
algebras, where a non-unital algebra is extended with a formal extra element and saturated
to preserve the structure and endow the extra element with desired properties.

» Definition 20. The set of processes with global fusions (PGF) is defined as
D2 xE={(Pe)|Pclec&}

Over 11, define substitution, free names, a-equivalence and structural equivalence = as
(Pe)™ = (P7,e7) (Pe)=4 (Q,f) < e=f and P =, Q°F
FN(P,e) 2 FN(P) U e (Pe)=(Q,f) «= e=f and P7¢ = Q°7

When it is not necessary to specify process and fusion, we will use the lowercase letters p, g, 7, s
to refer to processes with fusions.

Remark that the definitions of a-equivalence and structural equivalence allow renaming
of free names as long as the equivalence class of each name is unchanged, so that we have for
instance (a(x).P, a++b) = (b(x).P, a+»b). Including |e| in FN(P, e) ensures that, despite such
renaming, FN is invariant under =, as expected. Note also that if we identify each term P
with the pair (P, An), then the operations defined above coincide with those of II.

» Definition 21. One-step reduction in 11 is the relation —s1 such that (P,e) —1 (Q, f) if
and only if e = f and P°¢ —»; QU;. Multistep reduction — is the reflexive and transitive
closure of — .

Again, this extends the associated relation from II to II and allows more reductions
when the fusion relates two names on which compatible actions occur. For instance we have
(u(z).P | v {y),uev) —1 (P{z =y}, uev).

» Definition 22. For (P,e),(Q, f) € II, define (P,e) | (Q, f) £ (P |Q,ef).

Identifying a pure fusion e with the pair (1,e), we have (P,e) = P | e for every P, since
P|1=PinIl So in this sense IT and £ generate II under parallel composition. Besides,
reduction — is compatible with = and parallel composition, as in the basic calculus.
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We now need to extend name hiding to II. The result of (vz)(P,e) must be (Q, f)
where z ¢ FN(Q, f), hence x ¢ FN(Q) U |f|. Consider a pair (vz)(Z,xz+y): even if
must be bound in (vz)(Z, z+>y), since z is fused with y, we have (Z,x¢y) =, (¥, 243y) so
the only reasonable definition for (vz)(Z, z<>y) is (¥, An), which is structurally equivalent
to ((vz)y, An). On the other hand, if we consider (vz)(Z, An), we expect to get simply
((vz)z, An). Definition 19 provides the notation z} to represent this in a general way.

» Definition 23. For (P,e) €Il and z € N, define (vz)(P,e) £ ((vz)P{z = z}},e\ {z}).

» Remark 24. Whenever z is not equivalent to another name, i.e. [z]. = {x}, we have x =z
and therefore the binder vz on a PGF process only computes as expected on the process
side: (vz)(P,e) = ((vx)P,e). If, instead, = is equivalent to other names, i.e. [z]. # {2}, then
x # x} and vx will disconnect z from its fusion-side equivalents, while replacing it by an
equivalent name on the process side: ((vz)P{x := 2%}, e\{z}) = (P{z := 2}, e\{z}).

To extend the definition of v to finite sets, we first need to ensure that, up to a-equivalence,
the order of application of v is irrelevant.

» Lemma 25. Consider (P,e) € I and x,y € N, then (vx)(vy)(P,e) =4 (vy)(ve)(P,e).

Proof. On the one hand

(va)(vy)(P;e) = (va)((vy) Ply := yc}, e\{y}) = (vey) Ply := yo Ha = 2y 1 1 e\, y})-

On the other hand, it can be shown that the last process is a-equivalent to

((vya) Ple:=we Hy:=yo\ (o} €M@, y}) = (vy) (va) Pa=ag}, e\{z}) = (vy)(vz)(P,e).<

» Definition 26. Given a finite set of names X = {x1,..., 25} with 1 < --- < xy, define
(vX)(P,e) = (vag) - - - (vay)(Pe).

Later on, we will need to extend this definition for a possibly infinite set X. Even if, for
any PGF p, there exist only finitely many free names of p in X which we need to hide, for
each of them we need to treat them differently depending on whether their equivalence class
is included in X or not. The following definitions generalize the unary definition of v in that
regards.

» Definition 27. Consider a set X C N and a fusion e € £. Define the substitution

b e)(x) 2 {.’L‘; Zf [-'lf]e cX
’ min([z]e \ X) if [z]e \ X # 0

» Definition 28. Let (P,e) € IT and X C N. Since FN(P) is finite, there ewists classes

[Z1]es - -y [Thik]e in the quotient N/e such that for each i < h we have [z;]. C X and for

each j > h we have [z;] \ X # 0, and moreover FN(P)N X C U?:lk [;]e. Define
WX)(P.e) 2 ((val,.....a% ) Prco, e\ X)

Let us denote by v the binder (vN).

Finally, let us state a technical result that emphasizes how we can embed a substitution
within the calculus by means of the corresponding fusion.

» Proposition 29. Consider a substitution 7: X — X¢ for a set X C N and p,q € II such
that FN(p) C X and FN(q) C X°. Then (vX)(plqler) =a 0" | q.
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We defer the proof to the extended version of this paper, as it requires a number of
technical lemmas whose statements and proofs are of little interest by themselves. The
property above will be a crucial ingredient later on to build appropriate realizers. Obtaining
it is the point of the PGF construction and we will not rely on more details when studying
the conjunctive structure.

4 Conjunctive structure of processes

Following the first author’s work [2], we shall now see how to define realizability models which
interpret MLL formulas as sets of processes. These models actually induce a conjunctive
involutive monoidal algebra and as such provides a sound interpretation of MLL. In particular,
we would like to emphasize that this illustrates a significant benefit of our approach, which
allows us to isolate logical properties that are shared by all concurrent realizability models
sharing this algebraic structure, ensuring that these properties are indeed insensitive to
implementation details such as the choice of a particular syntax for processes.

4.1 Concurrent realizability with PGF

We build upon the main insight of Krivine’s realizability [14], by parameterizing the interpre-
tation by a pole, a set of processes somewhat characterizing valid interactions between terms.
In this setting, we will consider poles that are simply closed under structural equivalence to
characterize the soundness of interaction with respect to the renaming mechanism that is
necessary for pure parallel composition, without focusing so far on the reduction of processes.
From now on, we denote by P the set of all sets of processes P £ P(II).

» Definition 30. A pole is a set of closed processes I C {p € I1| FN(p) = 0} that is closed
under =, ie. ifp=q and g € 1L thenp € L.

Given a pole 1L, we say that two processes p,q are orthogonal, which we write p L ¢,
whenever 7(p|q) € L. This naturally induces an orthogonal operator (-)* : P — P on sets of
processes by defining A+ £ {p € I : Vg€ A, pLq}. This operator satisfies the usual property
of orthogonality.

» Proposition 31. For all A, B € P and for any non-empty B C P we have:
1. If AC B then B+ C A+

2. AC AL afd At = AL N

3. (Uyxen X) inXE% X+ an(j if B#0 then (Nyen X) 2 (Uyxes XH)
- (Uxes X)) = (Uxes X)

Proof. Part 1, 2, 3 directly follow from the definition, in particular (IL,II, L) where 1=
{(p,q) | p L q} is called a polarity in [6] and it defines a Galois connection [3]. For part 4, it

L L
suffices to see that (UXE%XLL) =Nxes X =Nyex X+ = (UXE%X> : <

Our realizability interpretation is inspired by the semantics of phases, in particular we
interpret formulas in the set of behaviors B = {A € P : A+t = A}, i.e. the sets that are
closed under double orthogonal. This set can be endowed with a structure of complete lattice,

H

as the next proposition shows.

» Proposition 32. Let us define \/ B £ ((JB)"" for all B C B. Then:
1. (P,N,U, Q) is a complete lattice with top element I and bottom element ().
2. (B,),V, <) is a complete lattice with top element I1 and bottom element (++.
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In order to interpret MLL formulas in this framework, the main idea consists in seeing
the tensor ® as defining the parallel composition of two processes in such a way that they
do not communicate. This is achieved by making extensive use of substitutions to assign
each process a disjoint space of names. Technically, we rely on the fact that N is in bijection
with the set of even (or odd) natural numbers, somehow reflecting the tree structure of the
formulas into the space of names.

» Definition 33. We fiz injections 11,12 : N — N such that' t;(N) N o(N) = 0 and

t1(N) U 2(N) = N. We use the following notations: N* = 1;(N), n.i := 1;(n), p* = p* and
- _ ) . -1

et £ e, Given p € I s.t. FN(p) C Nf we denote aflp_l the process p*i . Similarly, if e is a

fusion s.t. le| € N*, we denote as e™" the fusion e*

We can now define the semantic counterpart of MLL connectives on processes, which can
then lift to behaviors.

For technical purposes, we also define an operator - * -, which in fact coincides with the
usual application, i.e. the left adjoint of the linear implication —o as Proposition 37 shows.

» Definition 34. For all p = (P,e) and q = (Q, f) define the following operations?:

peq=ptlq® = (PQ%e'f?) = prq= ((WNY)(p[g"))™* = (WNY)(PIQ" ef1))?
» Definition 35. We define the following operations on P:
A®B =
1= {(1, AN} — (4 1 B 1L
AR B = (A ® BH)*
AeB := {peq|p€e A, qc B} 0
A—B = (A®BYH)*
AxB = {p*q|p€ A, qe B}t I = (4] B)
’ AlX = {peA|FN(p) C X}

Observe that the definitions of 1,*,®,%, —o, || define behaviors, and besides, they are
insensitive to double orthogonal:

» Proposition 36. For any A, B € P, it holds that (A e B)t = (AtL e BtL)L. Asa
consequence, A@ B= A+t @ B+ A B =AM 3B gnd A —- B = AL — BHL.

Proof. The inclusion (A++eB1+)L C (AeB)? is true by anti monotonicity of the orthogonal
operator. For the reverse inclusion, let us consider r € (A e B)L and let us prove that r €

(AL e B+4)L. First, observe that for any processes p, q,, we have the following equivalences:

v(pt ¢ r) = v((WN?)(r | ¢®)~ L p) = v((WNY)(r | p')) 2| ¢). In particular, for p € A and
q € B, we have v(((vN2)(r|¢?))~t|p) = 7(p'|¢®|r) € L. Then ((vN?)(r|¢g?))~ ! € A+ = AL+
and thus 7(p' | ¢® | ) € L for all p € A+ ¢ € B. Using the same observation, we get that
((WNYY(r | pY))~2 € B+ for all p € AL+, Finally, using this observation again we obtain
that 7(p' | ¢? | r) € L for all p € A+, ¢ € B+, which is what we wanted to prove. <

» Proposition 37. Let us consider A, B,C € P. Then:

1. CCA—-B < CxAC B+
2.CxA=({BeB|CCA—-B}=min{BeB|CCA— B}
(In particular, if B€B then C CA—oB <— CxACB).

L For instance, we can take t1(n) £ 2n + 1 and 12(n) £ 2n.
2 Observe that FN((vNY)((P, €)|(Q, f)') € N? and thus we can apply ¢; ' to this process.

11
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Proof. 1. Observe that A — B = (A & B+)*. Therefore, we have:

CC (AeBt)* VpeCVqe AVre BX.p Lqer

Vp € ONg e AVr € BL.u(pl¢'|r?) € L

Vp e CVq e AVr € B+ (VNQ)((I/Nl)(p\ql)V?) el
Vp e CVqg e AVr € B+, D((le)(p|q1)_2\r) el

VpeCVqec AVre Bt.pxqLr
CxAC B+t

te ¢ 0

2. Using Part 1, we get that Cx AC C*x A < C C A — (C * A) from which we deduce
that Cx A € {B|C C A — B}. On the other hand, if C C A — B, then C+x A C B. <«

To complete the definition of the concurrent realizability interpretation of MLL using
processes, it only remains to define the realizability relation.

» Definition 38. We say that a PGF p realizes a behavior A, which we write p |- A, if p € A.

A detailed study of this interpretation and of the computational content of realizers, which
mostly ensure adequate communication between adequate channels using an appropriate
fusion, is out of the scope of this paper. We simply illustrate how the identity can be realized.

» Proposition 39. For any A € P, we have that I = \/ (n.1<n.2) IF A — A,
neN

Proof. We have A —o A = (A e A+)L (using Proposition 37). Let us consider p € A and

q € A+, it suffices to prove that I Lp' | ¢?. Using Proposition 29, we get that v(p' | ¢* | ) =,
(o) (1) (P | ¢* | 1) =a (7)(p| q) and we conclude by observing that (7)(p|q) € L. <

4.2 The induced conjunctive involutive monoidal algebra

Most importantly, we can prove that this construction actually defines a conjunctive involutive
monoidal algebra. In particular, this entails (via Theorem 12) that it defines a valid
interpretation of MLL. The proof is in two parts, we prove that the interpretation induces a
CIS, then we show that the set of realized behaviors defines a valid separator.

» Proposition 40. The tuple (B,C,®, (-)*), where (B, C) is the lattice defined in Proposi-
tion 32, is a conjunctive involutive structure.

Proof. We have to check that the axioms of Definition 1 are satisfied. The variance properties
and De Morgan law directly follow from the definition of B, ® and from Proposition 31. We
prove the first distributivity law, the other one being similar. For any B C B, we have:

11 11
A® Bd§VA®(U B) Pm:p%A@) U B = (Ao U B)

Be®B Be®B Be®B Be®B
=(J@en)™ = (|JM@en)*) = (U nen) ™ = \/ 4eB) <
Be® Prop 314 Be® def ® Be®B defv Be®

Proposition 41. The following behaviors are realized by pure fusions:
- Naes A — A
5 N A—o(1®A).
. A®B) —o (B®A). A€B
nA,BeB( & ) ( ® ) 6. ﬂAeB(l(g)A)wA.

- Na.p.ces(A—B)—o(B—C)—A—C.
. ﬂj;geZ((A@B) ®C) — (A® (B®C)). 7. Na.pes(A — B) — (B+ — A').

B wWN=Y
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F(a,1)=Fa F(l,a)=Fra F(a,b) =r F(b,a) F(a,F(b,c)) =r F(F(a,b),c)

a=pa b=pb a=pa b=pb a=pad a=ra b=pb a<b
F(a,b) = F(d',b) a®@b=pad at =pat a =g

Figure 2 Axioms for the compositional structure associated to F

Proof. The first statement is Proposition 39, and the other statements follow similar ideas.

We give here a realizer for the second statement as an example.

By Definition 35, we have (A® B) — (B® A) = ((AeB)e(Be A)L)L. Consider
p€ (BeA)t, ge Aandr € B, in particular, they satisfy 7(r! | ¢> | p) € L. By definition
g'1|r?1|p? € (A® B) — (B® A). To get a realizer, we define the substitution 7 : N — N2
s.t. 7(n.1.1) := n.2.2 and 7(n.2.1) := n.1.2. It is now enough to prove that e, Lg*! |21 | p?,
ie: v(ght|r?l|p?|e,) € L. Moreover (gt [r?1|p?|e,) = (WN2)(UNY) (gL 12t |p?|e,) =
(vN%)(¢%? | r12 | p?) = (r! | ¢* | p) € L, which ends the proof.

<

» Proposition 42. The set of non-empty behaviors Sg = B\ defines a separator for the

conjunctive structure (B, C,®, (-)*).

Proof. Sg is upwards closed by construction, and the proof that all the combinators are
inhabited by fusions is given in Proposition 41. To prove that it is compatible with the

modus ponens, let a,b € B be behaviors and p, ¢ be processes such that p € a — b and ¢ € a.

By Proposition 37, we get (a — b) x a C b, and thus in particular px g € b, i.e. b € Sg. <

5 Conjunctive algebras for concurrency

5.1 Parallel composition

So far, we identified the conjunctive part of the realizability model, that is, processes handling

disjoint namespaces. We shall now investigate the necessary structure to algebrize parallelism.

» Definition 43. Let us consider a CS (C,®, (-)*,<). A composition on C is an increasing
and Y -continuous function F : C x C — C.

Given a composition F on C, define the induced compositional structure associated to F
as the quotient C/ = where the equivalence relation = is the minimum equivalence relation
that satisfies the rules of Figure 2.

Observe that the first four rules express that (C, F,1,=p) is an commutative monoid while
the last ones express that the structure of the CS C is lifted to the quotient C/ =p, thus
inducing respectively the operations ®r, (-)+ and the preorder <r. It is a direct verification
that the structure (C/=r, ®r, ()5, <r) is also a CS. Provided there is no ambiguity, we
will avoid the subscripts F on the induced operations. The structure (C/=r,®, (-)*, F, x)
induced by F on C is denoted as Cp.

» Definition 44. Let us consider (C,®, (-)*,1, F, <) a CS with composition F. We define
>p:CxC— C by means of b>pc 2 Y{z €C|zFb< c}

It is straightforward to check that > defines a right adjoint to F'.

» Proposition 45. Let us consider (C,®,(-)*,1,F,<) a CS with composition F. Then
aFb<xc < axbr>pc foralla,bceC.

13
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Proof. For the direct implication, aFb < c¢ implies that a € {& € C|zFb < ¢} hence
a < b c. For the reverse implication, since F' is monotone, we have

aFb<x (b>pc)Fb = (Y{xeC\xFaﬁc})H) < Y{a:Fb|xeC,a:Fb<c} < ¢ <

» Proposition 46. Consider the CS (B,®, (-)*,1,C) of behaviors over TI.
1. The operation || (from Definition 35) is a composition over B, the equivalence = is
equality and its right adjoint is B> C := (B || C*+)*.
2. The operation ® (from Definition 35) is a composition over B and its right adjoint is
-1
Brg C:w= ((B*[| CH) "))

Proof. 1. Since (II,|,1) is a commutative monoid, then (B, ]|,1) is also a commutative
monoid with unit 1 := {1}*+. The function || is increasing by definition. For the
continuity, we can check that (\/B)|A C \/{B||A | B € B} forall 8 C Band A € B, and
we prove the continuity in the right argument similarly. Besides, A||B C C' is equivalent
to O+ C (A||B)*, which is equivalent to Vp € A,q € B,r € C,v(p| q|r) € L. The
last condition is equivalent to A C (B||C*+)+, which proves that B> C := (B||C*+)* is
the right adjoint of ||.

2. We have (VB)® A=\V{B®A|BeB}and A (\VB)=V{A® B | B e B} from
Proposition 40, and by construction ® is increasing. Moreover, A ® B C C' is equivalent
to C+ C (A® B)*, which is equivalent to Vp € A,q € B,r € C+,7(p' | ¢*> | r) € L. The

last condition is equivalent to A' C ((B? | C*)*)nt hence A C (((B? | CJ-)J-)TNl)fl,

which proves that B >g C := (((B? | C’l)L)“\p)_l is the right adjoint of ®. |

5.2 Embedding the 7-calculus through Honda-Yoshida combinators

Following previous works on algebraic structures for realizability models based on sequential
calculi [15, 16], we face two options to show that the m-calculus can be faithfully embedded
with conjunctive involutive structure with compositions. Either we find a way to soundly
embed the different constructs u(Z).P,u (7),| (vy)P, or we can define a set of combinators
that is complete for this calculus (as are S and K for the A-calculus). We opt for the second
approach, building on Honda & Yoshida combinators for the m-calculus [10].

» Definition 47. A Honda-Yoshida structure (HYS) is a CIS (C,<,®, |, (-)*,1) with com-
position | together with a function M : N x N — C. Given such a structure, we define the
Honda-Yoshida combinators of C by means of:

K(a) ékxeN (I\/l(a,:r) > 1) Br(a, b) éAa:eN (I\/I(a,:l:) > F(b, x))
F(a,b) é*ajeN (M(a,x) > M(b, 3:)) D(a,b,c) éAIGN (M(a,x) > M(b, z)|M(e, x))
Bl(a,b) £ A,en (M(a, z) > F(z,b)) S(a,b,¢) 2 Ayen (M(a,z) > F(b,c))

These definitions are sound with respect to the expected reductions of these combinators,
in the sense that each reduction rule p — ¢ (in [10]) directly yields an inequality p < g.

» Proposition 48. Given a HYS (C,<,®, |, (-)*,1,M) we have:
K(a)M(a,z) =< 1 Bl(a,b)[M(a,z) =< F(z,b)
F(a,b)|M(a,z) =< M(b,x) Br(a,b)|M(a,z) =< F(b,x)
D(a,b,c)|M(a,z) =< M(b,z)|M(c,x) S(a,b,¢)|M(a,z) < F(b,c)

Proof. Straightforward from the definitions. |
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» Definition 49. A Honda-Yoshida algebra (HYA) is a HYS (C,<,®, |, (:)*,1,M) together
with a monoidal separator S C C s.t. all Honda-Yoshida combinators belong to S.

So far we have not needed to introduce a notion of reduction because the constructors
of Linear Logic in our types reflect the properties of connections and handling of names.
However, to obtain a model of behaviors B where the Honda-Yoshida combinators are
inhabited, we ask the poles to be closed by anti-reduction. This choice follows the first
author’s design when defining the regular poles in [2].

» Definition 50. Let us consider a pole 1. C TI. We say that L is regular iff for all
(P,e),(Q, f) (PGF)-processes and names u, %, {(P | Q,ef)} C {(u (%) .P | v().Q,ef)}*
whenever u y .

Following [11], the combinators of Honda & Yoshida can be encoded into PGF using the
usual m-calculus (pure) processes:

k(a; i Z(<§)> br(a,b) £ a(x).f(b,x)
f(a,b) ; a(z).b (z) d(a,b,c) % a(z).(m(b,x) | m(e, x))
bl(avb) = a(x)f({L‘7b) s(a’b’ C) = a(:c)f(b, C)

» Proposition 51. A CIMA of behaviours (B, <, ®, ||, (-)*,1,8g) induced by a regular pole 1.
is a HYA with the definition M(a,b) = {(@(b) .1, An)}++.

Proof. It suffices to prove that all the combinators of Definition 47 are inhabited. For
that we consider the standard encoding of the negative combinators into the m-calculus
(which is embedded into PGF). Then, using the regularity of the pole, we prove that
the encoding belongs to the corresponding combinator defined in C. Since M(a,b) is not
empty, we have M(a,b) € Sg by definition of Sg. The other combinators K(a), F(a,b),
Bl(a,b), Br(a,b), D(a,b,c) and S(a,b, c) are given by Definition 49 and they are inhabited by
their respective encoding on (PGF).

Let us illustrate the technique by proving the case of Ka. Observe that since the pole is

1 1
regular, we have {1}* C {k(a)|m(a,z)}* = ({k(a)}u\M(a,x)) - ({k(a)}ll I M(a,x))

Applying the orthogonal map we get: {k(a)}*+ || M(a,z) C {1}++ . By Proposition 45
we deduce that {k(a)}**+ C M(a,z) > 1 for all names a, b, z. Taking the meet over z, we

obtain k(a) € {k(a)}*+ C A (M(a,z) > 1) = K(a) and thus k(a) € K(a). <

6 Parallel composition cannot be derived

We shall now see that the extra structure presented in the previous section to encompass
parallelism within conjunctive involutive monoidal algebra is actually necessary, in the sense
that parallelism cannot be derived from the ground structure of a conjunctive involutive
monoidal algebra. Indeed, we observed that in the CIMA induced by PGF behaviors, the
parallel composition is preexistent since there exists not only an external® continuous function,

3 That is a meta-theoretic function, as opposed to an internal term definable in the language of the
algebraic structure at play.

15
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(z:PLHeT Ft:A|T Fu:B|T Ft: A[P/X]|T
2 T (axy) (®) T ava @
Fz:P|T F(t,u): A B|T F¢:3X.A|T
(a:NJ')GF(A ) c:(Fr:A K :BT) ) FV:A|T X¢FV(1—‘)(V)
—_— X_

Fa:N|T Fu(k,k)c: AR B|T FV:VXA|T
c:(Fr:AT) Ft:A|T Fu:AH|T

L (Cur)

Fukc: A|T {t|u): (FT)

Figure 3 System L, typing rules

but even a term ® s.t. ® x ¢ x u = t||u for all ¢,u. This explains why, in this case, there is no
need for a quotient (see Proposition 46.1).

In the general case, when there is no such preexisting term, it is always possible to follow
Definition 43 to recover the expected structure through a quotient. We will now highlight
that this is, in general, necessary, in the sense that parallel composition can not always be
defined with only terms and application in an arbitrary CIMA. We do so by providing a
concrete example of a conjunctive involutive monoidal algebra in which we prove that there
is no term satisfying the axioms of parallel composition.

We build on a realizability interpretation based on a fragment of Munch-Maccagnoni’s
system L [17], a polarised sequent calculus tailored to give a term language to Girard’s classical
logic LC. To draw the comparison with other sequent calculi such as Curien-Herbelin’s Apji-
calculus [4], the main difference lies in the use of polarisation, which makes lazy and strict
qualify logical connectives rather than evaluation strategies: instead of having to enforce
globally a strategy to avoid critical pairs, lazy and strict evaluations coexist and are dictated
locally by the polarities of the corresponding connectives. For a more detailed introduction
on the rationale of L, we refer the interested reader to [18].

We work here with a fragment of L, keeping only the connectives necessary to induce a
CIMA. As explained above, formulas are divided into positive and negative ones:

Positive formulas P :=X |A® B|3X.A

Negative formulas N := X1 | A® B|VX.A Formulas 4,5 :=P|N

To each positive formula P is associated a dual negative formula P+ (and vice-versa), defined
by induction on the syntax of formulas. As is usual in linear logic, the map (-)* defines an
involutive function on formulas:

(X)*+ =X+ (A® B)t = A3 B+ (VX.A)* = 3x.AL
(XH)t =X (AB B)t = At @ B+ (3X.A)* = vx.At

Similarly, the syntax of terms and values reflect these distinction between negative and
positive connectives. To ease the connection with [17], we stick to the same presentation:

Variables k:i=2z|a«

- Commands cu=(ty |ty | (t— | t+)
Terms t_ o= a|ux.c| p(k,K).c ,
ty n=1x | pa.c| (t,u) Values Vis=z[(VV))
t ZZ:t+|t, V:Z:V+|t_

In the sequel, we write 71 (resp. 7—, C, V) for the set of positive terms (resp. negative terms,
commands, values), and denote by T2, etc... the corresponding set of closed terms. As in [17],
we use monolateral sequents, following Girard’s tradition to have all the formulas on the
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right. To that end, we need to quotient the syntax with a new a-equivalence (t || u) = (u | t),

which will simplify overall the presentation. The type system, which distinguishes between
sequents of the shape F¢: A | T to type terms (where A is the formula in the stoup) and
sequents of the shape ¢ : (F I') to type commands, is given in Figure 3. The reader may
observe that the rule for the universal quantifier has to be restricted to values in order to
avoid the usual inconsistency of polymorphism in presence of side-effects [17].

The operational semantics is defined as a weak-head reduction relation on commands, by
means of the following reduction rules:

c[V/a] (VVI) (s, &1).c) =g c[V/R, VI /K]

{pavc | V)
c[V/a] ()l e (bt a4 1) 1))

T
(Vlpz.c) —
The different binders only reduce in front of values, while the — ¢ rules specify how constructors
should be expanded when they are built on top of a term instead of a value. In particular, it
is worth noting that the reduction —£— u Y =5 U, has no critical pair, which entails the
Church-Rosser property when considering its extension to subcommands.

Following [17], we can now define a realizability interpretation ¢ la Krivine relying on this
calculus. As is usual in Krivine realizability, we say that a pole is any subset of C° that is
closed by anti-reduction. This induces an orthogonality relation on terms, which we extend
to any sets T € P(T2) or U € P(T?) by defining:

THE{_eT Vi  eT, (ty|t)ye L} | U2 {t  eTP:Vt_ €U, (ty]|t-) € L}

In this context, we call behavior any subset T of TJS or 79 such that T = T+ and we denote
by H the set of all behaviors. Observe that (-)* defines an involutive map on H.

We are now ready to define a realizability interpretation that will associate to any formula
a behavior. More precisely, we extend the language of formulas to consider formulas with
(positive) parameters R in the set II £ P(72 N V), and to any such positive formula P we
associate a behavior |P| € P(T) while to any negative formula N we associate a behavior
IN| € P(T?). The interpretation | - | is defined by induction on formulas:

R £ R-* RY| £ R
Aol & (Ale]B) AR Bl £ (A @|BH)"
11 11
3XA] 2 (Upey [AIR/XIN) VXAl 2 ((pey |AIR/X]N)

where |Aly 2 |A| NV and T®@ U £ {(t,u) : t € T Au € U}. Observe that by construction,
for any closed formula 4, it holds that |A+| = |A|+.

» Definition 52. For any term t, one says that t realizes a formula A whenever t € |A|,
which we denote by t I+ A. Similarly, we write o I- T to denote that a substitution o realizes
a context ' = xy : A1, ...,xy : Ap when for any 1 <i <n, o(z;) Ik A;.

We say that t is a universal realizer of A and we write t lF A when a term t realizes A
for any possible choice of pole.

We will not develop any further the properties of this construction, but we shall at
least emphasize that the typing rules defined in Figure 3 are adequate with respect to this
interpretation, which is proven as usual by induction over typing derivations [17].

» Proposition 53 (Adequacy). Let T be a typing context, L a pole and o be a substitution
such that o |- T, then for any term t and formula A, if Ft: A|T, then t° IF A.
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Even though the fragment of L we have selected does not account for linearity, the last
proposition shows that the realizability interpretation still defines a model for MLL. In
particular, as was observed in [16], algebraically it induces a conjunctive structure. This
observation can be adapted to our framework, to show that the realizability interpretation
defined above actually induces a conjunctive involutive monoidal algebra.

» Proposition 54. The tuple (H,C,®,(-)*,1,S), where 1 & TY and S = H\0, is a CIMA.

Proof. The proof is analogous to the proof in [16], up to the observation that (-)* is involutive
on H (by definition of H). We first show that (H,C,®, (-)*) is a conjunctive involutive
structure. Indeed, the set of behaviors, ordered by inclusion, defines a complete lattice whose
join is given by the union, and the map - ® - is clearly covariant in its two arguments. while it
is clear that (-)* is anti-monotonic. Regarding De Morgan law, we have for any set &« C T°:

(Un) =( U v U r)y=( U z)n( Y r)

Teu T, eUNT: T_euUnT— TLeUNTx T_euUnT_
NN o-nr
TLeUuUNTL T _eunT— Teu

Then we prove that, when considering the unit 1 £ T¢ (which is indeed a behavior), the
set of non-empty behaviors S = H\() defines a valid separator. This mostly amounts to
finding a realizer for each of the different axioms, since S is clearly upwards-closed. and is
compatible with modus ponens. Indeed, if A, B € H are such that A — B € S and A € S, by
definition of § it means that there exists two terms ¢ and u such that ¢t € A — B and u € A.
Then tu = pk.(t| (u,«)) IF B, using the typing rule for application above and Proposition 53.
To find realizers for the axiom, it suffices to find a term of the expected type, and to use
adequacy (cf. Proposition 53). For instance, we can pick:

1(w,)-(a | i, 52)- (2, k1) | @) I (A® B) — (B A)

Aap(z, B) (@ | p(k, k) {(akr, &) | B)) IF (A— B) = (A® C) — (B®C)

e, @) | 1y, m5)-(y | wlor, m2) {1, (2, 75)) [ @) ) I- ((A@ B) & C) —o (A@(B&C))

For any t € T2, As.(t4, k) IFA—1® A

(@, w) (x| p(,w) AR k) IF1®A— A

w(z, o)z | p(s, &) (5, k) | @) IF (A —o B) —o (B+ —o A*) <
We have shown so far that the realizability interpretation based on L defines a conjunctive
involutive monoidal algebra as expected. Besides, we can show that this particular kind of
CIMA does not admit parallelism, thus justifying the necessity of the extra requirements
formulated in Definition 43. Indeed, to obtain a compositional structure in such a model
without adding some extra structure would mean the desired composition F' could be defined
by means of a term ¢ (i.e. F(u,v) = tub) such that the expected axioms are satisfied.

We prove that this is not possible, in that the first two axioms (F'(a,1) = a and
F(1,a) = a) cannot be satisfied together. The proof, which is folklore in Krivine realizability,
mostly consists in proving that a term that realizes both of these axioms should essentially
behave like a parallel M operator, which does not exist in L. This should not come as a
surprise, since, to put it differently, it essentially means that to get the algebraic structure
corresponding to parallelism, we actually need to have parallel computations in our calculus.

» Proposition 55. There is no t € T{ s.t. tlIF VX.(X—1—oX) and t lIF VX (10X —X).

Proof. To simplify the proof, let us assume that the calculus is extended with two inert
(positive) constants k1, ke and a negative one a (alternatively, one could consider any terms
u1,up € T) and v € T2 such that the commands (u; | v) and (us || v) are blocked).
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We reason by contradiction by assuming that such a term ¢ exists. Let u € 72 be any
term, and X £ {u} € II. Consider the pole 1; = {c: ¢ — (k1 |u)}. By construction, we
have that k1 € |X|, k2 € |1] and « € |[X|*. Since by assumption ¢ IF X — 1 — X, we get
(] (k1, (K2, 0))) € Ly, dce (t] (K1, (K2, @))) = (k1] ).

By taking 15 = {c: ¢ — (k2| @)}, we prove similarly that (¢| (k1, (k2,@))) = (k2 || ).
Since both commands (k1 || &) and (k2 | e) are blocked and the calculus is deterministic, we
indeed found a contradiction. <

7 Conclusion and future work

7.1 Exponentials

In addition to studying in more depth the properties of the various structures introduced in
this paper, a natural prolongation of this work would be to investigate the possibility to build
on conjunctive involutive monoidal algebra to account for more expressive logical systems,
in particular MALL with exponentials. This would provide us with a complete algebraic
presentation of the first author’s work [2]. To that end, we could rely on Honda & Yoshida
combinatorial approach to replication [11]. Another path to follow in that direction would
consist in exploring the connections with the Geometry of Interaction as it is presented in
Duchesne’s work [5], where MLL is interpreted using partial permutations and the tensor
corresponds to an appropriate disjoint union. This bears similarities with our interpretation
using injections ¢; : N — N for the tensor to ensure disjoint namespaces.

7.2 Concurrency

A central element in our study of parallelism and its axiomatization is the role of non-
determinism. Indeed, the presence in a process of several actions that may synchronize
together in different ways is both a source of expressiveness, as witnessed by the famous
“parallel or” which relies on this feature, but also an obstacle for logical study. In some sense,
our search for an axiomatization of parallel composition aims at identifying the part of the
logical structure that is responsible for such phenomena. An analogy can be made with the
computational interpretation of classical logic: it is well known that the classical sequent
calculus LK is not confluent, to the point that any direct denotational semantics of proofs is
degenerated, but interesting semantics can be obtained by means of translations into better
behaved logics. Such translations are effective because they impose constraints on proof
reduction, like call-by-name or call-by-value policies in languages with control. Our system
with parallelism could be envisaged as a linear analogue of full classical logic with no a priori
constraints on strategies.

process axiomatization of LK
calculus concurrency?
C e various —— and CPS
determinization i
2 translations
deterministic linear L]
processes typing logic linearization

In this line of thought, the conjunctive structures we are after will provide the funda-
mental structure for logics of concurrent behaviours, which we can call an axiomatization
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of concurrency. Particular logics or type systems would be built on top of this structure,

through the choice of appropriate operators, and possibly extra axioms, so that soundness
of a particular type system for a particular calculus reduces to the fact that the considered
calculus does provide an appropriate conjunctive structure.
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A Logic in conjunctive structures

We give here the proofs of Section 2, with all the details, but the proofs are mostly simple
combinatorial manipulations within CISs.

» Definition 56. Let us consider a conjunctive involutive structure. We define:

St 2 Aa’bec((ﬂ?b) — (b® a)
S £ Aa,b,cec(a —ob) — (b—oc)—oa-—oc
tos 2 Sfl*s*t

It is easy to check that:
» Lemma 57. For any CIMA (C,S), we have S5,S) € S and S is closed under o.

Proof. As for implicative algebras, separators of CIMAs are closed under application x,
therefore they contains S%,Sj and are also closed under composition o. <

» Proposition 58. Let us consider a CIMA (C,S). The following are members of S:
1. I£ \,eca—a.

2. Napeecla®(b®c)) — ((a®b) @c).

3. Napeca—b—(a®b).

4. Napec(@a®b) — (b7 a).

5. Aa’bec(a —b) o (aBc)—o (bW c).

6. Nupeecc(@a®b)Bc—oa® (bFc)and Aa® (bFc)— (aBb) W ec.

Proof.

1. For any a € C we have S xa —<a®1 and S <xa®1 —o a. Then S;0S5; xa —a
(uniformly on a € C) and by Lemma 57 we get S; 0 Sg € S and then \,.ca —a€S.

2. For all a,b,c € C we have:

S3x a®(b®c) — (bRc)®a
S5 (b®c)®a — bR(c®a)
S3x b®(c®a) — (c®a)®b
S5 (c®a)®b — c®(a®b)
S3x ¢c®(@®b) — (a®b)®c

Then S30S5508530855053 K a® (b®c) — (a®b)®c for all a,b,c € C and by Lemma 57
we get S3 055083085083 €8, thus concluding A, 4 cca® (b®@c) < (a®@b)®@cES.

L
3. By definition a —o b — (a®b) = (a®(b®(a®b)L)) . Tt suffices to find U € S uniform on

1
abst. U< (a®(b®(a®b)l)) By Ttem 2, T < a®(b®(a®b)*) —o (a®b)®(a®b)™ for
1 1
some T' € §. By monotonicity of *, Sg+T < ((a@b)@(a@b)l)) —o (a®(b®(a®b)l-)>
1

and then Sg T x [ < (a@ b® (a®b)L)) =a—ob— (a®b). By Lemma 57 we get
the result.
4. S3 %53 < Napec(@®b) —o (% a) and by Lemma 57 we get the result.
5. On one hand (@ — b) — (a B ¢) — (bW ¢c) = (a — b) —o (at @ cH)t —o (b @ ct)L. On
the other hand we have:
S3<g (bt —oat) — (@t — (et ®ch)
S3 088 < (a—ob) — @(btoch) — (et ®ch)
Sg0S308s < (@a—ob) — (at®@cH)t — (BrechHt
By Lemma 57 we get the result.
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L L
6. On one hand (a B b) Bc —oaB (bW c) = ((aj‘ ®bh) ® cl> —o (aJ- ® (bt ® cJ-))
On the other hand T < a* ® (bt ® ¢') — (at ® bt) ® ¢t for some T € S and

L L
Sgx T < ((ozl b)) ® Cl) —o (aL ®(bte cl)> . By Lemma 57 we get the result.
<

» Proposition 59. For any CIMA (C,S), A, cec(@Bb)@c—oa®B (b®c)eS

Proof. We must prove A (((ai ?bH)t® ) ® (ai Rbe c)i))l € S. On one hand we
a,b,ceC

have S5 < ((a* ®@bH)t ®c) @ (et @ (b®c)t) — (et @bH)F @ (c® (at @ (b®c)t)). By

Proposition 58.2 T} < (a*®b)*® (c® (et @ (b®c)t)) —o (et @b )@ ((c®at)@(b®c)*) for

some T} € S. Using the combinators S3, S4 we have Th < (a* ®bh)* @ ((c®@at) @ (b®c)t) —

(at@bh) @ ((bec)t ®(at®c)) for some T; € S. By Proposition 58.2 using the combinators

S3,54 we have Ty < ((at @bh)* @) ® (at @ (b c)t) —o (et @bH) @ (b o)t @ (at ®0))

1
for some T3 € S and T < ((aJ‘ @bH) @ (b®o)t @ (et ® c))) —o (((al- @bt ®c) @

L
(et @ (b® C)J‘)> for some T € S. In other terms we have:

Ty < ((aL —ob) —o ((b—o ct)—o(at —o cL))) —o ((a78’b) ®c—oa (b®c))

From which we deduce Ty * S < (a B b) ® ¢ — a® (b® ¢) for all a,b,c € C and hence
Ty Sy < Napeec(@@b) @ c—a® (b® c), thus proving the result. <

» Proposition 60. For any CIMA (C,S) and any permutation o, we have:
1. ex(o) 2 Aal,...,akec (a1 B Vag) — (a;1) T - Dagm)) €S.

2. 1T€S.

3.t & Napgacc (9B a)—=(bFd) —gT((a®b)BFd)eS

4. c = Aagaec (9% a)—o (at % d) - (g¥d)eS.

5. 1€8S.

Proof.

1. Ts a consequence of S%,S) € S, the Proposition 58.6 and Lemma 57. For instance,
let us prove that Aahabas a1 M as B a3 —o a3 B azy B a; € S. By Proposition 58.6
T < (a1 B (ax X ag)) —o ((ag Ras)® al) for some T; € S. By Proposition 58.4 and
Definition 8, Tb < ((a275’a3)78’a1) —o ((a373’a2)7§’a1) for some Ty € S. By Proposition 58.6,
Ts < ((a37?a2) 75’a1) —o (a3??(a275’a1)) for some T3 € S. By Lemma 57 T30T507T; € S
and T30To 0Ty < (a1 B as B az) — (a3 B as B ay) for all ay, as, a3 € C, all which ends
the proof.

2. By Proposition 58.1.

3. By Proposition 58.3, Ty < (¢ B a) — (b d) — (¢ % a) ® (bR d) for some Ty € S. By
Proposition 59, 71 < (¢%a)® (bR d) — g% (a® (bR d)) for some Ty € S. By Definition 8,
Proposition 58.5 and Proposition 59, T < ¢ ¥ (a ® (b% d)) — g B ((a ® b) B d) for some
Ty € S. By Lemma 57, TooT1 0Ty € S and ThoT1 0Ty < (9%a) —o (b%d) —o gB((a®b)Bd)
for all g,d, a,b € C, all which ends the proof.

4. On one hand S} < (g — a) —o (a —o d) —o (g —o d) which in tourn gives

Si<(gBa)—o(atBd) —(gBd) €S

for all g,d,a € C and hence S} X A, gacc(g P a) — (a B d) — (97 d) € S.
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5. By Definition 8, (unit)-rule. <
As a consequence, we directly deduce from the previous proposition the soundness of MLL
semantic typing rules:

» Theorem 12. The semantic typing rules of Figure 1 are sound for all unitary CS. Moreover,
for any CIMA (C,S) if - a: T is provable, then a € S.

» Proposition 61. We pose comp £ A, .cc(a —b) — (b —¢) —a — candtou =
comp@tQu. We have that comp € S and if t < a — b and u X b — ¢ implies that
tou=a—oc (for any t,u,a,b,c € C).

Proof. |

» Proposition 62. 1. For any a, b€ C, ifac S andbe S, thena®b e S.

» Proposition 41. The following behaviors are realized by pure fusions:
1 Nics A — 4.
5. n A —o (1 ® A),
2. A® B B®A). A€B
ﬂA,BeB( ®B) — (B® A) 6. ﬂAeB(l ®A) — A.

3. N B.Ce (A—B)—o(B—()—A—C. . . .
4 Mo (A0 B0 C) — (As (Bac). | Napea(d—B)— (BF — 4%,

As we have seen, the first statement is the Proposition 39. We will prove the remaining
statements one by one in the following lemmas.

» Lemma 63. Let us consider A, B € P(I1). Let us define the substitution 7 : N* — N? s.t.
7(n.1.1) £ n.2.2 and 7(n.2.1) £ n.1.2. Then S5 = ¢, € (A® B) — (B® A)

L
Proof. By Definition 35 (A® B) — (B®A) = ((AOB)O(BOA)l) . Consider p € (Be A)™,
q € Aand r € B. By hypothesis we get 7(r|¢?|p) € L. By definition ¢''!|r?!|p? € (A®B) —o
(B® A). Tt is enough to prove that e, Lg*t [r®!|p? ie.: (gt |21 |p?|e,) € L. Moreover
v(ghtr?tp?er) = WN?) (N (g 12 [p? |er) = WN2)(¢*2 12 p?) = D(r! [¢® |p) € L,
which ends the proof. <

B Processes with global fusions

The main technical issue that needs to be addressed is how to compose fusions whose domains
lies on disjoint spaces of names with substitutions that link those spaces. The following
lemma is a fundamental result in this sense:

> Lemma 64. Let X CN, 7: X — X®ande, f € £ with |e] C X and |f| C X°. Then:
1. efe,\X =€"f.
2. If x € X€ then [x]epe, \X = [z]erf. If x € X then [x]cfe \X = [T(x)]crs.

Proof. 1. We start by a remark: Let us consider a ~ b with a,b € X¢. By definition of

efer
efer = tcl (e Ufu{(z,7(x)) |z € X}), there exists sequences Sy, ..., Sy s.t. each S;
has the shape Tyj ? T4j+1 ;\' L4542 ’; L4543 é\J $4(j+1) with $4j,$4j+1,1‘4(j+1) € X¢

and 4542, 74543 € X and a = xo, Ty(ky1) 7 Ta(kt1)4+1 = b:
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X Tgjyo e Taj+3
o o
X¢ T4y —f— Taj4+1 €T = T4(j+1)

On the chain above observe that the sequences T4j11 ~ Tajr2 ~ Taj43 ~ Ty(j41) can
[ e e
be replaced by @441 ~ 4(j41) This observation yields efe.\X C e” f. The converse
o

inclusion is straightforward since e” C ee,\ X.
2. Let us consider x € X¢. Given y € X¢ by 1 it happens that x ~ vy iff » Nf y, thus
or

efer
concluding that [z]ef., \X = [z]er . Let us consider z € X. By deénition of efe, we have
[@]efe. = [T(x)]ese, and then [z]efe, \X = [T(2)]efe, \X = [T(x)]cr ¢, the last equality by
the previous part.
<
The following is a technical requirement to prove Proposition 29

» Lemma 65. Consider e, f € £ with le] C X and |f| C X¢ for some set X C N and
7: X — X¢ a substitution. Clearly [x]epe, N X # 0 for all z € N and then pix cf-.)(x) =
min([z]ere, \X) for all x € N. By Lemma 64.2 we have [z]efe, \ X = [7(x)]er s if z € X and
[Z]efe. \ X = [z]er s if not. We conclude that

(x) _ (T(x)):ﬂ'f 'lfl' € X
H(X.efer) o ifre X°©
» Proposition 29. Consider a substitution 7 : X — X for a set X C N and p,q € II such
that FN(p) € X and FN(q) C X¢. Then (vX)(p|qler) =ap™ | q.

Proof. Observe that e, makes that [z]cs., N X # 0 for all x € N. Observe also that by
Lemma 64.1 efe,\ X = €7 f. Suppose that p = (P, e) and ¢ := (Q, f). Applying Definition 28
we get (WX)(plqler) = WX)(P|Q,efe;) =4 (PHXefer) | QHXefer) e f) (the vector of
names 9 s ..., Th oo 1S empty). By Lemma 65 and the hypothesis FN(P) C X and
FN(Q) C X* we get (PH(x.cren) | QUexeren) ¢ f) =, (PTIQ,e™f) = 7 | 4. «

The following is a technical prerequisite to prove Lemma 25:

» Lemma 66. Let us consider v,y €N, e € € and 0 = {y :==y*}, 7 2 {2 := xz\{y}},a’ =

{x =2} and 7' & {y := Yir(ay ) Then:

1. If [z]e = [y]e = {=,y}, then Too = {y := x} and 7’ o 0o’ = {x := y} and then they are
equivalent by the transposition (xy).

2. Ifxf;eéy or [z]e = [yle D {z,y}, thenToo =7"00".

In both cases we conclude that Too ~ 7' o 0’.

Proof. For x = y is clear. If x # y there are two cases:
1. z ~ y. This case splits into two subcases:
€

a. [z]e = [yle = {=,y}. Observe that z7 =y, y;\(,, =¥,y =« and x7, (,, = and then
Too0=0={y: =z} and 7’ oo’ = ¢’ = {z := y} which are equivalent by means of
the permutation (zy) (in fact a transposition).

b. [z]e = [y]le D {z,y}. Let us consider z = min([z].\{x,y}). Without loss of generality
we can suppose that z < y. Then we have three subcases:
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i. z < x <y. In this case z} = 2, y’e‘\{x} = z and ¥y} = z, xz\{y} = z. Thus
oc=717"={y:=2z},0' =7={x:= 2z} and hence 7o = 7/ 00’ (which are equivalent
by means of the identity).

ii. * < z < y. In this case z} = z, y:\{m} = zand y; = x, x:\{y} = z. Thus
oc={y:=z},7={z:=2z},0' = {z:= 2z} and 7/ = {y := 2} from which we get
Too={y:=z,x:=z} =700

iii. © < y < z. In this case z} = vy, yz\{z} = zand yi = z, a::\{y} = z. Thus
oc={y:=z},7={x:=z},0’ = {z:=y} and 7’ = {y := 2} from which we get
Too={y:=zc:=z2t=1"00".

2. Suppose that z 7: y. Then we have that z7 = @7\, = ' and y¥ = Y (o) = y' for
some z’ 764 y. Thus 0 = 7/ = {y := y'}, 0/ = 7 = {z := 2/} from which we get

TOU:{Z‘Z:$/7yZ:yl}:TIOU/~

» Lemma 25. Consider (P,e) € T and z,y € N, then (va)(vy)(P,e) =a (vy)(vz)(Pe).
Proof. On one side:

(vz)(wy)(P,e) = (va)((vy) Ply == yc}, e\{y}) = (vay) Py = yo H{z == 25, 3 ) e\{z, 9})
On the other hand, by Lemma 66, the last process is a-equivalent to

(vyz) Pz =2 H{y == yo\ (o3 ) e\{@, 9}) = (vy)((ve) Pla = 2} e\{a}) = (vy)(vz)(Pe)

The generalization to finite sets is direct. |

C Concurrent realizability with PGF
We give here the proof of Section 4.1.

» Proposition 31. For all A, B € P and for any non-empty B C P we have:
1. If AC B then B+ C A+

AC AL gnd AL = ALHLL

(Uxes X)" = Nyen X and if B # 0 then (Nyem X))~ 2 (Uxen X5
(Uxe% XLL)L = (UXeQa X)L

won

P

Proof. 1, 2, 3 are evident by definition. Observe that (I, II, L) where L= {(p,q) |p L ¢}
is called a polarity on [6] and it defines a Galois connection [3]. For 4. observe that

1 i
(Uxe% XLL) = ﬂXG% X = ﬂXe% X+t = (UXE‘B X)

» Proposition 37. Let us consider A, B,C € P. Then:

1. CCA—-oB < CxACB,

2. CxA=({BeB|CCA—-B}=min{BeB|CCA— B}.
(In particular, if B€B then C CA—oB < CxACB).
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Proof. 1. Observe that A — B = (A e B+)L.

CC(AeBH)t VpeC Vge A VreBt plqer

VpeC Vge A Vre Bt uplgtr?) e L

VpeC Vge A Vre Bt (vN?) ((le)(p|q1)|r2) el
VpeC  VYgeA VreBt 17((1/N1)(p|q1)_2|7") el

& VpeC YVge A YreBt pxglr

r e e

2. Applying the immediate previous result, we have that C+ A C Cx A <— C C A —
(CxA). Then Cx A € {B|C C A — B}. On the other hand, if C C A — B, then
CxACB.

<

» Proposition 36. For any A,B € P, it holds that (A e B)t = (A+t e Bt1)L. Asa
consequence, A B=A*" @ B ABB=A""% B+ and A — B = A++ — B+,

Proof. Observe that v(p! | ¢* | r) = v((vN?)(r | ¢?)) "t | p) = v((vNY)(r | p1)) 72| q) for all
processes p, ¢, 7.

The inclusion (A++ e B+L)L C (A e B)* is true by anti monotonicity of the orthogonal
operator. It remains to prove the reverse inclusion. Let us consider r € (A e B)* and try to
prove that r € (A++ e BX+)L. We know that (((vN?)(r | ¢?))~! |p) =v(p' | ¢* | r) € L for
all p € A, q € B by the observation above. Then ((vN?)(r | ¢?))~! € A+ = A+ and thus
(p'|q®|r) € L for all p€ A++ g € B. Applying again the observation above we conclude
that ((WNY)(r | p'))~2 € Bt for all p € AL+, Finally again by this observation we get
v(pt| ¢ |r) € L for all p e A++ g€ B, what we wanted to prove. <

D The induced conjunctive involutive monoidal algebra

» Proposition 40. The tuple (B, C,®, (-)*), where (B, C) is the lattice defined in Proposi-
tion 32, is a conjunctive involutive structure.

Proof. We have to check that the first axioms of conjunctive structures are satisfied. The
first part is just Proposition 32. Parts 2, 4 and 5 directly follow from the definition of B, ®
and from Proposition 31. We prove the first case of part 3. For any 8 C B, we have

)LL )LLi

A®\/BE‘BBd§vA®(UBE‘BB

(UBE‘B(A'B))Ll = (UBE%(A°B)LL)

Prop 31.4

= A®UB€%B

Prop 36

A'UBG%B

11
) def v VBE%(A@)B)

ais (
= (UB@B (A®B)

def ®

1L

<
Following we define a localized version for the application * of Definition 34:

» Definition 67. Let us consider bijections tx : N — X and vy : N =Y for (infinite) sets

of names X, Y Let us define:

1. Giveni = 1,2 we denote by i.X the set {tx(n.i)|n € N}. The associated bijection between
N and i.X istx ou; : N — X and then i.X 2 Im(ex ot;). Whenever it does not cause
confusion, we will write p* instead of p*X.

. . . A
2. The fusion induced by tx,ty is o n\E/N(Lx(TL)HLy(n)).
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— (=X).(=2)
3. Given processes p,q € Il define pX@Yq £ ((yl.X)(yY)(pX | ¢ | ) §y)) and

A0 X | Y 7
px@yq—l/(p e 1)
» Remark 68. The following properties are immediate from Proposition 29:

1. We note that all of the above definitions depend on the bijections tx,ty rather than
only on X,Y. The choice to use X and Y is to simplify the writing. Observe also that

X |,Y _ 2.X X |,Y c
LXEEY 107 || ¢ )= (80> and BN ((LX)@Y)0Y [¢" | ¢ ) € 2.X.
2. If X,Y are disjoint, p € A — B and r € A, then pX@Yr € B.

3. If X,Y are disjoint, p € C and ¢ € C*+ thenp ® g€ L.
XY

» Lemma 69. Let us consider A, B,C € P(II) and the following sets of names and injections:

X=N' , x:N=X, 1x2y,
Y&N22, ,y:No>Y , vy (n) £ 0122
ZAENY2? | z:N—>Z tz(n) £2n1.2
WEN>22 N =W, w(n) 2n222
Then Sy = ¢ | e | ¢ €(A—oB)—o(B—-C)—oA—C.

1.X,Y '1.22.X ' 2.Z2W

Proof. Let us consider p € A — B,q € B — C,r € A,s € C*+. We must prove that
U(pX|qZ|rY\5W|S4> € .

By Remark 68 we have px@yr € B; ngx(pX@Yr) € C and (qz,gx(px@yﬂ) ZE?W se L.

This last process being structurally equivalent to ?(pX lqZ |rY | sV 54) € 1, which ends
the proof. <

» Lemma 70. Let us consider A, B,C C P(II) and the substitution T : N' — N? defined
as 7(n.1.1.1) & n.1.2, 7(n.2.1.1) & n.1.2.2 and 7(n.2.1) = n.2.2.2. Then S5 = &, €
(A®B)®C) — (A® (B®(0)).

Proof. By definition of — and ® we have (A® B)®C) — (A® (B®C)) = (((A.B) e(C)e
(Ae (BoC’))J->L Let us consider p € A,q € B,r € C and s € (Ae (Be())L. We must prove
that 17(& |pt-tt|g®tt|r2t |52) € 1. By Proposition 29 we get D(ET |pt-tt]g>tt|r2t| 52) =
(vN2) (pt2 | g222 | r222 | 32> = D(pl | ¢t | r22 | s) € ; the last being consequence of

pl g2 |r?*2 € Ae(Be (). <

» Lemma 71. Let us consider A C P(I1) and the substitution 7 : N' — N2 s.t. 7(n.1) £ n.2.2.
Then Sg £ &, € A —o (1® A).

L
Proof. By definition of — and ® we have A — (1® A) = (A o(le A)L) . Let us consider
p€ Aand g € (1e A)*. It suffices to prove that e, L p'|¢?, i.e. (¥)(e,|p'|¢?) € L. Applying
Proposition 29 we get (7)(e, |p'|¢?) =o (VN?)(¢? |p*?) =0 (UN?)(¢?|1]p??) =0 (7)(q]1]p?).
Since 1| p* € 1® A and g € (1 ® A)*, then (¥)(q|1]p?) € L. <

» Lemma 72. Let us consider A C P(I1) and the substitution 7 : N' — N2 s.t. 7(n.1) £ n.2.2.
Then S¢ 2 e, € A — (13 A).
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L
Proof. By definition of —o and ® we have (1® A) — A = ((1 eA)e AL) . Let us consider

p € Aand g € AL, It suffices to prove that e, L 1|p?1|¢? ie. (¥)(e-|1|p*!|q?) € L.

Applying Proposition 29 we get (7)(e, | 1| p*! | ¢?) =o (WN2)(p? | ¢?) =o (¥)(p | q), being the
last at 1L because p L ¢ by assumption. <

» Proposition 73. Let us define the fusion ® =\/, \(n.1 <> n.1.2)|(n.1.2 <> n.2.2). Then
Dxpxq=p| q for all PGFs p and q.

Proof.
PxpL ((VNI)(Pl | @))_2 by definition of
= (p'?| \/ (n.1.2 ¢ n.2.2)) 72 by Proposition 29
neN
=p' |1 applying ¢5 '
Then we get
DPxpxqg= (Pl | I)*1q by the remark above
20 ¢ D) by definition of *
=@*| ) by Proposition 29
=plq applying ¢5 *

E Conjunctive algebras for concurrency

» Proposition 45. Let us consider (C,®, ()%, 1, F,<) a CS with composition F. Then
aFb<c < axbr>pc foralla,bceC.

Proof. Firstly, aF'b < ¢ implies that a € {x € C|zFb < ¢} and then a < b>p ¢. Conversely,
since F' is monotone, we have

aFb < (b>p c)Fb = (Y{x6C|xFa<c}) b < Y{zFblzeCaFb<ec} < ¢ <

» Lemma 74. Let us consider B C P =P(Il) and A CP. Then (\/B)|AC\/{B|A| B¢
B}=(UB)4)

Proof. Let us consider (P,e) € \/'B, (Q, f) € A and (H,h) € (UB)|A)". It suffices to
prove that 7(P|Q|H, efh) € 1. By the hypothesis that (P,e) € \/ B = (JB)"" it suffices
to prove that (Q|H, fh) € (UB)". Let us consider that (R,r) € |JB. Then, it suffices
to prove that Z(H|R|Q, hrq) € L. This sentence is true because (R|Q,7f) € (IJB)|A and
(H, h) € (UB)|4)* «

» Proposition 46. Consider the CS (B,®, (-)*,1,C) of behaviors over II.

1. The operation || (from Definition 85) is a composition over B, the equivalence = is
equality and its right adjoint is B> C := (B || C*+)*.

2. The operation ® (from Definition 35) is a composition over B and its right adjoint is
Brg C=((B*|CH) )
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Proof.

1. Since (II, |, 1) is an commutative monoid, then (B, ||, 1) is also an commutative monoid with
unite 1 := {1}, By definition, || is an increasing function. Observe that (\/ B)|A C
V{BJ||A| B € B} for all 8 C B and A € B by Lemma 74. The continuity in the right
argument is proven symmetrically. On the other hand, A||B C C' « C+ C (A||B)*, which
is equivalent to Vpc A, geB,rcC*+ ©(p| q|r) € L. The last condition is equivalent to
A C (BJ||C*)*, which proves that B> C := (B||C*)* is the right adjoint of |.

2. We have (VB)® A =\V{B®A|BecB}and Ax (VB) =\V{A®B | BecB} by
Definition 1. By definition, ® is an increasing function. On the other hand, A® B C C <
C+ C (A® B)*, which is equivalent to VpeA, geB,rcC+ T(p' | ¢* | r) € L. The last

-1
condition is equivalent to A' C (B2 | C1)L) < A C (((B2 | cL)L)er) , which

proves that B >g C := (((32 | CL)L)er) is the right adjoint of ®.

F Embedding 7-calculus through Honda & Yoshida combinators

» Definition 75. Let us consider a pole 1. C II. We say that 1 is regular iff for all
(P,e),(Q, f) (PGF)-processes and names u, i, {(P|Q,ef)}+ C {((Z) .P | v().Q,ef)}*

whenever u ~ v.
ef

The Honda-Yoshida combinators are also encoded into PGF by usual m-calculus (pure)
processes:

» Definition 76. Let us define the following processes:

—~

k(a; Z (;; br(a,b) = a(z).f(b,x)
f(a,b) L (SU)E< > d(a7b,c) % a(x)(m(b,x) ‘ m(c,x))
bl(a.b) 2 a(z)f(z,b) s(a,b,c) = a(x).f(b,c)
» Remark 77. Let us consider a regular pole L. Then for all names a, b, ¢, d, x we have:
{13+ C {k(a) [ m(a, ) }+ {f(z,0)}+ C {bl(a,b) | m(a,z)}*
{m(b,2)}+ C {f(a,b) | m(a,z)}* {f(b,z)}+ C{br(a,b) | m(a,x)}*
{m(b,2) [ m(c,2)}*+ C{d(a,b,c) [m(a,2)}+ | {f(b, )} S {s(a,b,c) [ m(a,z)}+

» Proposition 51. A CIMA of behaviours (B, <, ®, ||, (-)*,1,Ss) induced by a regular pole 1
is a HYA with the definition M(a,b) £ {(@(b) .1, AN)}++.

Proof. By definition, M(a,b) € S because is not empty. The other combinators K(a), F(a,b),
Bl(a, b), Br(a,b), D(a,b,c) and S(a,b, c) are given by Definition 49 and they are inhabited by
their respective encoding on (PGF). For instance: By the Remark 77 we have {1}+ C {k(a) |
1 L

m(a,z)}+ = ({k( V3L | M(a, x)) = ({k( )}LL I M(a,m)) . Applying the orthogonal
map we get: {k(a)}* || M(a, ) C {1} =

By Proposition 45 we deduce that {k(a)}*+ C M(a,z)>1 for all a, b, z. Taking the meet
on = we get k(a) € {k(a)}*+ C A (M(a,z) > ) K(a) and thus k(a) € K(a).
€N

For d(a,b,c) the reasoning is almost the same: By Remark 77 we have {m(b,z) |

il
m(c, z)}*+ C {d(a,b,c)|m(a,z)}*. This inclusion can be rewritten as (M(b, x) || M(e, x)) C
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({d(a,b, o)} || M(a, ;v))L Applying the orthogonal map we get {d(a,b,c)}** || M(a,x) C

M(b, ) || M(c, ) for all names a, b, ¢, z, which is equivalent to {d(a,b,c)}*+ C M(a,z) >

(M(b, x) || M(e, x)) Again taking the meet on & we conclude that d(a, b, c) € D(a,b, ¢).
For the rest of the combinators the proof is entirely analogous.

A

G Parallelism cannot be derived

We give here detailed proof for the results given in of Section 6. First, as was noticed by
Munch-Maccagnoni [17], we can characterize realizers as follows:

» Proposition 78. For any formula A, t - A iff Vu.(ulF AL = (¢ u) € L).
Proof. This is a direct consequence of the observation that |A+| = |A|*. <

The following lemma, which is barely more than a simple observation, describe on realizers
for the implication.

» Lemma 79. For any closed formulas with parameters A, B, we have: t1- A — B iff for
any ul- A, vi- B, (t| (u,v)) € L.

Proof. By definition, we have:

|A— B| = [(A® B)"|
=|(A@BH)*
= {(u,v) : u € |A|A €v € |BH[}
= {(u,v) :u € |A|A € v € |BL|}*

Hence the result. |

Finally, to simplify the proofs below, let us recall that terms of the A-calculus can be
encoded in L using the following shorthands:

A—-B & A'%®B Mot = u(k, k)t (5 K")) K ¢ FV(2)
£ (u,e) tu = prt)|u-k) Kk ¢ FV(t,u)

u-e

These shorthands are sound with respect to computation (in the sense that the S-reduction
of the A-calculus is simulated, with an evaluation strategy dictated by the polarities of A and
B (call-by-name corresponds to both formulas being negative, while call-by-value corresponds
to both being positive)) but also to types. Indeed, one can show that the following rules are
admissible?:

Ft:B|k:ALT Ft:A—-B|T" Fu:A|T

bs a
Fowi:A—B|T ™ Ftu:B|T (arp)

» Proposition 54. The tuple (H,C,®,(-)*,1,S), where 1 = T? and S = H\0, is a CIMA.

Proof. We first show that (H,C,®, (-)*) is a conjunctive structure.
The set of behaviors, ordered by inclusion, defines a complete lattice whose join is given
by the union.

4 They are in fact derivable up to weakening.
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The map - ® - is clearly covariant in its two arguments.
Similarly, it is clear that (-)* is anti-monotonic.
As is usual with orthogonality relations, we have that for any U C 739 (resp. TY):

(Ur) =N

Teu Teu

Observing that if for any set & C T such that U N TP # 0 and U N T2 # 0 we have

(Ur) =( Y nu U )

Teu TyeUNTy T_eunT_—
1 1
NRVESEYRTIRES
T eUNTy T_euUnT-
— L L _ s
= (Y v n () ™ =T
TieUNTi T _eunT— Teu

(In fact, all these sets are empty since 7, N T_ = 0)
The map (-)* is by definition (of H) involutive on H.
We can now prove that, when considering the unit 1 = 7 (which is indeed a behavior), the
set of non-empty behaviors S = H\() defines a valid separator. This mostly amounts to
finding a realizer for each of the different axioms.
S is clearly upwards-closed.
S is compatible with modus ponens. Indeed, if A, B € H are such that A — B € S and
A € S, by definition of S it means that there exists two terms t and u such thatt € A — B
and u € A. Then tu = urs.(t| (u,«)) IF B, using the typing rule for application above
and Proposition 53.
(w,0) (x| pin, K2) k2, 51) | @) I (A® B) —o (B @ A)
Az, B)x | p(k, &).((ar, &) | B)) IF (A— B) — (A® C) — (B® C)
e, ). (o | 1lys ka)-{y | s, k) (1, (2, 3)) ) ) I (ABB)©C) — (A8 (B C))
For any t € T, Ar.(ty, k) IFA—1® A
(@, k) (|| p( w) (K [ K) IF1®A— A
(e, o). | s, ). (5, 17) | 0)) I (A — B) —o (B — A%)
For each of the last terms, it suffices to check that they have the corresponding type and
then use adequacy (cf. Proposition 53). <
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