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Abstract. The physical Church-Turing thesis explains the Galileo the-
sis, but also suggests an evolution of the language used to describe nature.
It can be proved from more basic principle of physics, but it also ques-
tions these principles, putting the emphasis on the principle of a bounded
density of information. This principle itself questions our formulation of
quantum theory, in particular the choice of a field for the scalars and the
origin of the infinite dimension of the vector spaces used as state spaces1.

1 The Church-Turing thesis and its various forms

1.1 Why a thesis?

It is a quite common situation in mathematics, that a notion, first understood
intuitively, receives a formal definition at some point. For instance, the notion of
a real number has been understood intuitively in geometry, for instance as the
length of a segment, before it has been formally defined in the 19th century, by
Cauchy and Dedekind. Another example is the notion of an algorithm, that has
been understood intuitively for long, before a formal definition of the notion of a
computable function has been given in the 30s, by Gödel and Herbrand, Church,
Turing, and others.

There is however a difference between these two notions. When the notion
of a real number was defined, there seems to have been no real discussion of the
fact that the formal definition of Cauchy or Dedekind was indeed a formalization
of our intuitive notion of a real number. In the same way, there is no discussion
of the fact that the formal definitions of the notions of a triangle, a square, or
a circle are indeed formalizations of our intuitive notions of a triangle, a square,
or a circle. Even for the formal definitions of the notions of a distance and of
orthogonality, based on the notion of an inner product, we finally agree that
they correspond to our intuitive notion of a distance and of orthogonality.

1 These tutorial notes owe a lot to Pablo Arrighi with whom most of this research
has been done and to Maël Pégny with whom I gave a course on the Church-Turing
thesis in the PUC Rio in 2011, on the invitation of Luiz Carlos Pereira. I also want to
thank Olivier Bournez, José Félix Costa, Nachum Dershowitz, Jean-Baptiste Joinet,
Giuseppe Longo, and Thierry Paul for many discussion on this thesis.



The situation is different with the notion of a computable function, as the
formal definition of this notion came with a thesis that this formal definition
indeed captures our intuitive notion of computability.

This peculiarity of the notion of a computable function can be explained by
its history. Before the modern definition, another had been given: the notion
of a primitive recursive function, and it was then noticed that there existed
functions, such as the Ackermann function, that were intuitively computable,
but not primitive recursive. This has raised a reasonable doubt that history
may repeat itself and that another counterexample may be given to this new
definition.

1.2 The physical Church-Turing thesis

Stated as such, the epistemological status of the Church-Turing thesis is unclear.
It cannot be proved, as it uses a notion that is not formally defined: that of a
function computable in the intuitive sense. It cannot be experimentally tested as
it is not a statement about nature. But it could be falsified, if anyone came with
a counterexample, i.e. a function that is not computable in the formal sense,
but such that everyone agrees that it is computable in the intuitive sense, as it
happened with the Ackermann function. Yet, this requirement of a consensus on
the computability, in the intuitive sense, of this function puts it at the border of
falsifiability. Thus, stated as such, the Church-Turing thesis is hardly a thesis,
and several attempts have been made to replace this notion of computability in
the intuitive sense by a more precise notion. These attempts go at least in three
directions.

– The first is to axiomatize a computability predicate and to prove the equiv-
alence of this implicitly defined notion with that defined by Gödel and Her-
brand, Church, Turing, etc. This is the way taken by Dershowitz and Gure-
vich [19], and others.

– The second is to define a notion of computability based on the analysis
of the operations executed by a human being performing a computation
and to prove the equivalence of this notion with that defined by Gödel and
Herbrand, Church, Turing, etc. This is the way taken by Turing himself, and
others.

– The third is to define a notion of computability based on the analysis of the
operations executed by a machine performing a computation and to prove
the equivalence of this notion with that defined by Gödel and Herbrand,
Church, Turing, etc. This is the way taken by Gandy [26], and others.

The thesis expressing that any function computable by a machine is com-
putable in the sense of Gödel and Herbrand, Church, Turing, etc. is called the
physical Church-Turing thesis.

Giving a meaning to this thesis requires to give a definition of the notion of a
machine. A machine is any physical system, equipped with a interaction protocol
defining a way to communicate some information to the system by choosing some



parameters a = ⟨a1, ..., an⟩, when preparing the system, and to extract some
information from the system, by measuring some values b = ⟨b1, ..., bp⟩.

Such a machine defines a relation: the relation R such that a R b if b is a
possible result for the measurements, when the chosen parameters are a. We say
that this relation R is realized by this machine. For instance, if one applies an
electrical tension U to a conductor of resistance R and measures the current
I passing through this conductor, then a = ⟨U,R⟩ and b = I and the realized
relation is that relating ⟨U,R⟩ and I when U = RI. In the same way, if one lets
a body freely falling in vacuum for some time t and measures the position x of
this body, the realized relation is that relating t and x when x = 1

2gt
2.

The physical Church-Turing thesis expresses that relations realized by a ma-
chine are computable.

The physical Church-Turing thesis is obviously a thesis about nature. Thus
its correctness depends on the world we are in. It is easy to imagine worlds
where this thesis is valid and worlds where it is not. In particular this thesis is
not valid in worlds where accelerating machines or infinitely parallel machines
can be built. The theory of hypercomputability studies such worlds.

Yet, not everyone agrees on the epistemological status of this thesis. Accord-
ing to some, such as Deutsch [20], this thesis — or its negation — is a principle
of physics, like the homogeneity of space or the homogeneity of time. According
to others, such as Gandy, this thesis — or its negation — must be established
as a consequence of other principles of physics. There is no real contradiction
between these two points of view, as we know that the choice of axioms in a
theory is somewhat arbitrary. For instance, in set theory, we may chose a par-
ticular form of the axiom of choice and prove the others. Yet, some propositions
are simple enough to be taken as axioms or principles, and others are not.

2 Beyond natural numbers

Computability is primarily defined for the functions from the set of natural num-
bers to itself, but many functions we use when discussing the physical Church-
Turing thesis are defined on other domains. Thus, the notion of computability
must be defined beyond the set of natural numbers.

2.1 Indexings

The first way to define a notion of computability on a set S different from the
natural numbers is to transport the notion of computability from the set of real
numbers to the set S with the use of an indexing, i.e. a bijection ⌜.⌝ between S
and a subset of N.

Then, a function f from S to S is said to be computable, if there exists a
computable function f̂ from N to N such that for all x in S, ⌜f(x)⌝ = f̂(⌜x⌝).

An objection to this method, due to Montague [28], is that the defined no-
tion of computability depends on the choice of the indexing. To see why, let
us consider an undecidable set U , that does not contain 0 and the function D
mapping



– 2n to 2n+ 1 and 2n+ 1 to 2n if n ∈ U ,
– 2n to 2n and 2n+ 1 to 2n+ 1 otherwise.
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This function is a non computable bijection from N to N. Moreover it is involu-
tive, i.e. D−1 = D, D(0) = 0, and D(1) = 1.

Then, consider a set S, an indexing ⌜.⌝ of this set, elements u and v in S such
that ⌜u⌝ = 0 and ⌜v⌝ = 1, and the function f from S to S defined by f(x) = u

if ⌜x⌝ is is even and f(x) = v otherwise. As the function f̂ from N to N defined

by f̂(n) = 0 if n is even and f̂(n) = 1 otherwise is computable, the function f
is computable with respect to the indexing ⌜.⌝.

But, the function D ◦ ⌜.⌝ is also an indexing of S
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and the function f = D ◦ f̂ ◦ D is not computable. Indeed f(2n) = 1 if and

only if D(f̂(D(2n))) = 1 if and only if D(2n) is odd if and only if n ∈ U .
Thus, the function f is not computable with respect to the indexing D ◦ ⌜.⌝. The
computability of f therefore depends on the chosen indexing.

Thus, unless we have a canonical way to represent the parameters a and the
measured values b by natural numbers, the formulation of the physical Church-
Turing thesis is relative to the choice of an indexing.

Three answers have been given to this objection.

Articulation A list a1, a2, ..., ak of natural numbers has a canonical index

⌜a1, a2, ..., ak⌝ = (a1; (a2; (...; (ak; 0))))



where ; is the bijection between N2 and N\{0} defined by (n; p) = (n+p)(n+p+
1)/2+ p+1. And a tree indexed by natural numbers p(t1, ..., tk) has a canonical
index

⌜p(t1, ..., tk)⌝ = (p; ⌜t1⌝; ...; ⌜tk⌝; 0)

This permits to define indexings for all articulated sets of trees, where a set of
tree is articulated if it is n-articulated for some n, 0-articulated if all its elements
are labeled in a finite set and (n + 1)-articulated if all its elements are labeled
in a n-articulated set of trees. For instance, proofs are trees labeled by sequents,
that are trees labeled by formulae that are trees labeled by function symbols,
predicate symbols, and variables, that are trees labeled in a finite set. Thus the
set of proofs is articulated. In a similar way, all the sets of syntactic objects,
formulae, proofs, programs, etc., are articulated.

Let S be an articulated set of trees, ultimately labeled in the finite set E.
Using the canonical indexing of trees above, we can transform any indexing ⌜.⌝0

of the set E into an indexing ⌜.⌝n of S by

⌜f(t1, ..., tk)⌝
r+1 = (⌜f⌝r; ⌜t1⌝

r+1; ...; ⌜tk⌝
r+1; 0)

As all finite functions are computable, the choice of the indexing ⌜.⌝0 is immate-
rial and all the indexings based on this canonical tree indexing define the same
set of computable functions.

Finite generation This argument has been generalized by Rabin [30] to all
finitely generated algebraic structures.

In mathematics, we are not interested in sets per se, but in structures, i.e.
sets equipped with operations: ⟨N, S⟩, ⟨N,+,×⟩, ⟨L, ::⟩, ⟨L,@⟩, etc. As their
name suggests, these operations must be computable. Thus, when indexing a
structure, we must restrict to the admissible indexings: those that make these
operations computable.

A structure is said to be finitely generated when all its elements can be built
from a finite number of elements with the operations of the structure, for instance
the set of natural numbers equipped with addition, the set of lists of elements of
a finite set equipped with concatenation, the set of rational numbers equipped
with addition, multiplication and division, etc. are finitely generated structures.

When a structure is finitely generated, if i and j are two admissible indexings,
then there exists a computable function f such that j = f ◦i. Thus, all admissible
indexings define the same notion of computability: computability is stable.

In particular computability is stable on all the finite extensions of the field
of rational numbers, all the finite-dimensional vector spaces over such fields, etc.
[3].

Computability of sets of functions Programs in a given programming lan-
guage are lists of letters in a finite alphabet. We have seen that, as the set of lists
of elements of a finite set equipped with concatenation @ is finitely generated,
all its admissible indexings define the same set of computable functions, and the



characteristic function χ of the set of terminating programs is non computable,
relatively to any admissible indexing. In other words, for any indexing, if the
function @ is computable, then the function χ is not.

Boker and Dershowitz [11] have suggested that this result could be stated
without focusing on the concatenation operation @, as the fact that the functions
@ and χ cannot be both computable, with respect to the same indexing. Calling
a set of functions computable, if there exists an indexing with respect to which
all the elements of the set are computable, the set {@, χ} is non computable, in
an absolute sense.

The set {χ} is computable as it is possible to cheat on the indexing and
associate an even number to terminating programs and an odd number to non
terminating ones, but the price to pay is to make concatenation non computable.

Another way to formulate this result is that the set C of functions computable
with respect to an admissible indexing is a maximal computable set of functions.
Indeed, let ϕ be a function that is not in C and i an indexing such that ϕ
is computable relatively to i. Then, i is not admissible and the concatenation
operation is not computable with respect to i. Thus, there exists a function of
C that is not computable with respect to i and the set of functions computable
with respect to i is not a proper superset of C.

In other words, changing the indexing can change the set of computable
function, but it cannot extend it.

As a consequence, if we formulate the physical Church-Turing thesis as the
fact that the set of functions realized by a machine is the set of computable
functions, we obtain a thesis that depends on the way we interpret the physical
parameters and the measured values. And this thesis can be invalidated by build-
ing a machine that computes the parity of a natural number and interpreting it
as a machine deciding the halting problem, by cheating on the indexing.

But if we formulate this thesis as the fact that the set of functions realized by
a machine is a strict superset of the set of computable functions for no indexing,
then we have a thesis that is independent on the choice of an indexing.

2.2 Real numbers

The use of an indexing permits to transport the notion of computability to
countable sets only. Computability over non countable sets is an unexplored
world, except for one set: that of real numbers. As real numbers might be useful
in physics, we have to say a few words about the computability of real functions.

To know a real number x is not to be able to answer the query “give me all
the digits of x”, but to be able to answer the query “give me the nth first digits
of x” for all n, or equivalently to the query “give me a rational approximation
of x with an error less than ε” for all ε [29, 33].

To know a real function f is to be able to answer all the queries of the form
“give me a rational approximation of f(x) with an error less than ε” provided
we are answered all queries of the form “give me a rational approximation of x
with an error less than η”.



Thus a function f from R to R is computable if there exists a computable
function F from Q × (Q+ \ {0}) to Q × (Q+ \ {0} ∪ {+∞}) such that for all x
in R, q and r in Q, η and ε in Q+ \ {0}

(F (q, η) = (r, ε) and |x− q| ≤ η) ⇒ |f(x)− r| ≤ ε

and if (qn)n, (ηn)n, are sequences such that for all n, |x − qn| ≤ ηn and the
sequence η goes to 0 at infinity, then, calling (rn, εn) = F (qn, ηn), the sequence
ε also goes to 0 at infinity.

2.3 Non-determinism

Computability theory is a theory of computable functions. However, when de-
scribing a machine we spoke, not about functions, but about relations. This is
because several sequences of measured values b may correspond to the same
sequence of parameters a. This non-determinism may have different sources, it
may either come from the absolute non-determinism of nature, or because some
variables are kept hidden: for instance, in the experiment above, if we choose the
resistance R and measure the intensity I, then I does not depend functionally
on R.

We know that a non deterministic algorithm from a set A to a set B may
always be considered as a deterministic algorithm from the set A to the powerset
P(B): a relation R may always be considered as a function mapping a to the set
Ra = {b ∈ B | a R b}. If we represent the set Ra by an algorithm computing
its partial characteristic function, then a relation R may be called computable
when there exists an algorithm mapping a to an algorithm mapping b to 1 if and
only if a R b. Using the fact that a function taking values in a functional space
is equivalent to a function of several arguments, the relation R is represented
by its own partial characteristic function. Thus, a relation is computable if and
only if it is semi-decidable.

We could also represent the set Ra by an enumeration function and this
would lead to define computable relations as effectively enumerable relations.
On natural numbers, and on any set on which equality is decidable, these two
notions coincide. This is not the case on real numbers and only the second notion
makes sense in this case [21].

3 Gandy’s proof

As previously noticed, some statements are too complex to be taken as axioms
or principles and must rather be derived from more basic ones. This is probably
the case with the physical Church-Turing thesis. And indeed Gandy [26] has
shown how to derive this thesis from three more basic hypotheses about nature.

3.1 Gandy’s hypotheses

Gandy’s hypotheses are



– the homogeneity of space and time,

– the boundedness of the velocity of propagation of information,

– the boundedness of the density of information.

The boundedness of the velocity of propagation of information can be ex-
pressed as the fact that the state of a system in one place can only affect the
state of a system in another only after a delay, proportional to their distance.
This principle has been part of the principles of physics, at least since special
relativity.

The boundedness of the density of information can be expressed as the fact
that a physical system of finite diameter has a finite state space. This principle is
a more original idea. We may see it as an abstract formulation of the quantization
idea: the fact that a variable cannot take any real number as a value, but only
one of a discrete set. A similar principle has been stated more explicitly by
Bekenstein [8].

3.2 Gandy’s proof

Then, to prove the physical Church-Turing thesis from these hypotheses, we
just need to partition the space into an infinite number of identical cells of finite
diameter. Because information has a bounded density, the state space of each cell
is finite. Because space is homogeneous, this state space is the same for all cells.
At the origin of time all the cells except a finite number are in a particular
quiescent state. Like space, time can be discretized. Because the velocity of
propagation of information is bounded and space and time are homogeneous,
the state of a cell at a given time step is function of the state of a finite number
of neighbors cells at the previous time step.

This function of a finite number of variables varying in a finite set is computable.
Hence the state of each cell at each time step can be computed from the initial
state.

In other words, using Gandy’s hypotheses, a tiling of space and time allows
to describe the evolution of any system as a cellular automata [35]. Of course,
the choice of the tiling should not affect the evolution of the system, as the tiling
is not a property of the system itself, but of our description of the system.



3.3 Criticizing Gandy’s hypotheses

Gandy’s hypotheses can be, and have been [18], criticized. For instance, it is
well-known that, in Newtonian mechanics, gravity is instantaneous and thus in-
formation can be propagated with an infinite velocity. Also, the position of a
body between two points A and B, the distance AB taken as a unit, can be
any real number between 0 and 1 and thus can contain an infinite quantity of
information: any infinite sequence in a finite alphabet can be encoded as the
digits of such a number, in an appropriate base. Yet, these properties of New-
tonian mechanics seem to be rather weaknesses of this theory than properties
that would allow to communicate instantaneously or to store an infinite amount
of information in a finite space: Gandy’s hypotheses have not be refuted experi-
mentally, for instance by the construction of an instantaneous computer network
or by the construction of a hard drive with an unbounded capacity.

More importantly, even if Gandy’s hypotheses must be refined, Gandy’s proof
shows that the physical Church-Turing thesis is a consequence of some hypothe-
ses about nature, that do not refer to notions such that those of language or
computability.

4 The physical Church-Turing thesis and the Galileo
thesis

4.1 The Galileo thesis

The effectiveness of mathematics in natural sciences The thesis that
mathematics are effective in the natural sciences has been formulated by Galileo
in 1623: “Philosophy is written in this vast book, which continuously lies open
before our eyes (I mean the Universe). But it cannot be understood unless you
have first learned the language and recognize the characters in which it is written.
It is written in the language of mathematics” [25].

Galileo formulated this thesis, but did not give any explanation why it held.
And long after Galileo, the lack of such an explanation was noticed by Einstein
according to whom “The eternal mystery of the world is its comprehensibility”
[24] or Wigner according to whom “The enormous usefulness of mathematics in
the natural sciences is something bordering on the mysterious and that there is
no rational explanation for it” [34].

Insufficient explanations Several explanations of this unreasonable effective-
ness of mathematics in the natural sciences have been attempted:

1. God is a mathematician and He wrote the vast book in the language of
mathematics.

2. The mathematical concepts are built by abstracting from empirical objects.
3. Scientists select only those phenomena that can be mathematically described.
4. Scientists approximate the phenomena they study, until they can be math-

ematically described.



5. Our brain is part of nature, hence our concepts are natural objects, thus
they are of the same kind as the objects they describe.

Each of these explanation is insufficient. The first reduces the problem to that
of why God is a mathematician, which seems even harder to explain. The second
is partial: if some mathematical concepts are built by abstracting from natural
objects, the concept of ellipse, for instance, has not been built by abstracting
from the trajectory of the planets, as it has been introduced some two thousands
years before. The third leaves intact the problem of why so many — if not all
— phenomena can be described in the language of mathematics. The fourth
leaves intact the problem of why phenomena can be approximately — if not
accurately — described in the language of mathematics. The fifth presupposes
that we understand better a phenomenon from the inside than from the outside,
which is not the case in general.

Perhaps several kinds of effectiveness The effectiveness of mathematics in
the natural sciences may be of different kinds. And instead of looking for a global
explanation of all kinds of effectiveness, we should perhaps look for more local
explanations.

For instance, the atomic masses of the chemical elements have a regular
structure, as they are the integer multiples of some unit. When this regularity
was discovered, there were three exceptions to this rule, because no elements
of atomic mass 45, 68, and 70 were known. Yet, as some chemists trusted the
structure of the natural numbers better that their observations, they predicted
the existence of these three elements, that were later discovered. This is a striking
example of the effectiveness of the structure of natural numbers in chemistry.

But, this striking regularity is easily explained by the fact that the mass of
the atoms is mostly due to the mass of protons and neutrons that constitute
their nucleus and that each nucleus contains a whole number of such particles.

Yet, this explanation sheds light on the effectiveness of the structure of nat-
ural numbers to describe the atomic masses of the chemical elements, but it
does not shed light on the effectiveness of mathematics in the natural sciences in
general, for instance, it does not shed light on the effectiveness of the quadratic
functions to describe the free fall in vacuum.

Thus, we shall focus on a particular instance of the general thesis that math-
ematics are effective in the natural sciences: the fact that physically realized
relations can be expressed by a proposition of the language of mathematics.

Physically realized relations Let us imagine an experiment where one pre-
pares a physical system by choosing some parameters a = ⟨a1, ..., an⟩ and mea-
sures some values b = ⟨b1, ..., bp⟩. Such an experiment defines a relation: the
relation R such that a R b if b is a possible result for the measurements when
the chosen parameters are a. We say that this relation R is realized by this ex-
periment. A relation that is realized by an experiment is said to be physically
realized.



For instance, if one applies an electrical tension U to a conductor of resistance
R and measures the current I passing through this conductor, then a = ⟨U,R⟩
and b = I and the realized relation is that relating ⟨U,R⟩ and I when U = RI.
In the same way, if one lets a body freely falling in vacuum for some time t and
measures the distance crossed by this body, the realized relation is that relating
t and x when x = 1

2gt
2.

The relation between ⟨U,R⟩ and I can be expressed by a proposition in the
language of mathematics U = RI. In the same way, the relation between the
time and the position of a body freely falling in vacuum can be described by a
proposition in the language of mathematics x = 1

2gt
2. Among the uncountable

number of relations between numbers, only a countable number can be defined
by a proposition in the language of mathematics, such as U = RI or x = 1

2gt
2

and all the physically realized relations seem to be in this small set.
As Galileo stressed the rôle of the language of mathematics, we can call the

Galileo thesis the thesis that all physically realized relation can be expressed by
a proposition in the language of mathematics.

Instead of attempting to explain the general thesis that mathematics are
effective in the natural sciences, we shall restrict our investigation to attempt
to explain this unreasonable effectiveness of the propositions of the language of
mathematics to express physically realized relations.

4.2 The physical Church-Turing thesis implies the Galileo thesis

Our definition of the notions of a machine and of an experiment are identical,
both a machine and an experiment is a physical system prepared by choosing
some parameters a = ⟨a1, ..., an⟩ and on which some values b = ⟨b1, ..., bp⟩ are
measured. Thus the notion of a relation realized by a machine and of a physically
realized relation are identical.

The physical Church-Turing thesis states that physically realized relations
are computable and the Galileo thesis states that they can be expressed by a
proposition in the language of mathematics.

Once we have identified that the Galileo thesis and the physical Church-
Turing thesis are theses about the same set of relations, we may remark that
the physical Church-Turing thesis implies the Galileo thesis [22]. Indeed, as any
program expressing a computable relation is a mathematical expression, all com-
putable relations can be defined by a proposition in the language of mathematics.
In fact, computable relations can even be expressed by a proposition in a very
small fragment of mathematics: the language of Peano arithmetic. Thus, if the
physical Church-Turing thesis holds, then all physically realized relations are
computable, hence they can be expressed by a proposition of the language of
mathematics, i.e. the Galileo thesis holds.

We have seen that

– Gandy’s hypotheses imply the physical Church-Turing thesis,
– and the physical Church-Turing thesis implies the Galileo thesis.



Thus, we can deduce that Gandy’s hypotheses imply the Galileo thesis and
attempt to prove this directly.

Yet, from a historical point of view, it is important to notice the rôle of
computability theory and of the physical Church-Turing thesis in connecting
Gandy’s hypotheses to the Galileo thesis.

4.3 An algorithmic description of the laws of nature

A side effect of this explanation of the Galileo thesis is that the laws of nature can
be described not only in the language of mathematics, but also in an algorithmic
language.

Instead of expressing the law of free fall in vacuum by the proposition x =
1
2gt

2, we could express it by the algorithm fun t -> g * t * t / 2, leading to
a second Galilean revolution in the language of natural sciences. In particular,
as long as differential equations have computable solutions [29, 12, 15, 16] the
language of differential equations can be seen as an algorithmic language.

Yet, this algorithmic description of the laws of nature may have a broader
scope than the description of the laws of nature with differential equations.
For instance, the transformation of a messenger RNA string to a protein is
easily expressed by an algorithm, while it cannot be expressed by a differential
equation.

4.4 A property of nature or of the theory?

An objection to Galileo’s formulation of the Galileo thesis “The Universe [...]
is [...] a book [...] written in the language of mathematics” is that it confuses
nature with our description of nature: nature itself is neither a book written
in the language of mathematics, nor a book written in another language: it is
not a book at all. Only our description of nature is a book. Thus, we could
imagine that our description of nature is written in the language of mathematics
because we have chosen to write it this way, nature having nothing to do with
our decision [36].

Yet, nature and our description of nature are not independent: our description
must have an experimental adequation of some sort with nature. And as we shall
see, when constructing a theory, the scientists have very little freedom when
“choosing” the set of physically realized relations.

Let us consider first a particular case where all the realized relations are func-
tional. Then, we show that if two theories differ on the set of realized relations,
one of the theories can be, at least in principle, experimentally refuted. Indeed,
if the set of the realized relations differ, then there exists a relation R that is
realized according to one theory T but not according to the other theory T′. Let
E be the experiment realizing R according to the theory T and R′ be the rela-
tion realized by this experiment according to the theory T′. As R is not realized
according to T′, the relations R and R′ are different. Thus, there exists a, b, and
b′, such that b ̸= b′, a R b, and a R′ b′. Then, if we perform the experiment E



with the parameters a, the measures will either give the result b and refute T′,
or b′ and refute T, or an other value and refute both theories.

When the realized relations need not be functional, we have a weaker result:
either a theory can be refuted, or it predicts, among others, a result that never
occurs, whatever the number of times the experiment is repeated. Again, if the
set of the realized relations differ, then there exists an experiment that realizes
a relation R according to one theory and a relation R′, R′ ̸= R, according to the
other. Thus, there exists an a, such that the set Ra of the b such that a R b and
the set R′

a of the b such of b such that a R′ b differ. As these sets are different,
they are not both equal to Ra ∩R′

a. Then, if we repeat the experiment with the
parameters a, either the measures give one result that is not in Ra ∩R′

a and at
least one of the theories is refuted, or the measures always give results in Ra∩R′

a

and at least one theory predicts a result that never occurs.

5 The physical Church-Turing thesis and the quantum
theory

5.1 The bounded density of information in the quantum case

The hypothesis of a bounded density of information seems to be inspired by the
idea of quantization of the state space, but is in contradiction with quantum
theory. Indeed in quantum theory even a system with two distinct states u and
v has an infinite number of states αu+βv, for |α|2+ |β|2 = 1. Thus, in quantum
theory, this hypothesis cannot be formulated as the fact that the state space of
a cell is finite.

Yet, this does not mean that the amount of possible outcomes of a measure-
ment of some value associated to this system, is itself infinite and the bounded
density of information principle can be formulated as the fact that each such
measurement may only yield a finite number of possible outcomes.

This requirement amounts to the fact that the state space of a region of
space of finite diameter is a finite-dimensional vector space. This constitutes a
good alternative to the fact that the amount of possible outcomes, when mea-
suring the system, is finite, as this formulation does not involve the notion of a
measurement.

In the classical case, the finiteness of the state space S is used to deduce that
any function from S to S is computable. When S is a finite-dimensional vector
space, it is not the case that all functions from S to S are computable, but it is the
case that all linear maps are computable, as the application of a linear map to a
vector boils down to matrix multiplication, i.e. to addition and multiplication of
scalars. Fortunately, quantum evolutions are always linear maps, hence they are
computable. In short, linearity tames infinities, when infinite sets are restricted
to finite-dimensional vector spaces.

To define the state space of an non necessarily bounded region of space,
we first decompose this region into a finite or infinite number of cells of finite
diameter. The state space of each cell is a finite-dimensional vector space. Let



e1, . . . , en be a base of this set. The state space of the whole system is the tensor
product of all these finite-dimensional spaces. Its vectors are linear combinations
of tensor products of elements of e1, . . . , en. As all the cells but a finite number
of them are in a quiescent state, we can even restrict to finite tensor products.

We get this way a Fock-like space. This space is infinite-dimensional, hence it
is not finitely generated with the operations + and ., but as it has a base formed
with vectors that are tensor products of elements of e1, . . . , en: it is finitely
generated with the operations +, . and ⊗. In particular computability is stable
on such a space [3].

Thus, in the quantum case, the hypothesis of a finite density of information
does not rule out infinite-dimensional vector spaces, but it explains where this
infinity comes from: from the fact, that in an unbounded physical space, we can
assemble an unbounded number of cells.

A difficult question is that of the impact of this hypothesis of a boundedness
of information on the choice of the field of scalars we use. If we use the field
C, then a scalar contains an infinite quantity of information, for instance any
infinite sequence of 0 and 1 may be encoded as the digits of a scalar. Thus, the
linear combination αu + βv, also contains an infinite quantity of information.
Of course, this information cannot be retrieved in a single measurement, but it
can, in principle, be probabilistically retrieved, by repeated measurements on
similarly prepared systems.

On the opposite, we might consider that when superposing two base states
αu+ βv, only a finite number of linear combinations are possible.

A intermediate solution is to assume that the state space of each cell is
a finite-dimensional vector space over a finite-degree extension of the field of
rationals. Since we are in discrete-time discrete-space quantum theory, such a
restriction as little consequences: we have all the scalars that can be generated by
a universal set of quantum gates for instance [13], see also [2] for a more in-depth
discussion. Nevertheless, in the continuous picture, this kind of assumptions are
not without consequences, and these are currently being investigated [17, 10].

5.2 The bounded velocity of information in the quantum case

Like the hypothesis of a finite density of information, that of a finite velocity of
propagation of information has to be defined with caution in the quantum case.
For instance, according to some interpretations of the Einstein-Podolsky-Rosen
paradox, it could be said to contradict quantum theory.

In the Einstein-Podolsky-Rosen paradox, however, no accessible information
can be communicated faster than the speed of light [9]. Similarly, it can be proved
that not more than one bit of accessible information can be stored within a single
qubit [27]. Drawing this distinction between the description of the infinite, non-
local quantum states and the information that can actually be accessed about
them, hints towards the quantum version of these hypotheses.

In the classical case we could assume that the state of a compound system
was simply given by the state of each component. In the quantum setting this
no longer holds, some correlation information needs to be added. In other words,



the state space of two regions is not the Cartesian product of the state space of
each region, but its tensor product. Actually, if we stick to state vectors, knowing
the state vector, e.g. (u⊗u)+(v⊗v), of the compound system, we cannot even
assign a state vector to the first system. In order to do so, we need to switch to
the density matrix formalism. Each state vector u is then replaced by the pure
density matrix |u⟩u and if ρ is the density matrix of a compound system, then
we can assign a density matrix to each subsystem, defined as a partial trace of
ρ. The partial trace is defined by mapping A × B to A and extending linearly
to A⊗B → A. Still, knowing the density matrix of each subsystem is again not
sufficient to reconstruct the state of the compound system.

In this setting, the most natural way to formalize the bounded velocity of
propagation of information hypothesis is that given in [6] where it was referred
to as Causality. Causality says that there exists a constant T such that for any
region A, any point in time t, the density matrix associated to the region A at
time t+ T , ρ(A, t+ T ) depends only on ρ(A′, t), with A′ the region of radius 1
around A. Actually, this definition is a rephrase of the C∗-algebra formulation
found in [31], which itself stems from quantum field theoretical approaches to
enforcing causality [14]. The difficulty of this axiomatic formalization of the
bounded velocity of propagation of information in the quantum case, is that it
is quite non-constructive: it is no longer the case that because we know that
ρ(A, t+ T ) is a local function fA of ρ(A′, t), and ρ(B, t+ T ) is a local function
fB of ρ(B′, t), that ρ(A ∪ B, t + T ) can be reconstructed from ρ(A′ ∪ B′, t) by
means of these two functions.

A more constructive approach to formalizing the bounded velocity of propa-
gation of information in the quantum case would be to, instead, state that the
global evolution is localizable [7, 23, 32, 4], meaning that the global evolution is
implementable by local mechanisms, each of them physically acceptable. Here
this would say that the global evolution G is in fact quantum circuit of local
gates with infinite width but finite depth. But the disadvantage of this approach
is that this is a strong supposition to make. Fortunately, in [4, 5], the two ap-
proaches where shown to be equivalent. Hence we only need to assume causality
and we can deduce locality.

With these two hypotheses formalized as explained, it is possible to extend
Gandy’s theorem to quantum theory [1].

6 Conclusion

The physical Church-Turing thesis explains the Galileo thesis, but also suggests
an evolution of the language used to describe nature.

It can be proved from more basic principle of physics, but it also questions
these principles, putting the emphasis on the principle of a bounded density of
information. This principle itself questions our formulation of quantum theory,
in particular the choice of a field for the scalars and the origin of the infinite
dimension of the vector spaces used as state spaces.
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