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Adding Proof Calculi to Epistemic Logics with
Structured Knowledge

Mario Benevides!, Alexandre Madeira2, and Manuel A. Martins?

1 Universidade Federal Fulminence, Brazil
2 CIDMA & Dep. Mathematics of Universidade de Aveiro, Portugal

Abstract. Dynamic Epistemic Logic (DEL) is used in the analysis of a wide
class of application scenarios involving multi-agents systems with local percep-
tions of information and knowledge. In its classical form, the knowledge of epis-
temic states is represented by sets of propositions. However, the complexity of
the current systems, requires other richer structures, than sets of propositions, to
represent knowledge on their epistemic states. Algebras, graphs or distributions
are examples of useful structures for this end. Based on this observation, we in-
troduced a parametric method to build dynamic epistemic logics on-demand, tak-
ing as parameter the specific knowledge representation framework (e.g., proposi-
tional, equational or even a modal logic) that better fits the problems in hand. In
order to use the built logics in practices, tools support is needed. Based on this, we
extended our previous method with a parametric construction of complete proof
calculi. The complexity of the model checking and satisfiability problems for the
achieved logics are provided.

1 Introduction

Multi-agent (dynamic) epistemic logics [5, 8, 14] play an important role in a number of
applied areas of Computer Science, including the analysis of secure protocols, knowl-
edge acquisition systems, or cooperative multi-agents platforms (see [25]). Dyamic
epistemic logic was introduced to represent and reason about agents, or groups of
agents, knowledge and beliefs. Models for these logics are Epistemic Kripke Struc-
tures - multi-modal Kripke structures, whose states formalize information as set of
propositions, and, for each agent, an equivalence relation between edges, relating in-
distinguishable states from the point of view of each agent.

In order to deal with scenarios that involve information and knowledge better rep-
resented using richer structures than simple sets of propositions, we proposed in our
previous paper [19] a method to construct more expressive epistemic logics. From this
method, called ‘epistemisation’, we derived a number of epistemic logics able to rep-
resent the knowledge of states as the usual structures of computer science, including
propositions, graphs or abstract data types. The parameter used in this method, called
knowledge representation framework, is defined by a set of formulas, a set of models,
and a satisfaction relation. The formulas of the lower level play the role of the (atomic)
propositions of the epistemic logic in the upper level; and these structures are used to
represent the knowledge in each epistemic state on the models of the achieved logic.



The instantiations of the method discussed in the paper [19], some of them recalled
below, provide an interesting starting point for their application to real scale case stud-
ies. However, as usual, the effective handling of real cases needs some level of tools sup-
port. This paper, extends the work presented in [19] in two different directions: firstly,
we study the complexity of the model checking and the SAT problems on generic epis-
temisations; secondly, we introduce a parametric construction of Hilbert style calculus
and we establish its completeness and decidability. The structure of knowledge repre-
sentation, as introduced in the reference [19], was further endowed with an entailment
system adequate for the respective satisfaction relation. The parametric principle of the
constructions of logic calculus and the respective characterisations are inspired in the
approach we followed for parametrised hybrid logics in the reference [22].

There are works that use epistemic models, in which states have a structure (e.g.
[1,13]). In the work reported in [1], a multi-agent epistemic logic is introduced in which
states are positions in R™ and the accessibility relations represent the possible states
(positions) compatible with the current one. Also in the works reported in [13, 15, 16],
(dynamic) epistemic logics based on the notion of visibility or observability of propo-
sitional variables are presented, i.e., some propositional variable are observable and
others are not. Other works deal with values in an epistemic setting (e.g. [6, 7, 26]).
Here, states are equipped with register that can store values (as in the paper [6]) or with
constants that can have their values updated (as done in references [7,26]). In the case
of the epistemisation of equational logic it reminds first order modal logic (see [10]),
where epistemic states are relational structures.

QOutline. The remaining of the paper is organized as follows: Section 2 overviews the
epistemisation method introduced in [19] and a set of interesting instantiations is re-
called. On view of the current paper aims, an enrichment of the notion of knowledge
representation framework, the Boolean knowledge framework, was introduced. Then,
in Section 3, we introduced a method to endow epistemisations with proof support.
The method derive (complete) logical calculus for any epistemisation built on a (com-
plete) calculus for the base knowledge representation framework. The complexity of the
model checking and SAT problem for epistemisation is discussed in Section 4. Some
final remarks are provided in Section 5.

2 Overview on parametric construction of Epistemic Logics with
structured states

This section overviews and extends the parametric construction of Epistemic Logics
with structured states that we introduced in [19].

2.1 The parameter

In order to represent knowledge of structured states, a generic notion of logic is needed.
In our previous work [19], we introduced the knowledge representation framework. Ba-
sically, this framework will used to express properties about the (local) knowledge in



states (e.g. if with propositions, equations or modal formulas ), and to support its struc-
ture (if by valuations, algebras or graphs). Now, we enrich this notion with an inference
relation satisfying the necessary conditions for the developments of the paper.This (lo-
cal) inference relation will be used as the base of the (global) built logic.

Definition 1 ((Boolean) Knowledge Representation Framework). A Knowledge
Representation Framework is a tuple

L= (Fmg,Modg, =¢,Fr)

where

Fm/ is a countable set of formulas,

Mod is a set of models for L,

relation = C Mod, x Fmyg is a relation called satisfaction relation of L. We
write I' =, @ whenever for any model M € Mod, such that M |=. , for all
~v € I, it holds that M = ¢;

Fr C P(Fmg) x Fmy is a relation called entailment of L.

A knowledge representation framework £ is @ Boolean knowledge representation
framework, knowledge framework for short, if:

— it has semantic negation i.e. for any formula p € Fm, there is a formula —p €
Fm, such that, for any model M € Mod,:

M =~ iffitis false that M =, ¢ €))

— is has semantic conjunction, ie. for any finite set of formulas I' C Fm there is a
Sformula \ I" € Fm such that, for any model M € Mod,,

foranyy € I,M =7, iff M |= \ T 2)
(if I has exactly two formulas ¢ and ¢’ we denote \ I" by ¢ A ¢').
— is has semantic implication , i.e. for any two formulas o, ' € Fm, there is a
SJormula ¢ — ¢’ such that, for any model M € Mod,,
M E ¢ — ¢ iff M |= @ implies that M |= ¢’ 3)
We say that a knowledge framework L is sound if forany ¢ € Fm,
if kg pthenl =, 4
and we say that it is complete if for any ¢ € Fm,

if I'l=p othen I'Fp ¢ 5)

Now we proved two lemmas that will be used for the proof of the completeness of
the logics built from the epistemisation method.



Lemma 1. Let L be a knowledge framework and I' C Fm, be finite set of formulas.
Then, the following properties hold:

L. I'ELA\T
2 T=coiff EcNT =
3. I'lEppand Il C A then Al=p ¢

A set of formulas I" C Fm, is said L-consistent iff does not exists a formula
¢ € Fmg such that I' -y @ and I" F, —p. Moreover, I' C Fm is said £L-maximal
consistent if it is L-consistent and there is no L-consistent set that properly contains it.

Lemma 2. Let L be a sound and complete knowledge framework. For any finite con-
sistent set of formulas I' C Fmy, there is a model M € Mod such that

Mp e AT 6)

Proof. By 1. of Lemma 1, we know that I" =z A I" and by (4) and (5) that by I" .
A\ I'. Since I' is L-consistent, we have also that I" /., = A . By (4) and (5), I" }~-¢
- AT and hence, there is a model M € Mod, such that M =, AT and M [,
= A I'. Therefore, My = AT

2.2 The method

As examples of Knowledge representation frameworks we can enumerate all the logics
with a complete calculus. Classic Propositional, Equational Logic or the Hybrid Logic
with Binders [3] can be useful in a number of application scenarios (see [19]).

Then, for a fixed knowledge representation £ we define the epistemisation of L
denoted by £(L). The set of formulas for the £-epistemic logic for a finite set of agents
Ag, in symbols Fmg ), is defined by the following grammar:

pu=wpo | | eNp| Kap| Eg | Cayp

where pg € Fmg, a € Agand G C Ag. If I' is a finite set of formulas, the expression
/\ I denote the conjunction of all the formulas in I".

The standard connectives can be presented as abbreviations, namely ¢ V ¢’ =
(e A9'), o = @f = (e A g'), Bap = ~Komp and Egp = Ao Kap.
Here we are assuming that the Boolean connectives and the agent modalities symbols
do not occur in the formulas Fm,. If this is not the case we make the renaming of
symbols.

The intuitive meaning of the modal formulas are:

— (o - is an assertion about the (structured) epistemic states, expressed in the knowl-
edge representation framework £;

- K, - agent a knows ¢;

- Egy - every agent a € G knows ¢;

— Cgp - it is common knowledge among all members of group G that it is the case
that ¢.



An L-epistemic model for a finite set of agents Ag, Ag-model for short, is a tuple
M = (W, ~, M) where

— W is a non-empty set of states;
- ~ is an Ag-family of equivalence relations (~,C W X W),cag; and
- M : W — Mod, is a function, that assigns the knowledge structure of each state.

We also consider the relations ~g= (J,c ~a and ~5= (~q)*, where (~¢)* is the
reflexive, transitive closure of ~¢. The set of L-epistemic models for a set of agents Ag
is denoted by Modg ).
For any Ag-model M = (W,~, M), for any w € W, and ¢ € Fmg(), the
satisfaction relation
= C Modg(g) x Fmg(r)

is recursively defined as follows:

- M,w | @ iff M(w) Er ¢, forany ¢o € Fm,

- M,w E —piff M,w =@

- MuwkEpAYiff Mw = pand M,w =

- MuwEKypiffforallw’ e W:w~, w' == M,w' =@

- M,w = Egypiff forallw’ € W we have w ~q w' = M,w' = ¢
- M,w = Cgypiffforallw’ e W:w~§ w' = M,w' =@

We write M = ¢ whenever, for any w € W, M, w |= ¢.
It is easy to see that

- M,w |= By iff there is a w’ € W such that w ~, w’ and M, w’ = ¢.

Note that the semantic interpretation of the Boolean connectives in £(L) coincides
with the corresponding ones of the base logic L.

Beyond of the Epistemisation of Propositional Logic £(PL), that captures the stan-
dard Epistemic Logic, we recall here a non standard epistemic logic obtained with this
method:

Example 1. Let us present the ‘epistemisation’ of equational logic, the logic £(£Q).
For that we consider a similar game of the classic envelops example from [5] (see
also [19]) . From the four algebras (in a signature with a binary symbol ®, an unary
operation symbol inv and a constant symbol ¢) depicted in the model N represented
below, one algebra is chosen. There are three players, Ana, Bob and Clara represented
by the symbols a, b and c, that have some information about the chosen algebra. The
epistemic representation of the scenario is depicted in the following diagram:

a,b

{ (Z,+,*(,),0) (Z’*7*_1a1)

b,c a c

3

{ (Z2, +2, (+21),02) } (Za,*,id,0)




The operations of the algebras of the top line are the usual integers sum and product

and the respective inverses. The operations of the bottom left algebra are the standard
sum and inverse on the cyclic field Z,. The binary operation x of the bottom right
algebra is defined by
1 ifz=0y=1
0 otherwise ’
The following properties are valid in this model: Ana knows that ® is associative, ex-
pressed by the sentence K, ((z ©y) © z = 2 © (y © z)); Bob knows that e is a neutral
element expressed by Kj, (ac Ge=zxNed@z= m); and finally, Clara knows that every
element has an inverse, expressed by the sentence K.(z ®z™ ! =e Az~ @z =e).

*(m,y) =

3 Proof Calculus

In order to axiomatize the logic £(L£), it is only necessary to add the epistemic axioms
to the axioms of L. This is exactly what the definition 2 does.

Definition 2. Hilbert style axioms and rules for E(L)
Axioms: (Epistemic)

1. All instantiations of propositional tautologies replacing formulas for propositional
symbols,

F Ka(p = ¥) = (Kap = Kotb),

FKop = ¢,

FKyp— KoKqp (4 introspection),

F-Kyp — KoKy (— introspection),

FCayp < EcCaqyp

FCo(e = Egp) — (¢ — Cap)

NS RARWN

(Local) = o, forall € Fmg s.t. b
Rules:

(MP) Ift- o —Yandlt pthent ¢
(Gen) Ift- pthent Ky p

The consequence relation I" F ¢ is defined as usual (cf. [11]).

Axioms 2, 3, 4 and 5 are the standard S5 axioms. Axioms 6 and 7 are the well-
known Segeberg axioms. The are called induction axioms. They define the common
knowledge operator as reflexive transitive closure of the everybody knowledge.

Next, we will discuss the conditions under which the generated calculus F¢(£) is
sound and complete.

As expected, the soundness of the base calculus k- implies the soundness of F(4),
The proof is achieved by induction. The atomic case is exactly the soundness of the
base calculus, and the induction steps are analogous to the ones of £. Hence, whenever
L is sound, we have:

Theorem 1. Let L be a sound knowledge framework. Then, for any formula ¢ €
F mg( Lj),

HE(L) @ implies |:£(£) )



3.1 Completeness

We are going to prove completeness using Fisher and Ladner constructions ( [9]), be-
cause we are interested in studying the model checking problem of our resulting logics.

In this section, we use the abbreviations Dgp = ~Cg—p and Fgp = ~Eg—p.
They are the duals of the common knowledge operator, C, and the everybody in the
group G know operator F g respectively.

The canonical model construction for £(L) follows the same steps of the construc-
tion of the canonical model for Propositional Dynamic Logic [4,11,18]. Next, we define
the Fischer and Ladner Closure, which is a set of (sub-)formulae that are used to build
the canonical model.

Definition 3. (Fischer and Ladner Closure): Let I' be a set of formulas, G =
{a1,- - ,an} be afinite set of agents. The closure of I', notation Crr,(I"), is the small-
est set of formulas satisfying the following conditions:

Crr(I') is closed under subformulas,

if Dgp € Cpr(I'), then FgDgy € Cpr(I),

if Fop € CFL(F), then Balcp V..V Ban(p € CFL(F),

if p € Cpr(I") and ¢ is not of the form —p, then —p € Cpr(I).

NN~

The proof that if I” is a finite set of formulas, then the closure Crp,(I") of I is also
finite, is rather standard and it can be found in the reference [9].

Next definition, introduces the notion of atoms, which are the correspondent of
maximal consistent sets in standard canonical model proofs.

Definition 4. Let I" be a set of formulas. A set of formulas A is said to be an atom of
I if it is a maximal consistent subset of Crr,(I"). The set of all atoms of I is denoted
by At(I).

We need to guarantee that for every consistent set formulas, we can build an atom
which contains it.

Lemma 3. Let I" be a finite set of formulas. If € Crp(I") and 1) is consistent then
there exists an atom A € At(I") such that ¢ € A.

Proof. We can construct the atom A as follows. First, we enumerate the elements of
Crr(I') as ¢1,...,¢n. We start the construction making A; = {¢}, then for 1 <
i < n, we know that - A\ A; <> (A A Agit1) V(A Ai A —pit1) is a tautology and
therefore either A; U {¢;11} or A; U{—p;41} is consistent. We take A; 11 as the union
of A; with the consistent member of the previous disjunction. At the end, we make

A= A,.

For a given set of agents Ag, we defined Ag* = {G|G C Ag} U {G*|G C Ag}.
The definition of the canonical relation have to consider the three modalities patterns:



Definition 5. Let I' C Fmg () be finite. The canonical relation over I, ST is an
Ag-family of relations (S5 C At(I") x At(I'))aeag~ defined, for each o € Ag”, as
follows:

Ifa=ac€ Ag

AS{B zﬁ‘/\ AN B, /\ B is consistent. @)
Ifa=GCAg

ASI'B lﬁ/\ AN Eg /\ B is consistent. 8)
If a = G* for some G C Ag

ASI'B lﬁ”/\ AN Cg /\ B is consistent. 9)

In order to introduce a notion of canonical model for £(L£), next lemma states that
for any £(L)-consistent set of formulas I" C Fmg (), the subset Iy C I' of the L-
formulas of I" is L-consistent. Hence, Lemma 2 assures the existence of a £-model that
satisfy it.

Lemma 4. Let I' C Fmg () be finite and I'y = {p|¢ € I and ¢ € Fm,}. Then, if I
is E(L)-consistent, 'y is L-consistent.

Proof. Suppose that Iz is not £(L)-consistent. Hence, there is a ¢ € Iz such that
I'c b7 o and Iz 2 .. Hence, we have

I'ebe o It =rooc by (4) and (5)
& Er /\Fg%g@g by 1. of Lemma 1
& Fe N\NTc = er by (4) and (5)
= AT = ec by defn of -
= I'tor

Analogously, from I’z -, —¢, we obtain I' - -y, contradicting the assumption
about the £(L)-consistency of I". Therefore Iy is L£-consistent.

Remark 1. Note that as happens for £, £(L£) have semantic conjunction, negation and
implication. Hence, Lemma 1 can be enunciated for £(£). Moreover, due its unicity,
these connectives coincide.

Once we have defined atoms and canonical relations, we are ready to define our
notion of model.

Definition 6. Let I be a set of formulas, At(I') = {Ay, ..., A,}. Foreach 1 < i <n,
AL = {pl, ... ¢% } C Fmyg denotes the set of all L-formulas in A; and M 4c a L-
model that satisfies AF (cf. Lemma 2). A canonical model over I is a tuple

ME = Aur), 8T, M1
such that M7 (A;) = M ye.



Next lemma, ensures that our knowledge modalities are working as expected over
canonical models.

Lemma 5. Let A € At(I") and By € Cpr(I). Then:
B, € A iff there exists B € At(I") such that ASL B and o € B. (10)

Proof. =: Suppose B, € A. By Definition 4, we have that \ A N\ B, is consistent.
Using the tautology b= ¢ < ((p A @) V (p A—¢)), we have that either \ AN Bo (¢ A @)
is consistent or \ A N Ba(p N =) is consistent. So, by the appropriate choice of
@, for all formulas ¢ € Cgr, we can construct an atom B such that ¢ € B and
AN AN B,(¢ A \B) is consistent and, by Definition 5, ASL B.

<= Suppose there is B such that p € B and ASELB. Then \ A A\ B, \ B is consistent
and also )\ A N\ By is consistent. But B, € Crr, and by maximality {a)¢ € A.

Next lemma establishes that the canonical relation of a group of agents G =
{ai1,...,a,} is the union of the canonical relation for each agent a; in the group in
G.

Lemma 6. Let I’ C Fmg(L) be a finite and M' = (At(I"), ST, M*") a canonical
model over I'. Then, Sg = S,fl U---u Sapn , forG=A{ay,...,an}.

Proof. =: Suppose AST gB. This is iff /\A A Eg /\B is consistent. By definition
Eqgp =B,V -V B, ¢ and so /\A/\ B, /\B V.-V B,, /\B is consistent.

But for at least one a;, /\ AN By, /\ B is consistent. And then, AS(Z_B and thus
A(SE U---USL)B.

An

<: Suppose A(S,, U --- U Sy, )B, so for at least one a;, AS, B. This is iff
/\ AN By, /\ B is consistent. But /\ AN B, /\ BV---VB,, /\ B is also consis-

tent. By definition, Egyp = B, U -+ U By, ¢ and so /\ AN Egq /\ B is consistent.
Thus, ASgB.

Next lemma, ensures that our group modalities are working as expected over canon-
ical models.

Lemma 7. Let A € At(I') and Egp € Cpr(I"). Then,
Eqp € Aiff there exists B € At(I") such that ASgB and ¢ € B. (1D

Proof. <: Suppose there exists B € At(I") such that ASgB and ¢ € B. By Lemma
6, there exists B € At(I") such that (S}, U--- U S ) and o € B. So for at least one
a;, there exists B € At(I') such that ASL B and ¢ € B. By Lemma 5, B, € A and
also Ba,pV -V Bg, oV ---V B, ¢ € A. Bydefinition, Eqyp = By, 0oV ---V Bg,, ¢.
Thus, Egp € A

=: Suppose Eqp € A. Then, By definition Eqyp = By, oV ---V By, @, and so, by the
definition of the closure, B,, oV -- -V By, ¢ € A. But for at least one a;, B,,¢ € A.



By Lemma 5, there exists B € At(I") such that AS£ B and ¢ € B. And also, there
exists B € At(I") such that A(SL U ---U S! )Band ¢ € B. By lemma 6, there exists
B € At(I') such that ASEB and ¢ € B.

This lemma, ensures that our common knowledge modalities are working as ex-
pected over canonical models.

Lemma 8. Ler A, B € At(I") and G C Ag. Then,
if ASE. B, then ASLB. (12)

Proof. Suppose ASL.B. Let C = {C € At(I') | ASL.C}. We want to show that
BeC.Let C) = (AC1V---VACy), where C; € Cfor 1 < i < n, be the disjunction
of the conjunctions of the atoms in C.

It is true that C{ A Eg—C{ is inconsistent, otherwise for some D not reachable
from A, C{ A Eg /\ D would be consistent, and for some C; € C, A C; A Eg \ D was
also consistent, which would mean that D € C, which is not the case. From a similar
reasoning we know that /\ AA E¢—CY) is also inconsistent and hence - \ A — FC{
is a theorem.

As C{ A Eg—CY{ is inconsistent, so its negation is a theorem = —~(C{ A Eg—CJ)
and also - (C{ — FgCJ) (1), applying generalization - Dg(C{ — FgC{). Using
Segerberg axiom (axiom 6), we have - (FgC{ — DgC{) and by (1) we obtain
- (C) — DgCl). As
F A A — FgC{ is a theorem, then - A\ A — D C{. By supposition, A AN Ca A\ B
is consistent and so is A B A CQ. Therefore, for at least one C € C, we know that
A\ B A AC is consistent. By maximality, we have that B = C. And by the definition of
C{, we have AS:B.

Below, we define our notion of standard models, which are the expected desired
models.

Definition 7. Let I' C Fmg (L) be finite. A standard model over I is the tuple
M = (A(I), R, MT"), where

- R=(Roa €W X W)acag~ defined as follows:

R, = SL;
Rg =Ry, U---UR,,, forG={ay,...,an};
Re- = Rz,

— MT(A) = Mye

This lemma establishes the canonical model constructed is almost a standard model.
But this result is enough to guarantee the construction of the standard canonical model
need for the completeness proof.

Lemma9. SL = R and SE. C Rg-

Proof. This proof is straigthforward from Definition 7 and Lemma 6 and Lemma 8.



This lemma, ensures that our modalities also are working as expected over standard
canonical models.

Lemma 10 ( Existence Lemma). Ler A € At(I"), G C Ag. Then,

Eqp € Aiff there exists B € At(I")such that ARcB and p € B

and

Cap € Alff there exists B € At(I) such that ARc-B and ¢ € B.

Proof. =>: it is analogous to the one presented for basic programs in Lemma 5 and the
previous Lemma 9 that states that S, C R,.
<: By induction on the structure of o. This proof is rather standard in PDL literature

(cf [11]).

Now we are in conditions to prove the Truth Lemma for £(L£), a crucial piece to
achieve the completeness. It states that for every formula in the closure, it belongs to an
atom if and only if it is true at the correspondent state in the standard canonical model.

Lemma 11 (Truth Lemma).
Let ¢ € Fmg(y and MY the standard model over {1}. Then, for any A €
At({y}), and for all p € Crr(¢),

M, AED piffp e A.
Proof. : The proof is by induction on the construction of .

— For L-formulas the proof is straightforward from the definition of satisfaction and
the definition of M.

— For Boolean operators: the proof is straightforward from the definition of satisfac-
tion and the induction hypothesis.

Modality Cg:

= Suppose M, A =L Cgyp, then there exists A such that ARgA' and
M, A" =5 . By the induction hypothesis we know that ¢ € A', and by Lemma
10 we have Cgp € A.

< Suppose M, A [;ég(ﬁ) Cap, by the definition of satisfaction we have M, A |=£(£)
—Ce .
Then for all A', ARG A’ implies M, A" =£(£) o, By the induction hypothesis we
know that ¢ ¢ A, and by Lemma 10 we have Cqp & A.

The proof for the remaining modalities is analogous.

Now, we are ready to prove completeness showing that for every consistent formula
we can build a standard canonical model which satisfies it.
Next, we state and prove the completeness theorem.

Theorem 2 (Completeness). £(L) is complete.

Proof. For every consistent formula ¢ we can build a model over {p}, M{¢} By
Lemma 3, there exists an atom A € At({p}) such that ¢ € A, and by the Truth
Lemma 11 M{¢} A =54) o,



4 Model Checking and Satisfiability problem

In this section we are assuming that the model checking problem in £ is decidable and
its complexity is MC(L). We show that the model checking problem for £(L£) is in
PTime x MC(L). It means that if £ is a logic which the model checking problem is in
PTime, then, this problem is also in PTime for £(L).

Definition 8. The model checking problem consist of, given a formula ¢ and a finite
E(L)-model M = (W, ~, M), determining the set S(p) ={ve W | M,v E ¢}

Next, we present the model checking algorithms for our epistemic logic for struc-
tured knowledge £ (L) (Algorithm 1). Lets label(v) denote the set of sub-formulas of ¢
that hold at state v, for allv € W.

For the implementation of the algorithm CheckDIAM, we will use the notation
()1, with = a, G, G* as follows:

— By isrepresented by (a)p = ({a})p;
- Fop, with G = {ay,...,a,} is represented by (G)p = (a1 U --- U ay,)p; and
- Cgy is represented by (G*) .

Theorem 3. The model-checking problem for £(L) is linear in the product of the size
of the model, the length of the formula and the MC(L) (the computational complexity
of model checking a L formula).

Proof. The algorithm Check_E(L)(¢) is called once for each sub-formula of ¢ which is
O(|¢|) and each time it activates the algorithms Check_L, CheckNOT, CheckAND and
CheckDIAM. The later; in worse case, has to search the whole model, this is O(|W| +
| ~2 |) (for x = a, G, G*), i.e., the order of the size of the model. So, the complexity of
Check E(L)(¢) is O(|o| x (|W|+]| ~z |)) x MC(L). The algorithms CheckNOT and
CheckAND take constant time.

Thus, the complexity of Check_E(L)($) is O(|¢| x (|[W|+ |Rz|) x MC(L)).

In order to o build the set S(¢$) we only need to search label(v) for all v € W and
check if ¢ € label(v).

5 Conclusion

This work aimed to endow the epistemic logics with structured states, build on the
epistemisations method introduced in [19], as tool support. Firstly, a parametric way
to define a logic calculus is introduced, on top of a calculus of the base knowledge
representation framework. Moreover, we show that the method preserves the complete-
ness of the base calculus under the natural conditions. This result paves the way for
the implementation of dedicated theorem provers for specific epistemisations, but also
for a parametric proof system, taking as parameter a base calculus. On the other hand,
it studied the complexity of the Model Checking and of the SAT problem for generic
epistemisations.

This is just part of a research agenda that we intends to pursue, for instance, by ex-
tending the calculus generation to other versions of epistemisation, including the vari-
ant with public announcement also introduced in the paper [19]. Moreover, as noted



Algorithm 1 procedure Check _E(L)(¢)

if ¢ € L then
Check_L(¢)
end if
while |¢| > 1 do
if » = (—¢1) then
Check E(L)(¢1); CheckNOT (¢1)
else if ¢ = (1 A ¢2) then
Check_E(L)(¢1); Check E(L)(¢2); Check AN D (1, ¢2)
else if ¢ = (z)¢1, for x = a, G, G* then
Check_E(L)(¢1)
CheckDIAM (¢1, )
end if
end while

Algorithm 2 procedure CheckNOT(¢)

for allv € W do
if ¢ & label(v) then
label(v) := label(v) U {(—¢)}
end if
end for

Algorithm 3 procedure CheckAND((¢1 A ¢2)

for allv € W do
if 1 € label(v) and ¢2 € label(s) then
label(v) := label(v) U {(¢1 A ¢2)}
end if
end for

Algorithm 4 procedure CheckDIAM(¢1, )

if £ = G then
~o=rvo=Useq ~o
end if
if £ = G* then
~p= (~c)" = (U,eq ~a)”s {Where (~g)™ is the reflexive, transitive closure of ~¢.}
end if
T :={v | ¢1 € label(v)} {T is the set of states to be visited. }
while 7' # () do
choose v € T' { v is a state in W where ¢, holds.}
T:=T\ {v}
for all ¢ such that (t,v) €~, do
if (x)¢1 ¢ label(t) then
label(t) = label(t) U {(z)p1}
end if
end for
end while




in the work [19], this method provide a significant potential on applications to be ex-
plored. For instance, its role in the modelling of an autonomous hybrid system, by
understanding sensors as agents that partially know the state of the system (e.g. some
of them known the vertical acceleration, some other the current position etc.), using as
knowledge representation framework the differential dynamic logic ( [24]), is a line in
our research agenda. There are other interesting extensions. For instance, to derive the
‘epistemisation’ for probabilistic logic presented in [23] or of fuzzy logics (e.g. [12])
and to analyse their relation with the probabilistic and multi-valued epistemic logics of
the references [2,17].

Finally, it is worth noting that this work is framed in our long term research on
demand driven generation of specification logics, parametric to the specificities of some
classes of complex systems (e.g. [2,20,21]).
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