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Abstract. Test maintenance has recently gained increasing attention
from the software testing research community. When using automated
unit test generation tools, the tests are typically created by random test
generation or search-based algorithms. Although these tools produce a
large number of tests quickly, they mostly seek to improve test coverage;
overlooking other quality attributes like understandability and readabil-
ity. As a result, maintaining a large and automatically generated test
suite is quite challenging. In this paper, by utilizing a high level of simi-
larity among the automatically generated tests, we propose a technique
for automatically abstracting similar tests through transforming them
into parameterized tests. This approach leads to the improvement of
readability and understandability by reducing the size of the test suite
and also by separating data and logic of the tests. We have implemented
this technique as a plugin for IntelliJ IDEA and have evaluated its per-
formance over the test suites produced by the Randoop test generation
tool. The results have demonstrated that the proposed approach is able
to effectively reduce the size of the test suites between 11% and 96%,
with an average of 66%.

Keywords: automated test generation - maintainability - readability
- unit test - parameterized unit tests - test suites - Randoop

1 Introduction

Unit testing is one of the test levels that has received considerable attention
both from the academia and the industry practitioners. However, since each
unit test targets a small scope of the software under test (SUT), it is required
to generate a large number of unit tests to have the SUT appropriately tested.
Furthermore, while the source code of the SUT is evolving, unit tests need to
be maintained; otherwise, they may become obsolete or broken. These factors
contribute to increasing the cost and complexity of unit testing, emphasizing the
need for the development of automated techniques for unit test generation and
maintenance.

Automated unit test generation has been an active field of research in the
domain of software testing during the last decades. In this regard, different tech-
niques and approaches have been introduced, one of the main characteristics of
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which is employing a predefined iterative algorithm rooted in random testing
techniques, either directly or indirectly, i.e. through search-based techniques,
where the main focus is on achieving a high level of test coverage. This tendency
towards improving test coverage has set the stage for overlooking some other im-
portant quality attributes, one of which is maintainability of the tests. This can
be attributed to the following observations: 1) automated unit test generation
techniques are capable of generating a large number of tests within a short time
budget. The larger the test suite, the more challenging it is to read, understand
and maintain the tests, 2) these techniques use a very naive schema for nam-
ing test methods, e.g. test01, test02, and test classes, and as a result they
fail to communicate the semantic of the test. Hence, reading the body of a test
method is the only way to understand what it does, which increases the cost
of test maintenance, and 3) the body of the test methods generated by these
techniques are usually very long, causing the readability and understandability
to be reduced, and the maintainability of the tests to be affected as a result.

Based on these observations, in this paper, we propose a technique that
automatically factorizes the similarities in a JUnit test suite generated by an
automated unit test generation technique and transforms those tests into pa-
rameterized ones. This way, a group of similar tests that only differ in terms
of their test data can be replaced by a single parameterized test with a clear
specification of the different test data. The parameterized test suite would be
much smaller than the original test suite, and by using the constructs provided
by the JUnit framework, the logic and the data of the tests can be separated
from each other. This makes it possible for the human testers to more easily and
effectively read and understand the tests.

The rest of the paper is organized as follows. Section 2 briefly reviews the
related work. The proposed technique is introduced in Section 3, and evaluated
in Section 4. Finally, Section 5 concludes the paper.

2 Related Work

The importance of test maintenance, and in particular, the need for readable
and understandable tests is acknowledged in different works. For instance, in [6],
the authors have investigated test case quality and what good test cases are.
One of the conclusions many of the interviewees have arrived at, is that, for a
test case to be good, it is necessary for it to be readable and understandable.

The costs and importance of test maintenance are also discussed in [9], where
the authors discuss that test maintenance can be incredibly costly and time-
consuming, emphasizing the need for automated techniques. In another study,
[5] the authors have compared the readability of manually written tests with
those of the automatically generated ones. The findings of this study include
two important points: 1) readability of the tests is usually overlooked by devel-
opers, and 2) generally, automatically generated tests are less readable than the
manually written ones.
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Another line of research for improving test maintenance is focused on produc-
ing natural language summaries for unit tests. For instance, in [10], a technique is
proposed to automatically generate natural language summaries as descriptions
for JUnit tests. A similar work is presented in [7], which employs natural lan-
guage processing and code summarization techniques to automatically generate
accurate and readable descriptions for unit tests.

A different approach to improving test maintenance is followed by the tech-
niques that seek to automatically generate descriptive names for test methods in
unit tests. For instance, in [2], the idea of coverage goals is introduced, meaning
that the statements in a test method are intended to serve different testing goals,
and therefore, it is possible to generate appropriate, i.e. short and descriptive,
names for the test methods by identifying their coverage goals.

Parameterizing unit tests is another approach taken into consideration for
improving test understandability. For instance, [4] proposes a technique for gen-
erating parameterized unit tests by generalizing pre- and post-conditions of the
test methods. Moreover, in [12], the authors introduce a semi-automatic method-
ology called test generalization, which helps in systematically retrofitting existing
concrete unit tests (CUT) as parameterized unit tests (PUT).

Recently, a fully automated CUT-PUT retrofitting technique, called Au-
toPUT, was introduced in [13], which seeks to identify similar concrete unit
tests as candidates to become parameterized, so that the parameterized version
can be produced without any decrease in the code coverage. The findings of this
study illustrated that AutoPUT can be of help in developing a reliable software
by augmenting the maintainability of manually-written test suites. Compared to
AutoPUT, the focus of our work is on the automatically generated test suites,
which we believe are of more importance and have more potential for getting
parameterized.

3 Proposed Approach

In this section, the proposed approach for generating parameterized test suites is
introduced. The input of this process is a JUnit test suite and the output is the
parameterized version of the input test suite. This process includes the following
steps:

— Pre-Processing: The purpose of this step is to identify flaky tests in the
input test suite. A flaky test is a test that its pass/fail result varies in different
executions [11]. For this purpose, the input test suite is executed n times, and
any test that exhibits flaky behavior is flagged to be excluded from further
processing. This is because in the post-processing phase of the proposed
process, a decision is made based on the execution result of each test, and
since a flaky test exhibits a non-deterministic behavior, it can reduce the
reliability of the decisions made. It is worth noting that in the experiments
reported in Section 4, we have used n=5 for detecting flaky tests, which is a
reasonable setting considered in the related works, for instance [1].
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— Test Clone Detection: This step is intended to find the test methods that

have identical statements, but different parameter values. For this purpose,
we have developed a test clone detection component that automatically iden-
tifies, through static analysis, the maximal test clone sets in the input test
suite. A maximal test clone set s is a set of test methods so that 1) for
each pair of the test methods tm; and tm; in s, the only difference in the
statements of the body of tm; and tm,, would be the literal values, and 2)
for every test method tms that does not belong to s, and every test method
tmin s, the difference between tmz and tm does not satisfy the above condi-
tion. The sets of test methods identified in this step are then parameterized
through the next steps.

Literal Detection: In this step, each maximal set of test clones S is pro-
cessed and for each test method m in s, the abstract syntax tree (AST) is
analyzed to identify the literal values used in m, e.g., as arguments to method
calls or as the right hand side (RHS) expression in an assignment statement.
Test Parameterization: The literals identified in the previous step are used
to generate the @DataPoints annotation fragment for the parameterized
version of the test. In addition, through replacing those literal values with
placeholder variables, the logic of the test method is abstracted and used
to generate the @Theory annotation fragment for the parameterized test
method. This has the effect that the logic and the data of the test methods
are separated, which result in improving the readability and understandabil-
ity of the test.

Post-Processing: Finally, the parameterized test methods generated in the
previous step, are compiled and run to see if they have any errors, in which
case they will be excluded. Otherwise, the coverage of the initial and param-
eterized versions of the test suite is evaluated to see if there is any difference.
If the test coverage of the parameterized version is lower, it will be rejected,
otherwise, it will be outputted as the final result of the process.

To provide an example, two test methods test01 and test02 generated

by Randoop [8] for the class Primes from Apache Commons Math project
are shown in Listing 1.1, and the parameterized test method generated by the
proposed approach is shown in Listing 1.2, with some minor modifications for

the sake of brevity.

4 Evaluation

We have implemented the proposed technique as a plugin for the IntelliJ IDEA
integrated development environment and have conducted an experiment using a
dataset of regression test suites generated by Randoop for 50 Java classes selected
for 15 open-source Apache Commons projects. The source code and the data
of the experiment are made publicly available on GitHub! for reproducibility
purposes and further research.

! https://github.com/AidinProgrammer/CU2PT-Plugin
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In order to evaluate the performance of our proposed technique, we consid-
ered three metrics: 1) compression ratio: the percentage of the reduction in the
size (physical source lines of code) of the test suite after it is parameterized by
the proposed technique, 2) applicability ratio: the percentage of the tests in a
test suite that are successfully converted to the parameterized format, and 3)
execution time: the time budget needed for the parameterization of a test suite
generated for a single class under test.

The results of the experiment demonstrated that the proposed technique is
able to provide an average compression ratio of 66% over the whole dataset.
Additionally, the lowest and the highest compression ratio are respectively 11%
and 96%. Furthermore, in more than 56% of the classes, the compression ratio
is at least 80%, meaning that the proposed technique is very likely to cause a
significant decrease in the size of a given test suite. Albeit, the reason for the large
differences in the compression ratios is the fact that Randoop generates different
test suites based on its method sequence generation and extension algorithm.
Some of the test suites include quite similar test methods and statements and
some of them include more diversity in this regard.

In some of the test suites generated by Randoop, the rate of the presence
of code clones is very high; the characteristic which is utilized by our proposed
method, resulting in a higher compression ratio. For instance, when a class has
just a few public methods, considering the speed with which Randoop generates
the test sequences, there would be a large set of method sequences generated
with a high level of similarity; hence, the probability of the existence of test
clones among them is increased. However, if a class has too many public meth-
ods, Randoop can generate various sequences and the similarity of the method
sequences is decreased, and as a result, the number of test clones would be de-
creased. For the test suites with a smaller test clone ratio, there would be less
potential for our proposed method to compress the test suite, resulting in a
smaller compression ratio.

Regarding the applicability ratio, the highest and the lowest values are re-
spectively 100% and 15%, with an average of 75% over the whole dataset. More-
over, in more than 62% of the classes, the applicability ratio is at least 80%,
evidencing the effectiveness of the proposed technique. It should be noted that
during the experiment, the proposed technique converted a total of 408,000 test
clones into 23,000 parameterized tests in about 7.5 hours; resulting in an aver-
age execution time of 1.17 seconds for each parameterized test, which shows the
efficiency of the proposed technique.

Listing 1.1. Example test clones generated by Randoop

@Test

public void test01() throws Throwable {
if (debug) System.out.format(”%n%s%n”, test01”);
int il = Primes.nextPrime(0);
org. junit . Assert. assertTrue(il == 2);

}

@Test
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public void test02() throws Throwable {
if (debug) System.out.format(”%n%s%n”, test02”);
int il = Primes.nextPrime(1);
org. junit . Assert.assertTrue(il == 2);

}

Listing 1.2. Parameterized test for the test methods in Listing 1.1

@DataPoints(”testData”)
public static Object[][] getArguments() {
return new Object[][[{{ "test01”, 0, 2}, {"test02”, 1, 2}};
}
@Theory
public void test (@FromDataPoints(”testData”) Object[] arguments) {
if (debug) System.out.format(”%n%s%n”, arguments[0]);
int il = Primes.nextPrime((int) arguments[1]);
Assert. assertTrue(il == (int) arguments|2]);

}

5 Conclusion

In this paper, an automated technique is introduced that takes as input a unit
test suite generated by an automated unit test generation tool, and through
static analysis and automatic code generation, compresses the given test suite
by converting its constituent tests into parameterized tests. During the evalua-
tions conducted, for more than 56% of the input classes, the proposed technique
has been able to provide a compression ratio of at least 80%, providing a sig-
nificant decrease in the size of the test suite while preserving the test coverage.
In addition, this technique is considered efficient as it has successfully trans-
formed over 408,000 test clones into nearly 23,000 parameterized tests in less
than eight hours, which means an average execution time of 1.17 seconds for
each parameterized test.

While the experiment discussed in this paper acknowledges the effectiveness
and efficiency of the proposed technique, it is interesting to conduct more exten-
sive experiments, including a larger dataset of test suites generated by Randoop,
and also other automated unit test generation tools like EvoSuite [3]. This will
be the main direction of our future work. Furthermore, we plan to investigate
the performance of our technique on the test suites generated manually, as from
the technical point of view, the proposed technique is not limited to test suites
generated by automated tools.
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