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Abstract. Compositional models, specified with the help of a Marko-
vian Stochastic Process Algebra (SPA), are widely used in performance
and dependability modelling. The paper considers the problem of tran-
sition rate reconstruction: Given two SPA components with unknown
rates, and given their combined flat model with fixed rates, the task is
to reconstruct the rates in the components. This problem occurs fre-
quently during so-called model repair, if a certain subset of transition
rates of the flat model needs to be changed in order to satisfy some given
requirement. It is important to have a structured approach to decide
whether or not the rate reconstruction, satisfying the desired low-level
model changes, is possible or not. In order to realize such a reconstruc-
tion, every combined model transition is transformed into an equation,
resulting – for each action type – in a system of bilinear equations. If the
system of equations meets a consistency condition, rate reconstruction
is indeed possible. We identify a class of SPA systems for which solving
the system of equations is not necessary, since by checking a set of sim-
ple conditions we can check the consistency of the system of equations.
Furthermore, for general models outside this class, an iterative algorithm
for solving the system of equations efficiently is proposed.

Keywords: Stochastic Process Algebra, Bilinear System of Equations,
Model Reconstruction.

1 Introduction

Stochastic Process Algebras (SPA) such as PEPA [11], EMPA [4] and CASPA [14]
are often used in performance and dependability modeling, since they allow users
to define complex systems in a modular and hierarchical way as interacting
components. For checking system requirements in a model, probabilistic model
checking, implemented in tools like PRISM [15], MRMC [13], iscasMC [8] and
STORM [6], is used. Model checking usually takes place at the level of the com-
bined model, where states are labelled with atomic propositions, and transitions
are labelled with action names and rates.

In this paper, an interesting question is addressed: Given a compositional
SPA model, albeit with unknown transition rates, and given the transition rates
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of the associated low-level flat Markov chain, how and under which conditions
can we reconstruct the transition rates of the high-level model, i.e. of the SPA
components? In other words, how can we lift the combined model rate informa-
tion to the high-level model? This is an important question, since users usually
prefer not to work with the (large) flat model of the system, but instead work
with the much smaller CTMCs of the components.

This question arises frequently in the field of model repair [2]. That is, if
a property is not satisfied in a model, we may apply some modifications to
the model such that the modified (repaired) model satisfies the property [3,5].
Earlier works on model repair, based on transition rate modification, has been
published in [20] and [19] for different time-bounded and time-unbounded reach-
ability properties expressed in the logic CSL [1]. However, all these researches
address model repair solution at the level of the flat, combined model of the
system. Whenever, for the sake of a property fulfillment, some transition rates
in the combined model of the system are supposed to change, we need to know
if reconstructing the components accordingly is feasible or not. Recently, in [17],
a lifting algorithm has been introduced which receives the combined model rate
modifications and lifts this information to the compositional high-level model, if
such a lifting is possible at all. At the core of this algorithm is the construction
and solution of a system of bilinear equations.

With a simple example, inspired by [18] and developed in [17], the rate re-
construction problem is explained: In Figure 1, two components, A and B, are
synchronised over action a and the resultant combined model is shown. Every
transition is labelled by the tuple (act, r), where act is the action name and r
is the transition rate. Assume that the combined model transition rate values

Fig. 1: Processes A and B and the resultant combined model

{f1, . . . , f5} are given and all transition rates of the components are unknown

variables (x
(a)
12 , x

(b)
21 , y

(a)
12 , y

(c)
21 ). The transition rates in the combined model are

functions of the transition rates in the components, where for action synchro-
nisation in SPA, different semantics have been discussed and compared in the
past concerning the rate of the combined transition rate [10]. In this paper, we
assume that the rate of a combined transition is calculated as the product of
the rates of the transitions to be synchronised, similar to the synchronisation of
CTMC modules in PRISM.

For reconstructing the rates of the components, every action type should be
considered independently:
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Action a: Action a is a synchronising action and there is only one a-transition

in the combined model. So, the only equation is x
(a)
12 · y

(a)
12 = f1, and obviously,

for any arbitrary value of f1, it is always possible to choose x
(a)
12 freely and then

set y
(a)
12 accordingly.

Action b: Assume f2 = f3 = f , then local lifting is possible, i.e. lifting the
combined model transition rates to the high-level model. In this case, the only

equation is x
(b)
21 = f . In general, local lifting means that reconstruction of com-

bined model transition rates is possible by assigning some transition rates in
only one of the components.
Action c: If f4 = f5, then we have the same case as for action type b above.
But let us now consider the case f4 6= f5. The two c-transitions in the combined
model stem from the only c-transition in component B, and if this transition
rate is changed, both c-transitions in the combined model are equally affected.

The system of equations includes two contradicting equations: y
(c)
21 = f4 and

y
(c)
21 = f5. So, in this example, we cannot reconstruct the rates in the high-

level components in a straight-forward manner, because there exists a context
dependency for the transition rates f4 and f5.

However, as a solution for this problem, it has been observed in [17] that we
can implement this context dependency by adding action c to the synchronisa-
tion set and inserting c-selfloops at the states of component A with unknown

transition rates x
(c)
11 and x

(c)
22 , as shown in Figure 2. The modified components

are denoted A′ and B′. In order to find the unknown rates x
(c)
11 , x

(c)
22 and y

(c)
21 , we

Fig. 2: Processes A′ and B′ with added selfloops and modified synchronising set

can transform the combined model c-transitions into the mathematical equations

x
(c)
11 ·y

(c)
21 = f4 and x

(c)
22 ·y

(c)
21 = f5. For any pair of values f4 and f5, this system of

equations has a solution, so reconstructing the high-level models is now possible!

One possible solution is x
(c)
11 = f4, x

(c)
22 = f5 and y

(c)
21 = 1. Note, however, that

in general, the system of equations may or may not have a solution.

It is always possible to form a system of equations, representing the combined
model transitions with regard to a specific action type, if the rates of the flat
Markov chain are given. This system of equations, for a combined system of
two interacting components, always has a specific bilinear form. Solving this
system of equations efficiently can be challenging, especially for systems with
very large state space. In this report, we identify a class of systems where without
solving the system of equations and only by checking some simple conditions,



4 A. Soltanieh, M. Siegle.

the consistency of the system of equations can be checked and a possible solution
can be obtained. For general systems outside this class, an iterative algorithm is
introduced which can solve the system of equations efficiently.

2 Background

A bilinear equation is one in which the variables may be partitioned into two
disjoint subsets such that the left hand side is linear in each set separately and
the right hand side is a given scalar. The system of l bilinear equations can be
shown in the following matrix form:

xTAiy = di, i = 1, 2, . . . , l (1)

where x and y are two disjoint variable vectors of length n and m, respectively,
and Ai ∈ Rn×m.

In [12], the solution theory is provided for complete bilinear systems of equa-
tions for the case that all Ai matrices are linearly independent. A bilinear system
of equations is complete if the number of equations is the product of the number
of x and y variables (l = n ·m). It is proved that the consistency and the solu-
tion of the complete bilinear system of equations can be obtained using matrix
G ∈ Rn×m from the following equation:

vec(G) = (A−1)T d (2)

where vec is the vectorization operator which transforms a matrix into a column
vector by stacking the columns of the matrix on top of one another, and A is a
matrix with columns vec(Ai). If the rank of matrix G is one, then the system of
equations is consistent and has a solution.

In the general form of a bilinear system of equations (1), every equation
may include the sum of several bilinear terms. But in our situation, which is
the system of two interacting components, we have a simpler case where every
equation has only one bilinear term. In this case, it is always possible to sort the
equations such that matrix A becomes the identity matrix. Then vec(G) = d,
which leads to the result obtained in this paper in Lemma 1.

In Sect. 3, we derive some conditions which occur frequently in models with
synchronising or non-synchronising actions. We will see that by checking such a
set of simple conditions, we can decide whether a solution exists or not, and if a
solution exists we can obtain one. If these conditions are not satisfied, we need
to solve the system of equations using other methods.

3 Special Cases Leading to Complete System

In this section, we will see that under some conditions, we can verify the con-
sistency of the system of equations by checking a simple condition and find a
possible solution. We divide this section into two parts, synchronising and non-
synchronising actions, i.e. whether the system of equations corresponds to a



Solving Systems of Bilinear Equations for Transition Rate Reconstruction 5

synchronising action or a non-synchronising one. At first, we define the frame-
work and notation for the system and then in two lemmas the complete systems
wrt a synchronising or non-synchronising action are defined. In the rest of this
report, the action type is omitted from the variable notation, since it is implicit
in the context.

Definition 1 (System Definition).
Let Sys = M1 ‖Σs M2, where M1 and M2 are two Markovian transition

systems with state spaces S1 and S2 , and Σs ⊆ Act is the set of synchronising
actions. S ⊆ S1 × S2 denotes the reachable state space of the combined model
Sys (reachable from the specified initial states in M1 and M2).

For action c ∈ Act, en1 = {a1, . . . , ap} ⊆ S1 and en2 = {b1, . . . , br} ⊆ S2

are the states in M1 and M2 where action c is enabled. Let ne1 = S1 \ en1 =
{ap+1, . . . , ap+q} and ne2 = S2 \ en2 = {br+1, . . . , br+s} be the sets of states
where action c is not enabled, so |S1| = p+ q and |S2| = r + s.

ki and lj are the number of outgoing c-transitions in states ai and bj, where
1 ≤ i ≤ p and 1 ≤ j ≤ r. Let m = k1 + . . .+ kp and n = l1 + . . .+ lr be the total
number of c-transitions in M1 and M2 respectively.

a
(j)
i and b

(j)
i are target states of c-transitions in S1 and S2 respectively, where

a
(j)
i ∈ S1, 1 ≤ i ≤ p, 1 ≤ j ≤ ki and b

(j)
i ∈ S2, 1 ≤ i ≤ r, 1 ≤ j ≤ li.

k1


a1

x
a1a

(1)
1−−−−−→ a

(1)
1

...

a1

x
a1a

(k1)
1−−−−−−→ a

(k1)
1

...

l1


b1

y
b1b

(1)
1−−−−→ b

(1)
1

...

b1

y
b1b

(l1)
1−−−−−→ b

(l1)
1

...

kp


ap

x
apa

(1)
p−−−−−→ a

(1)
p

...

ap

x
apa

(kp)
p−−−−−−→ a

(kp)
p

ap+1
�c−−→

...

ap+q �c−−→

lr


br

y
brb

(1)
r−−−−→ b

(1)
r

...

br
y
brb

(lr)
r−−−−−→ b

(lr)
r

br+1
�c−−→

...

br+s �c−−→

x = {x
aia

(j)
i
∈ R+|1 ≤ i ≤ p, 1 ≤ j ≤ ki} and y = {y

bib
(j)
i
∈ R+|1 ≤ i ≤

r, 1 ≤ j ≤ li} are the sought rates of the c-transitions in M1 and M2 respectively1.

3.1 Synchronising action

Lemma 1 (Complete System for Synchronising Action). For the system
Sys described in Def. 1 where c ∈ Σs, if all c-transitions in M1 can move

1 xab is the transition rate from state a to b in M1, and as a special case, xaa is the
rate of the selfloop at state a, used in particular in Sect. 3.2. Similarly yab for M2.
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simultaneously with all c-transitions in M2, i.e. en1×en2 ⊆ S, then the resultant
system of equations with regards to action c is always complete. The system of
equations (3) represents all c-transitions in the combined model.

(a1, b1)
d1−−→ (a

(1)
1 , b

(1)
1 ) x

a1a
(1)
1
y
b1b

(1)
1

= d1

...
...

(a1, br)
dn−−→ (a

(1)
1 , b

(lr)
r ) x

a1a
(1)
1
y
brb

(lr)
r

= dn
...

...

(ap, b1)
d(m−1)·n+1−−−−−−−→ (a

(kp)
p , b

(1)
1 ) x

apa
(kp)
p

y
b1b

(1)
1

= d(m−1)·n+1

...
...

(ap, br)
dm·n−−−→ (a

(kp)
p , b

(lr)
r ) x

apa
(kp)
p

y
brb

(lr)
r

= dm·n

(3)

d = (d1, . . . , dmn) is the vector of the given rates of the c-transitions in the
combined model. The consistency of the system of equations can be checked using
conditions (4) and a possible solution can be obtained by (5).

Proof. If en1× en2 ⊆ S, then all the combined model states in (3) are reachable
and there are m·n c-transitions in the combined model. Every combined model c-
transition represents a bilinear equation. The total number of bilinear equations
is the product of the number of x and y variables. So, the system of bilinear
equations is complete.

The necessary and sufficient conditions for the system of equations (3) to
have a solution is : 

d1
d2

= dn+1

dn+2
= . . . =

d(m−1)n+1

d(m−1)n+2

d1
d3

= dn+1

dn+3
= . . . =

d(m−1)n+1

d(m−1)n+3

...
d1
dn

= dn+1

d2n
= . . . =

d(m−1)n+1

dmn

(4)

If these conditions are satisfied, a solution can be obtained using the following
equations (5). We can choose one variable freely, say y

b1b
(1)
1

= h, and obtain the

other variables.



y
b1b

(1)
1

y
b1b

(2)
1

= d1
d2

...
y
b1b

(1)
1

y
brb

(lr)
r

= d1
dn

⇒


y
b1b

(2)
1

= hd2d1
...

y
brb

(lr)
r

= hdnd1

⇒


x
a1a

(1)
1

= d1
h

...

x
apa

(kp)
p

=
d(m−1)n+1

h

(5)
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Fig. 3: Processes M1 and M2 and the resultant combined model

Example In Figure 3 there are two processes M1 and M2 synchronised over
actions Σs = {a, b} and the resultant combined model. We need to reconstruct
the rates of a-transitions. For every a-transition in the combined model, an
equation is created and the system of bilinear equations is formed.

Table (1) shows the a-transitions and the system of equations for the rates
d = (d1, . . . , d6) = (3, 2, 1.5, 1, 10.5, 7). Figure 4 shows M1 and M2 with only
a-transitions. Applying Def. 1 for M1, we would have a1 = 1, k1 = 2 and a2 = 3,
k2 = 1 and similar for M2.

(1, 1)
a,d1−−−→ (2, 2) =⇒ x12 · y12 = d1

(1, 2)
a,d2−−−→ (2, 1) =⇒ x12 · y21 = d2

(1, 1)
a,d3−−−→ (3, 2) =⇒ x13 · y12 = d3

(1, 2)
a,d4−−−→ (3, 1) =⇒ x13 · y21 = d4

(3, 1)
a,d5−−−→ (1, 2) =⇒ x31 · y12 = d5

(3, 2)
a,d6−−−→ (1, 1) =⇒ x31 · y21 = d6

Table 1: a-transitions and the system of
nonlinear equations.

Fig. 4: Processes M1 and M2 with a-
transitions only.

The necessary condition in Lemma (1) is satisfied, since the number of a-
transitions in the combined model is equal to m · n = 6 where m = 3 is the
number of a-transitions in M1 and n = 2 is the number of a-transitions in M2.
According to condition (4), the necessary condition for the system of equations in
Table (1) to have a solution is: d1d2 = d3

d4
= d5

d6
and vector d satisfies this condition.

Therefore, this system of equations has a solution, y12 can be chosen freely, e.g.
y12 = h = 1, and the other unknowns are determined: y21 = d2/d1 = 2/3,
x13 = d3/h = 1.5, x12 = d1/h = 3, x31 = d5/h = 10.5.

3.2 Non-synchronising action

In this section we consider the transition rate reconstruction for non-synchronising
actions. If local lifting is not possible, the action is added to the synchronis-
ing set, the necessary selfloops are added and a system of bilinear equations is
formed. We will see that for a class of systems, this system of equations is always
complete.
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Spurious Transitions: Our aim is to reconstruct the transition rates of the
high-level model by transition rate assignment, possibly adding some actions
to the synchronising set and adding selfloops to the components, but not by
adding nor removing any transition(s) in the combined model. Adding action c
to the synchronising set incurs the danger of creating some incorrect spurious
transitions. For instance, in the system described in Def. 1, if state (a1, b1) in the

combined model is reachable, having two transitions (a1, b1)
c−−→ (a

(1)
1 , b1) and

(a1, b1)
c−−→ (a1, b

(1)
1 ), creates a spurious transition (a1, b1)

c−−→ (a
(1)
1 , b

(1)
1 ) which

should not exist in the combined model. Therefore, the set of states SP = en1×
en2, in the combined model must be unreachable (SP ∩S = ∅) to avoid spurious
transitions. The same condition is also checked by the algorithm in [17], thus
guaranteeing that the behaviour of the system is not affected by the extended
synchronisation set and the added selfloops.

Lemma 2 (Complete system for Non-synchronising Action). In the sys-
tem described in Def. 1, assume that c 6∈ Σs and local lifting is not possible, so
action c is added to Σs and c-selfloops are added to states ap+1, . . . , ap+q and to
states br+1, . . . , br+s. If (en1×ne2)∪ (ne1× en2) ⊆ S and SP ∩S = ∅, then the
resultant system of equations includes two independent complete bilinear systems
of equations. The consistency of these systems of equations can be checked using
conditions (7), and the possible solution can be derived by equations (8).

Proof. Every c-transition in the combined model is transformed to a bilinear
equation and the following systems (6) are formed.



x
a1a

(1)
1
· ybr+1br+1

= d1

...
x
a1a

(k1)
1

· ybr+1br+1
= dk1

...

x
apa

(1)
p
· ybr+1br+1 = dk1+...+kp−1+1

...
x
apa

(kp)
p
· ybr+1br+1

= dm

...



xap+1ap+1
· y
b1b

(1)
1

= e1

...
xap+1ap+1

· y
b1b

(l1)
1

= el1

...

xap+1ap+1
· y
brb

(1)
r

= el1+...+lr−1+1

...
xap+1ap+1

· y
brb

(lr)
r

= en

...

(6)
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...

x
a1a

(1)
1
· ybr+sbr+s

= d(s−1)m+1

...
x
a1a

(k1)
1

· ybr+sbr+s
= d(s−1)m+k1

...

x
apa

(1)
p
· ybr+sbr+s = ds·m−kp+1

...
x
apa

(kp)
p
· ybr+sbr+s

= ds·m

...

xap+qap+q
· y
b1b

(1)
1

= e(q−1)·n+1

...
xap+qap+q

· y
b1b

(l1)
1

= e(q−1)·n+l1

...

xap+qap+q
· y
brb

(1)
r

= eq·n−lr+1

...
xap+qap+q

· y
brb

(lr)
r

= eq·n

where d = (d1, . . . , ds·m) and e = (e1, . . . , eq·n) are the c-transition rates of
the combined model.

The LHS system of equations of (6) is independent of the RHS since they
have no common variables. The number of equations in the LHS system of
equations is m · s which is the product of the number of x and y variables in this
system of equations. Similarly, the number of equations in the RHS system of
equations is n · q which is the product of the number of x and y variables in this
system of equations. Therefore, both the RHS and LHS systems of equations are
complete bilinear systems. Satisfying the condition (en1×ne2)∪(ne1×en2) ⊆ S,
we can make sure that all the equations in (6) exist, otherwise there would be
fewer equations and the systems of bilinear equations would be incomplete.

The necessary conditions for these two independent systems of equations to
be consistent are:



d1
d2

= dm+1

dm+2
= . . . =

d(s−1)m+1

d(s−1)m+2

d1
d3

= dm+1

dm+3
= . . . =

d(s−1)m+1

d(s−1)m+3

...
d1
dm

= dm+1

d2m
= . . . =

d(s−1)m+1

ds·m



e1
e2

= en+1

en+2
= . . . =

e(q−1)n+1

e(q−1)n+2
e1
e3

= en+1

en+3
= . . . =

e(q−1)n+1

e(q−1)n+3

...
e1
en

= en+1

e2n
= . . . =

e(q−1)n+1

eq·n

(7)

If vectors d and e satisfy the conditions (7) then high-level transition rate recon-
struction is possible by making action c synchronising and adding the selfloops.
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We can choose two variables freely, say x
a1a

(1)
1

= h1 and y
b1b

(1)
1

= h2, and

obtain the other unknowns:

x
a1a

(2)
1

= h1 · d2d1
...

x
apa

(kp)
p

= h1 · dmd1
ybr+1br+1

= d1
h1

...

ybr+sbr+s
=

d(s−1)m+1

h1



y
b1b

(2)
1

= h2 · e2e1
...
y
brb

(lr)
r

= h2 · ene1
xap+1ap+1 = e1

h2

...
xap+qap+q =

e(q−1)n+1

h2

(8)

4 Iterative Algorithm to Solve System of Equations

So far, we have identified special cases for which we can obtain the solution, if
one exists, by checking a simple condition over the given rates d. For general
systems which do not fit in with this framework, we need to solve the system of
equations directly, which is computationally expensive. For example, in case of
a synchronising action c, if the number of c-transitions in the combined model
is less than the product of the number of c-transitions in the components, then
we cannot use Lemma 1. In other words, if some of the transitions in (3) do not
exist (because some states in the combined model are non-reachable), then the
system is incomplete and Lemma 1 is not applicable anymore.

We now introduce an iterative algorithm which exploits the fact that the
system of equations always has a specific form. The algorithm works for syn-
chronising actions c. But it can also be used for non-synchronising actions c,
after it has become clear that no local solution exists and after adding c to the
synchronising set and adding the necessary selfloops.

Iterative Algorithm The system of equations to be solved contains the vari-
ables x = (x1, . . . , xm) and y = (y1, . . . , yn), and the equations have the specific
form xr · ys = di, where i ∈ {1, . . . ,m · n}, r ∈ {1, . . . ,m}, s ∈ {1, . . . , n} and xr
and ys are elements of x and y vectors, respectively. The unknown variable vec-
tors x and y represent the transition rates of the components, and (d1, . . . , dk)
are the given combined model transition rates. Although this system of equa-
tions is a nonlinear multivariate system, this form of equations enables us to
develop an iterative algorithm to solve it efficiently.

1: Algorithm SolveBilinEqns (Eqns)
2: // The algorithm solves a system of k bilinear equations
3: // of the form xrys = di, where i ∈ {1, . . . ,m · n}.
4: // Eqns points to the totally ordered list of equations.
5: Initialisation: Computed := ∅
6: // The set Computed contains variables whose value has already been computed.
7: repeat
8: curreqn := first remaining equation from Eqns
9: // throughout, curreqn denotes the currently processed equation

10: delete curreqn from Eqns
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11: assign an arbitrary non-zero value to the first variable of curreqn and calculate the other
variable

12: add these two variables and their values to Computed
13: repeat
14: curreqn := equation which is next in order in Eqns
15: if both of the variables of curreqn are in the Computed set then
16: evaluate curreqn
17: if curreqn holds then
18: remove curreqn from Eqns
19: else
20: return Error and exit the algorithm
21: // the system of equations is inconsistent and has no solution
22: end if
23: else if exactly one of the variables of curreqn is in the Computed set then
24: calculate the other variable of curreqn and add it to Computed
25: remove curreqn from Eqns
26: else
27: // both variables are not yet in Computed
28: skip curreqn // the algorithm will return to this equation later
29: end if
30: until the last equation in Eqns has been reached
31: until Eqns = ∅ // i.e., until all equations have been processed

This algorithm takes a totally ordered set of equations Eqns as its input (the
ordering is arbitrary, but remains fixed). The currently processed equation is
called curreqn, and after an equation has been processed, it is removed from
Eqns. The variables that have already been assigned a value are added to a
set called Computed, which is initially empty. The algorithm processes the (re-
maining) equations in order, possibly in several iterations. When the algorithm
checks the next equation in Eqns, three possible scenarios may occur: (1) If both
of the variables are already in the Computed set, the equation is evaluated, and
if it holds, it is removed from Eqns; otherwise, the algorithm terminates un-
successfully, because the system of equations is inconsistent. (2) If exactly one
of the variables in the current equation is in the Computed set, then the other
variable is calculated and also added to Computed, and the equation is removed
from Eqns. (3) If neither of the variables is in the Computed set, the equation is
skipped, and will be checked again in the next iteration of the outer repeat-until
loop. The reason is that the algorithm needs to avoid setting variables too early,
since that might cause some of the following equations not to hold even if the
system of equations is consistent. The algorithm terminates successfully once all
the equations are checked, at which state the set Eqns is empty.

5 Case Study: Tandem queueing network

In this section, we study a tandem queueing network taken from [9] as a bench-
mark and compare the runtimes of the different methods for solving the system
of bilinear equations.
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Fig. 5: M/Cox2/1-queue sequentially composed with an M/M/1-queue

5.1 System Definition

The model consists of an M/Cox2/1-queue sequentially composed with an M/M/1-
queue, resulting in a finite-state CTMC2. Each queue has the capacity c > 0,
where c ∈ N is an adjustable parameter. Figure 5 shows a schematic of the sys-
tem. A job arrives at the system with rate λ, and the server of the first station
executes service in one or two phases with rates µ1 and µ2. The probability
that the first station executes service in both phases is a1, and κ is the second
station’s service rate. We perform our experiments for different values of c and
take the following values for the parameters of the queues: λ = 4 · c, a1 = 0.1,
µ1 = µ2 = 2 and κ = 4.

Fig. 6: CTMC models of M/Cox2/1 and M/M/1 queues

CTMC models of these two queues are shown in Figure 6, where the states of
the M/Cox2/1-queue are 2-tuples, the first number showing the number of jobs,
and the second number indicating the service phase. The SPA representation of
the system is:

Sys = (M/Cox2/1) ‖{route} (M/M/1) (9)

This model has one synchronising action, which is called route (highlighted in
red in Figure 6). In the first queue this action means that a job leaves the queue,
and in the second queue that a job enters the queue. These two events must
always occur simultaneously in both queues. Each of the 2c route-transitions of
the first queue can synchronise with each of the c route-transitions of the second
queue, so in the combined model there are 2c2 route-transitions. In other words,
using the terminology of Section 2, the system is complete regarding the action
route, so that we can use Lemma 1 to verify the system of equations’ consistency
and obtain a possible solution.

2 The PRISM source code of this model is provided at https://www.

prismmodelchecker.org/casestudies/tandem.php.

https://www.prismmodelchecker.org/casestudies/tandem.php
https://www.prismmodelchecker.org/casestudies/tandem.php
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5.2 Runtime comparison

In this section, we use a slight modification of our iterative algorithm from Sec-
tion 4 to generate random sets of values d for the rates of the combined system’s
route-transitions, thereby ensuring that the resulting system of equations is con-
sistent. This modification works as follows: Initially, we generate a fully random
set of values d and start running the algorithm. Once the algorithm reaches an
equation which does not hold (line 20 of the algorithm), the value of the rate di
is simply changed such that the equation becomes consistent. Similarly, we go
through the remaining equations and generate the modified set d.

For such a consistent set of the combined model’s route-transition rates d =
{d1, . . . , d2c2}, we will now compare the runtimes needed by the different solution
methods. We compare the approaches of Lemma 1, our iterative algorithm and
Gurobi [7], all implemented in (resp. called from) a Matlab [16] environment.
Table 2 shows the size of the system for different values of c, where the number
of route-transitions equals the size of the system of equations, which is also the
size of vector d. Table 3 shows the runtime for the three methods3.

c
200 250 300 350 400 450 500

Total number of states 80601 125751 180901 246051 321201 406351 501501

Total number of transitions 280599 438249 630899 858549 1121199 1418849 1751499

Number of route-transitions 80000 125000 180000 245000 320000 405000 500000

Table 2: Size of the system depending on parameter c

method
c

200 250 300 350 400 450 500

Lemma 1 24.5 69.7 171.1 314.7 443.8 723.4 1051.8

Iterative Algorithm 29.3 86.1 196.6 350.2 477.1 801.9 1134.5

Gurobi Solver 62.2 216.2 349.6 612.3 793.3 1114.1 1492.4

Table 3: Runtime in seconds

As we see in Table 3, Lemma 1 is the fastest method to check the consistency
of the system of equations (at least 41% faster than Gurobi), followed by our
iterative algorithm. Gurobi is always the slowest method. In this comparison,
one has to consider that Gurobi is a highly optimised commercial tool (one of
the most powerful solvers currently available), while our own implementations
consist of simple, non-optimised Matlab code. However, this result was to be
expected since in Lemma 1 only some simple conditions over d are checked, and
in our iterative algorithm the special structure of the bilinear system of equations

3 Executed on Intel Core i7-8650U CPU@ 1.90GHz-2.11GHz
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is exploited, both processes being computationally much less expensive than
general equation solving.

But Gurobi has the significant advantage that it allows the user to define
a broad range of objectives and obtain an optimised solution. If the bilinear
system of equations has a solution, it is not unique. This fact is clearly shown
in Lemma 1 and Lemma 2, where an infinite number of solutions can be found
by freely choosing some variables. This optimisation feature becomes especially
interesting in applications of model repair, where we prefer to find the compo-
nents’ transition rates close to their original rates. So the following objective
function, employing the Euclidean distance, can be defined and minimised by
Gurobi: min||x− ox|| = min

√∑
i(xi − oxi)2, where ox is the set of the original

transition rates wrt x as given in the PRISM specification of the system. Simi-
larly, we can write the objective function for y variables. Such an optimisation
process is computationally expensive.

We fixed the value of c at c = 400 and generated 50 random sets of d, always
ensuring that the systems of equations is consistent. Then Gurobi was run to
verify the consistency, once with optimiser and once without optimiser. The
runtime comparison is shown in Table 4. As shown in the table, on average, the
runtime of the Gurobi solver with optimiser is more than 80% higher than the
solver’s runtime. For 88% of the d vectors, Gurobi solver with optimiser returned

c=400 Gurobi Solver Gurobi Solver & Optimiser

Mean Time Value 753.6 1369.1

Min 617.2 638.3

Max 2581.7 6082.9

Table 4: Runtime comparison in seconds for 50 random sets of d

the solution in less than 1000 seconds. The maximum runtime for solver with
optimiser is 6082.9, which is more than twice the solver’s maximum runtime.

6 Conclusion

In this paper, we have studied the system of bilinear equations that arises during
the reconstruction of transition rates in a two-component compositional model.
The same type of system of equations has recently been described in the lifting
algorithm from [17]. The problem is that solving such a bilinear system becomes
very expensive if the number of equations is large.

In order to tackle this problem, we have identified a special class of systems
where the consistency of the system of equations can be verified easily by check-
ing some simple conditions. Once the consistency check – formulated in Lemma 1
for synchronising actions and in Lemma 2 for non-synchronising actions – holds,
the solution to the system of equations is readily available. Furthermore, for gen-
eral cases, where the system of equations does not possess such a special form,
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we have developed a simple but efficient iterative algorithm which computes a
solution, if a solution exists at all.

We have compared these different solution methods to each other, but also
to the popular and powerful solver Gurobi, and the comparison turned out to
be very favorable for our methods. Gurobi, however, is also able to construct
solutions that satisfy additional optimality conditions (such as being close to
some pre-specified values), which is also demonstrated in the paper by means of
an example. In the future, we plan to extend the techniques developed in this
paper to systems of more than two components.
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