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Deadlock in packet switching networks
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Abstract. A deadlock in a packet switching network is a state in which
one or more messages have not yet reached their target, yet cannot
progress any further. We formalize three different notions of deadlock
in the context of packet switching networks, to which we refer as global,
local and weak deadlock. We establish the precise relations between these
notions, and prove they characterize different sets of deadlocks. More-
over, we implement checking of deadlock freedom of packet switching
networks using the symbolic model checker nuXmv. We show experi-
mentally that the implementation is effective at finding subtle deadlock
situations in packet switching networks.

Keywords: Packet switching network · Deadlock · Model checking.

1 Introduction

Deadlock is a historically well known bug pattern in computer systems where,
in the most general sense, a system reaches a state in which no operation can
progress any further. Deadlocks can occur in many different contexts, such as
operating systems [6], databases [17], computer networks, and many others [18],
provided one interprets the processes and resources involved appropriately. Re-
gardless of the context, deadlock is a situation that we generally want to avoid.

A packet switching network consists of nodes, connected by (directed) chan-
nels. Packets are exchanged in a store-and-forward manner. This means that a
node in the network first receives a packet in its entirety, and then decides along
which output channel to forward the packet based on a routing function. The
possible steps in the network are: sending a packet to some other node, process-
ing the packet by first receiving and then forwarding it, and finally, receiving a
packet when it reaches its destination node.

Packet switching networks have been around for decades, and the problem
of deadlock in such networks was already described early on [10]. Basically a
deadlock arises if packets compete for available channels. There are different
ways to deal with deadlocks. First, in deadlock avoidance, extra information in
the network is used to dynamically ensure deadlock freedom. Second, in deadlock
prevention, deadlock freedom is ensured statically, e.g. based on the network
topology and the routing function. Finally, networks with deadlock detection
are less restrictive in their routing. Deadlocks that result from these relaxed
routing schemes are detected and resolved using an online algorithm [4,9].
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Many packet switching networks have a dynamic topology, and therefore
use deadlock avoidance or deadlock detection. However, from the early 2000s,
Networks on Chip (NoCs) brought packet switching and deadlock prevention to
the level of interconnect networks in integrated circuits [1, 7]. Since such NoCs
have a static topology, they are amenable to deadlock prevention.

Deadlock prevention was studied, e.g., by Chen in 1974 [4], who referred to
prevention as “system designs with built-in constraints which guarantee freedom
from deadlocks without imposing any constraints on real-time resource alloca-
tion”. Later, in the 1980s, Toueg and Ullman addressed deadlock prevention
using local controllers [13]. Duato [8] was the first one to propose necessary and
sufficient conditions for deadlock-free routing in packet switching. In the context
of NoCs, Verbeek [14] and Verbeek and Schmaltz [15,16] formulated a necessary
and sufficient condition for deadlock-free routing that is equivalent to that of
Duato. In this paper, like [15], we consider networks with deterministic rout-
ing functions. However, [15] formalizes sufficient conditions on the network that
guarantee deadlock freedom; whereas, even if those conditions are not satisfied,
our approach is able to prove or disprove deadlock freedom of the network. The
notion of local deadlock we introduce in Section 3.2 is equivalent to those of
Duato and Verbeek. This paper is based on preliminary results in [12].

Contributions. In this paper, we focus on deadlock prevention in packet switching
networks, with a particular interest in NoCs. With this we mean the static-
checking for deadlock-freedom prior to the development of the packet switching
network. We restrict ourselves to networks with deterministic, incremental and
node-based routing functions. We formalize three different notions of deadlock,
namely global, local and weak deadlock. The definition of global deadlock is the
standard definition in which no message can make progress in the entire network.
A weak deadlock is a state in which no steps other than send steps are possible.
A state is a local deadlock if some filled channels are blocked, i.e., they contain a
message that can never be forwarded by the target of the channel. We show that
every global deadlock is a weak deadlock, and every weak deadlock is a local
deadlock. Furthermore, not every local deadlock is a weak deadlock. However,
from a weak deadlock a local deadlock in the same network can be constructed.

Finally, we show how a packet switching network and the deadlock properties
can be formalized using nuXmv [2] and CTL [5]. Our experiments indicate that
different types of deadlock are found, or their absence is proven, effectively in
packet switching networks. However, verification times out due to the state space
explosion when numbers of nodes and channels increase.

Structure of the paper. In Section 2 we define packet switching networks and their
semantics. Subsequently, in Section 3 we introduce three notions of deadlock,
that are compared in detail in Section 4. In Section 5 we describe a translation
of packet switching networks and deadlocks into nuXmv and CTL, and describe
an experiment with this setup. Conclusions are presented in Section 6. The paper
includes proof sketches of the results. For full proofs, the reader is referred to [11].
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2 Preliminaries

2.1 Packet switching network

A packet switching network consists of a set of nodes connected by (unidirec-
tional) channels. A subset of the nodes is considered to be terminal. Any node in
the network can receive a message from an incoming channel and forward it to
an outgoing channel. Terminal nodes can, furthermore, send messages into the
network and receive messages from the network. When forwarding a message or
sending a message, this is always done in accordance with the routing function.
In this paper we consider networks with a static, deterministic routing function.
The framework we present could be generalized to a non-deterministic setting.
Formally, a packet switching network is defined as follows [7].

Definition 1. A packet switching network is a tuple N = (N,M,C, rout) where:

– N is a finite set of nodes,
– M ⊆ N is the set of terminals, nodes that are able to send and receive

messages, with |M | ≥ 2,
– C ⊆ N ×N is a finite set of channels, and
– rout : N ×M → C is a (deterministic) routing function.

For channel (n,m) ∈ C we write source((n,m)) = n and target((n,m)) = m.
We require source(rout(n,m)) = n for every n ∈ N , m ∈ M , with m 6= n. We
write c = m to denote that channel c contains a message with destination m,
and write c = ⊥ to denote channel c is empty. We write M⊥ to denote M ∪{⊥}.

Routing function rout decides the outgoing channel of node n to which messages
with destination m should be forwarded.

For m ∈M , n ∈ N (with m 6= n), the next hop nextm : N → N is defined as
nextm(n) = target(rout(n,m)).

A packet switching network is correct if, whenever a message is in a channel,
the routing function is such that the message can reach its destination in a
bounded number of steps. In essence, this means the routing function does not
cause any messages to cycle in the network.

Definition 2. Let N = (N,M,C, rout) be a packet switching network. The net-
work is correct if for every m ∈M , and n ∈ N there exists k ≥ 0 such that

nextkm(n) = m,

where next0n(n) = n and nextk+1
m (n) = nextkm(nextm(n)).

In our examples, we typically choose the routing function such that k is mini-
mal, i.e., the routing function always follows the shortest path to the destination.
In any given state of the network a channel may be free, or it may be occupied by
a message. In the latter case it blocks access to that channel for other messages.
Processing in the network is asynchronous, which means that at any moment
a step can be done without central control by a clock. The content of a chan-
nel is identified by the destination m ∈ M of the corresponding message. More
precisely, the following steps can be performed in a packet switching network:
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c1 = ⊥

c3 = ⊥

c2 = ⊥c4 = ⊥

1 2

34

(a) Initial state

1 2

34

c1 = 3

c3 = ⊥

c2 = ⊥c4 = ⊥

1 2

34

(b) send step

1 2

34

c1 = ⊥

c3 = ⊥

c2 = 3c4 = ⊥

1 2

34

(c) process step

Fig. 1: A packet switching network with send, process and receive steps

Send Terminal m ∈ M can send a message to terminal m′ ∈ M by inserting
a message in channel rout(m,m′), provided this channel is currently empty.
After sending, this channel is occupied by m′.

Receive If channel c ∈ C with target(c) = m contains a message with destina-
tion m, the message can be received by terminal m and c becomes free.

Process If channel c ∈ C contains a message with destination m ∈ M , and
target(c) = n 6= m for n ∈ N , then the message can be processed by node n
by forwarding it to channel c′ = rout(n,m). This step can only be taken if
channel c′ is free. As a result, the message is removed from channel c (which
now becomes free) and moved to channel c′.

We illustrate these steps in a packet switching network in Example 1.

Example 1. Consider the packet switching network in Figure 1. The network
consists of four nodes, i.e., N = {1, 2, 3, 4}, all of which are terminals, so M = N ,
and four channels, C = {c1, c2, c3, c4}, shown as arrows from source to target.
The routing function is rout(n,m) = cn for all n ∈ N and m ∈ M . Initially,
all channels are empty, this is shown in Figure 1a. From the initial state it
is possible to perform a send step from any of the nodes. For example, since
channel c1 = ⊥, a message can be sent from node 1 to node 3. The message
is routed to c1. The resulting state is shown in Figure 1b. Now, c1 = 3 and
c2 = ⊥, hence node 2 can perform a process step, and forward the message
to c2. The resulting situation is shown in Figure 1c. Finally, since c2 = 3, and
target(c2) = 3, node 3 can execute a receive step, and consume the message from
channel c2. Consequently, all channels are empty and the system is back to the
initial state shown in Figure 1a.

2.2 Semantics of packet switching networks

We formalize the semantics of packet switching networks using Kripke structures.

Definition 3. Let AP be a set of atomic propositions. A Kripke structure over
AP is a four-tuple K = (S, I,→, L), where:

– S is a (finite) set of states,
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– I ⊆ S is the set of initial states,
– →⊆ S × S is the transition relation, which is total, i.e., for all s ∈ S there

exists t ∈ S such that s→ t, and
– L : S → 2AP is a labelling function that assigns a set of atomic propositions

to each state.

In general, the set of states in a Kripke structure may be an overapproximation
of the states that can be reached from an initial state. In this paper we sometimes
only consider the reachable states of the system.

Definition 4. Let K = (S, I,→, L) be a Kripke structure. The set of reachable
states of K is defined as follows:

R(K) = {s′ ∈ S | ∃s ∈ I : s→∗ s′}

where →∗ denotes the reflexive transitive closure of →.

We now formalize the semantics of a packet switching network. This captures
the intuitions described in Section 2.1.

Definition 5. Given packet switching network N = (N,M,C, rout), its seman-
tics is defined as the Kripke structure KN = (S, I,→, L) over AP = {c = m |
c ∈ C ∧m ∈M⊥}, defined as follows:

– S = M
|C|
⊥ , i.e., the state of the network is the content of its channels. If

C = {c1, . . . , c|C|} we write πci(s) = vi if s = (v1, . . . , v|C|) ∈ S,
– I = {s ∈ S | ∀c ∈ C : πc(s) = ⊥}, i.e., initially all channels are empty,
– transition relation →⊆ S × S is →s ∪ →p ∪ →r, where
• →s is the least relation satisfying

m,m′ ∈M m 6= m′ c = rout(m,m′) vc = ⊥
(v1, . . . , vc, . . . , v|C|)→s (v1, . . . ,m′, . . . , v|C|)

characterising that terminal m sends a message to terminal m′,
• →p is the least relation satisfying

m ∈M vc = m target(c) = n rout(n,m) = c′ vc′ = ⊥
(v1, . . . , vc, . . . , vc′ , . . . , v|C|)→p (v1, . . . ,⊥, . . . ,m, . . . , v|C|)

characterising that node n forwards a message with destination m that
comes in on channel c to channel c′, and

• →r is the least relation satisfying

m ∈M vc = m target(c) = m

(v1, . . . , vc, . . . , v|C|)→r (v1, . . . ,⊥, . . . , v|C|)

characterising that terminal m receives a message along its incoming
channel c.

– L(s) =
⋃

c∈C{c = m | πc(s) = m}, for every s ∈ S.

Note that it is straightforward to show that→s,→p and→r are pairwise disjoint.
We sometimes write, e.g., →pr instead of →p ∪ →r. We write 6→X if there is no
s′ ∈ S such that s→X s′ for x ⊆ {s, p, r}. To ensure that the transition relation
is total, we extend → with transitions s→ s whenever s 6→spr.
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3 Deadlocks

The key question about packet switching we are interested in is whether a net-
work is deadlock free. Intuitively, a network contains a deadlock if a message is
stuck in a channel, and it will never be processed or received by the target of
the channel. In practice, we can distinguish different notions of deadlock, each of
which has a different interpretation of this informal requirement. We introduce
three such notions, and study the relation between them.

3.1 Global deadlock

Typically a global deadlock is a state that has no outgoing transitions. However,
since we are dealing with Kripke structures, which have a total transition rela-
tion, every state has an outgoing transition. A global deadlock is, therefore, a
state that has no outgoing transitions to a state other than itself.

Definition 6. Let K = (S, I,→, L) be a Kripke structure. The set of global
deadlock states in K is defined as:

G(K) = {s ∈ S | @s′ ∈ S : s 6= s′ ∧ s→ s′}

When s ∈ G(K), we say that s is a global deadlock.

Example 2. Recall the packet-switching network from Example 1. The situation
in which all nodes have sent a message two hops away is shown on the right.

All channels contain a value m ∈ M , but none of them
can make progress because the next hop is blocked by
another message. For instance, message 3 in c1 has to
reach node 3, but rout(2, 3) = c2 is blocked by message
4. There is a cycle of blocked channels, where all of them
are filled, hence the network is in a global deadlock.

1 2

34

c1 = 3

c3 = 1

c2 = 4c4 = 2

1 2

34

The semantics of packet switching networks guarantees that there is no global
deadlock among the initial states.

Lemma 1. Let N = (N,M,C, rout) be a packet switching network with KN =
(S, I,→, L) its semantics. Then I ∩G(KN ) = ∅

Proof. Since |M | ≥ 2, and all channels are initially empty, there is a terminal
node that can send a message into the network. ut

3.2 Local deadlock

Even if not all of the channels in a packet switching network are blocked, it
can happen that a subset of the channels is deadlocked. Such a situation is
not covered by the global deadlock. We therefore introduce the local deadlock.
Intuitively, a state is a local deadlock if it has a channel that indefinitely contains
the same message.
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Definition 7. Let N = (N,M,C, rout) be a packet switching network, and
KN = (S, I,→, L) its semantics. The set of local deadlock states in KN in
which channel c ∈ C is deadlocked is defined as:

Lc(KN ) = {s ∈ S | ∀s′ ∈ S : s→∗ s′ =⇒ πc(s) 6= ⊥ ∧ πc(s′) = πc(s)}

The set of local deadlock states is defined as:

L(KN ) =
⋃
c∈C

Lc(KN )

We illustrate the local deadlock in the following example.

Example 3. Consider the packet switching network with N = M = {1, 2, 3, 4}
and C = {c1, c2, c3, c4, c5} shown on the right. The routing function rout(n,m) =
c5 if n = 3 and m = 2, and cn otherwise. None of the messages in channels c1, c2,
c3 and c4 can make another step because the next hop is blocked. For instance,
message 4 in c2 has to reach node 4, but rout(3, 4) = c3 is blocked by message 1.

Channel c5, by definition of the routing function, is
only used in case node 3 sends a message to node 2,
rout(3, 2) = c5. Therefore, node 3 can still send such a
message (which can be received by node 2 immediately
afterwards). Thus, these two steps will always be pos-
sible, even if all of the other channels are deadlocked.

1 2

34

c1 = 3

c3 = 1

c4 = 2 c2 = 4 c5

1 2

34

3.3 Weak deadlock

Local deadlock does not distinguish between sending a new message—which is
always possible if the target channel is empty—, and processing or receiving a
message. In this section, we introduce the notion of weak deadlock. A state is a
weak deadlock if no receive or process step is possible in that state.

Before defining weak deadlock, we first observe that in the initial states of
a Kripke structure representing a packet-switching network, trivially no process
or receive step is possible.

Lemma 2. Let N = (N,M,C, rout) be a packet switching network, and KN =
(S, I,→, L) its semantics. Then ∀s ∈ I : s 6→ pr

Proof. Initially all channels are empty. The result then follows immediately from
the definitions of →r and →p. ut

Because of this observation, we explicitly exclude the initial states. The def-
inition of weak deadlocks is as follows.

Definition 8. Let N = (N,M,C, rout) be a packet switching network, and
KN = (S, I,→, L) its semantics. The set of weak deadlocks is defined as:

W (KN ) = {s ∈ S \ I | s 6→pr}
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Example 4. Consider the packet switching network with N = M = {1, 2, 3, 4}
and C = {c1, c2, c3, c4, c5} shown on the right. The routing function rout(n,m) =
c5 if n = 2 and m = 1, and cn otherwise. None of the messages in c1, c2, c3, c4
can reach its destination because the next hop is blocked. For instance, message
2 in c4 has to reach node 2, but rout(1, 2) = c1 is blocked by message 3.

Channel c5, by definition of the routing function, is used
only when node 2 sends a message to node 1, rout(2, 1) =
c5. This means c5 can be filled with value 1, after which
it can be received immediately by node 1. Thus, node 2,
through channel c5, will always be able to send messages
to node 1, but in this particular configuration no process
or receive step is possible. Hence, this situation is a weak
deadlock.

1 2

34

c1 = 3

c3 = 1

c5

c2 = 4c4 = 2

1 2

34

4 Expressivity of different notions of deadlock

In this section we compare the different notions of deadlock introduced in the
previous section. We first relate global deadlocks to local and weak deadlocks,
and ultimately we investigate the relation between local and weak deadlocks.

4.1 Comparing global deadlocks to local and weak deadlocks

It is not hard to see that every global deadlock is both a local deadlock and a weak
deadlock. Furthermore, neither local nor weak deadlocks necessarily constitute
a global deadlock.

We first formalize this for local deadlocks in the following lemma.

Lemma 3. Let N = (N,M,C, rout) be a packet switching network, and KN =
(S, I,→, L) its semantics. Then we have:

G(KN ) ⊆ L(KN )

Proof. From the Definitions 6 and 7 it follows immediately that for all c ∈ C,
G(KN ) ⊆ Lc(KN ), hence G(KN ) ⊆

⋃
c∈C Lc(KN ) = L(KN ). ut

It is not generally the case that L(KN ) ⊆ G(KN ). This follows immediately
from Example 3, which shows a packet-switching network with a local dead-
lock that is not a global deadlock. For weak deadlocks, similar results hold as
formalized by the following lemma.

Lemma 4. Let N = (N,M,C, rout) be a packet switching network, and KN =
(S, I,→, L) its semantics. Then we have

G(KN ) ⊆W (KN )

Proof. Fix s ∈ G(KN ). Note that @s′ ∈ S : s 6= s′ ∧ s → s′ according to Defi-
nition 6. Towards a contradiction, suppose s→pr s

′ for some s′. It follows from
the definition of →pr that s 6= s′, and since →pr⊆→, this is a contradiction. So,
s 6→pr. Hence according to Definition 8, s ∈W (KN ). So, G(KN ) ⊆W (KN ). ut
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Again, the converse does not necessarily hold. This follows immediately from
Example 4, which shows a packet switching network with a weak deadlock that
is not a global deadlock.

4.2 Comparing local deadlocks to weak deadlocks

Now that we have shown that local and weak deadlocks are not necessarily global
deadlocks, the obvious question is how local and weak deadlocks are related. In
particular, what we show in this section is that there is a local deadlock in a
packet switching network if, and only if, there is a weak deadlock in the network.

Before we prove this main result, we first present several lemmata supporting
the proof. First, in subsequent results we have to reason about the number of
process and receive transitions that can be taken from a particular state, provided
that no send transitions are taken. To this end, we first formalize the number of
steps required to reach the destination for message m in channel c.

Definition 9. Let c ∈ C be a channel, and m ∈ M⊥ the destination of the
message carried by the channel.

N(c,m) =


0 if m = ⊥
1 if m = target(c)

1 +N(rout(target(c),m),m) otherwise

For correct packet switching networks, since the routing function is cycle free,
we know that N is well-defined.

Lemma 5. Let N = (N,M,C, rout) be a correct packet switching network, then
for all channels c ∈ C and messages m ∈ M⊥, there exists l ∈ N such that
N(c,m) = l.

Proof. Fix c ∈ C and m ∈ M⊥. Note that if m = ⊥, then N(c,m) = 0, so
the result follows immediately. Now, assume that m 6= ⊥. Since the network is
correct, there must be some k ∈ N such that nextkm(target(c)) = m. Pick the
smallest such k. It follows using an inductive argument that N(c,m) = k+1. ut

We use this property to show that, from a given state in a packet switching
network, if we only execute process or receive steps, the number of steps that
can be taken is finite.

Lemma 6. Let N = (N,M,C, rout) be a correct packet switching network with
KN = (S, I,→, L) its semantics, then

∀s ∈ S : ∃s′ ∈ S : s→∗pr s′ ∧ s′ 6→pr

i.e., the number of possible steps of type →pr, from state s, is bounded.
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Proof. First, we define the weight of a state s ∈ S as wt(s) =
∑

c∈C N(c, πc(s)).
The weight captures the total number of steps required such that all the messages
currently in the network can reach their destination. Note that N is well-defined
according to Lemma 5, hence wt is well-defined.

We can show that for all s, s′ ∈ S that if s →pr s
′, then wt(s′) < wt(s).

So, the weight of the state decreases on every transition taken in→pr. It follows
immediately from the definition of N that, if there is a→pr transition from state
s, then for some channel c and message πc(s), N(c, πc(s)) > 0. Therefore, the
number of →pr steps is finite. Hence, for all states s in K, there is a state s′

such that s→∗pr s′ such that s′ 6→pr. ut

At this point, we can finally formalize the correspondence between weak and
local deadlocks. We first prove that a weak deadlock is also a local deadlock.

Theorem 1. Let N = (N,M,C, rout) be a correct packet switching network
and KN = (S, I,→, L) its semantics. Then we have

W (KN ) ⊆ L(KN )

Proof. Fix arbitrary s ∈ W (KN ). From the definition of W (KN ), we observe
that s 6∈ I and s′ 6→pr. Let C ′ = {c ∈ C | πc(s) 6= ⊥} be the set of non-empty
channels in state s. Since s 6∈ I, C ′ 6= ∅.

Observe that for all c ∈ C ′, πc(s) 6= target(c), and rout(target(c), πc(s)) ∈ C ′
from the definitions of →p and →r, since s 6→pr.

Next we show that for all s′ ∈ S such that s →∗ s′, for all c ∈ C ′,
πc(s

′) = πc(s). We proceed by induction. If s →0 s′, then s = s′ and the
result follows immediately. Now, assume there exists s′′ such that s→n s′′ → s′.
According to the induction hypothesis, for all c ∈ C ′, πc(s′′) = πc(s). Fix ar-
bitrary c ∈ C ′. It follows from our observations that πc(s

′′) 6= target(c) and
rout(target(c), πc(s

′′)) ∈ C ′, hence rout(target(c), πc(s
′′)) 6= ⊥. Therefore, the

only possible transitions are a self-loop in which s′′ → s′ with s′′ = s′, or a
transition →r, in which case πc(s

′) = πc(s
′′) according to the definition of →r.

Hence, it follows that s ∈ Lc(KN ) for all c ∈ C ′, and since c′ is non-empty,
s ∈ L(KN ). So W (KN ) ⊆ L(KN ). ut

The following example shows that generally not L(KN ) ⊆W (KN ).

Example 5. Consider the packet switching network with N = M = {1, 2, 3, 4}
and C = {c1, c2, c3, c4, c5} shown on the right.1 Note that this configuration is
reachable by applying the following send steps in any order:

from node 1 to node 3, from node 2 to node 4, from
node 2 to node 1, from node 3 to node 1, and from
node 4 to node 2. This results in the configuration we
show. This is a local deadlock for channels c1 through
c4. Note, however, that node 1 can receive the message
from channel c5, so this is not a weak deadlock.

1 2

34

c1 = 3

c3 = 1

c5 = 1

c2 = 4c4 = 2

1 2

34

1 This is the same network as in Example 4, but with c5 = 1 instead of c5 = ⊥.
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The essence of a local deadlock is a cycle of nodes, each of which is waiting
for an outgoing channel to become free. This suggests that from a local deadlock,
we can construct a weak deadlock by removing all messages that do not play a
role in such a cycle. This is what we prove in the following theorem.

Theorem 2. Let N = (N,M,C, rout) be a correct packet switching network
and KN = (S, I,→, L) its semantics. Then we have

L(KN ) 6= ∅ =⇒ W (KN ) 6= ∅

Proof. Fix arbitrary s ∈ L(KN ). We show that from s we can reach a state s′

such that s′ ∈ W (KN ). Since s ∈ L(KN ), there exists a channel c ∈ C such
that s ∈ Lc(KN ), hence πc(s) 6= ⊥ and for all s′ ∈ S such that s→∗ s′, we have
πc(s

′) = πc(s). According to Lemma 6, there exists s′ such that s →∗pr s′ and
s′ 6→pr. Pick such s′. Since s→∗ s′, we have πc(s

′) = πc(s) and πc(s
′) 6= ⊥. Note

that since πc(s
′) 6= ⊥, s′ 6∈ I. Hence s′ ∈W (KN ), so W (KN ) 6= ∅. ut

5 Proof of Concept Implementation

In this section we present a proof-of-concept implementation of the theory for-
malized in this paper and evaluate its results. We translate packet switching
networks into SMV, and the notions of deadlock to CTL. We use nuXmv [2, 3]
to find deadlocks in the models or show their absence.

In the rest of this section, fix packet switching network N = (N,M,C, rout),
with Kripke structure KN = (S, I,→, L). For channels c ∈ C and nodes m ∈M ,
nextCm(c) = rout(target(c),m) denotes the next channel for message m when
it is currently in c.

5.1 An SMV model for packet switching networks

We sketch the translation of packet switching network N to the SMV format
used by nuXmv. The SMV model consists of the following parts:

– declarations: ci : 1 . . . |N |. That is, the model has a variable ci for every
channel ci ∈ C, whose value is in the range 0 . . . |N |; ci = 0 encodes ci = ⊥.

– initialization:
∧|C|

i=1 ci = 0. That is, initially all channels are empty.

– transition relation: The transition relation is the disjunction over all
send, process and receive transitions that are specified as follows. For each
ci ∈ C such that source(ci) ∈ M (i.e. its source is terminal), and message
m 6= source(ci) that ci can insert into the network, we have a send transition:

case ci = 0 : next(ci) = m ∧
∧

j 6=i next(cj) = cj ;

TRUE :
∧|C|

i=1 next(ci) = ci; esac
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For all channels ci, cj ∈ C and messages m, such that nextCm(ci) = cj , we
have the following process transition:

case

ci = m ∧ cj = 0 : next(ci) = 0 ∧ next(cj) = m ∧
∧

k 6∈{i,j} next(ck) = ck;

TRUE :
∧|C|

i=1 next(ci) = ci;
esac

For all channels ci ∈ C and messages m such that target(ci) = m, we have
the following receive transition:

case ci = m : next(ci) = 0 ∧
∧

j 6=i next(cj) = cj ;

TRUE :
∧|C|

i=1 next(ci) = ci; esac

In this encoding next returns the value of its argument in the next state.

5.2 Deadlock formulas in CTL

To find deadlocks using nuXmv, we translate the properties to CTL. For the sake
of readability, we give the CTL formulas as defined for the Kripke structures.
These formulas are easily translated into the explicit syntax of nuXmv.

Definition 10. The CTL formula for global deadlock is the following:

EF(¬(
∨
c∈C

vc = ⊥ ∨
∨
c∈C

∨
m∈M

(target(c) 6= m ∧ vc = m ∧ vnextCm(c) = ⊥)∨∨
c∈C

∨
m∈M

(target(c) = m ∧ vc = m))).

This formula expresses that a state can be reached, in which non of the conditions
required to take a transition holds. The disjuncts are the conditions for send,
process and receive transitions, respectively.

Definition 11. Local deadlock is defined in CTL as follows:∨
c∈C

∨
m∈M

(EF(AG(vc = m))).

This formula checks whether, a state can be reached in which, for some channel
c and message m, c contains m, and m can never be removed from c.

Definition 12. Weak deadlock is defined in CTL as follows:

EF(
∨
c∈C

(vc 6= ⊥) ∧ ¬(
∨
c∈C

∨
m∈M

(target(c) 6= m ∧ vc = m ∧ vnextCm(c) = ⊥)∨∨
c∈C

∨
m∈M

(target(c) = m ∧ vc = m))).

This formula expresses a non-initial state can be reached in which no process or
receive transition is enabled. The conditions are the same as in Definition 10.
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5.3 Experiments

We evaluate our proof-of-concept implementation on a network that consists
of 17 nodes and 27 channels. The network is shown in Figure 2a. Nodes are
numbered consecutively from 1 to 17. Double-ended arrows represent pairs of
channels; one channel per direction. The routing function used is the shortest
path, which is unique for every pair of nodes n and n′. We vary the set of
terminals in this network, and determine for each of the notions of deadlock
whether a deadlock exists. A timeout is set at 2 hours and 30 minutes.

The experiments were done using nuXmv 1.1.1, on a system running Windows
10 Home, 64 bit Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz and 8GB of RAM.

Results Table 1 lists the results. For each set of terminals and notion of dead-
lock, we report whether a deadlock is found in column ‘dl’ (‘d’ means a deadlock
was found) and the execution time (s) in column ‘time’; ‘n/a’ indicates a timeout.

For the given network, finding global deadlocks is often fast, yet for larger
instances it times out. Global deadlocks are often found faster than local dead-
locks, which are generally found faster than weak deadlocks.

Discussion Table 1 shows there are sets of terminals M that are deadlock
free for all types of deadlock; contain all different types of deadlock; and in
which there is no global deadlock, but weak and local deadlocks are found. The
results are consistent with theory: for all instances with a local deadlock, also a
weak deadlock is reported (see Lemma 2). Also, there are examples with a local
deadlock that do not contain a global deadlock. This is consistent with Lemma 3.
Figure 2b shows the local deadlock found for M = {1, 5, 8, 11, 12, 13, 15}.

Note that execution times increase in particular for sets of terminals that
require many channels in routing. This is consistent with our expectation: if
more channels and more terminals are involved, the size of the reachable state
space increases, which is also likely to increase the model checking time.

1

10111213

2 3 4 5
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14

15
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(a) Network as directed graph
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11
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11
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111213
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(b) Local deadlock M = {1, 5, 8, 11, 12, 13, 15}

Fig. 2: 17 nodes and 27 channels packet switching network
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Table 1: Deadlock results (column ‘dl’ contains ‘d’ iff a deadlock was found) and exe-
cution times (s, ‘n/a’ indicates timeout) using nuXmv for the network in Fig. 2a.

Set of terminals M Global Local Weak
dl time dl time dl time

{2,4,6} d 0.74 d 0.71 d 0.71
{1,8,10} d 0.95 d 0.83 d 0.96
{5,12,14} d 0.92 d 1.04 d 0.93
{5,11,14} 0.39 0.42 0.42
{11,13,15} 0.32 0.40 0.42
{1,5,9,13} 0.69 0.74 0.70
{1,3,5,15} 0.48 0.50 0.58
{3,7,11,15} 0.51 0.46 0.50
{1,2,3,4,5} 0.61 0.67 0.66
{11,12,13,15} 0.50 d 0.76 d 1.10
{1,5,9,13,17} 0.57 0.74 0.61
{2,4,6,10,12} d 37.55 d 21.20 d 124.40
{3,7,11,15,17} 0.56 0.57 0.61
{2,4,7,10,12,15,17} 0.83 1.50 1.10
{1,5,8,11,12,13,15} 0.97 d 32.58 d 7204.98
{1,5,9,11,12,13,15} 0.82 d 62.50 d 6132.20
{1,3,5,7,9,11,13,15,17} 1.13 2.10 1.32
{2,3,4,7,10,11,12,15,17} 1.04 1.89 1.21
{2,4,6,10,12,14} n/a n/a n/a
{6,8,10,12,14,16} n/a n/a n/a
{2,4,6,8,10,12,14,16} n/a n/a n/a

6 Conclusions

We formalized three notions of deadlock in packet switching networks: global,
local and weak deadlock. We proved that a global deadlock is a weak deadlock,
and a weak deadlock is a local deadlock. A local deadlock is not necessarily a
weak deadlock. However, a network has a local deadlock if and only if it has a
weak deadlock. Presence of a local or weak deadlock does not imply the existence
of a global deadlock. We compared the three notions on a packet switching
network using nuXmv.

Future work. In this paper we considered networks with deterministic routing
functions. The work should be generalized to non-deterministic routing func-
tions. Furthermore, scalability of the approach in the verification of (on-chip)
interconnect networks should be evaluated.
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