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Model Predictive Control for robots
adapting their task space motion online

Nicolas Torres Alberto'-2, Antun Skuric?, Lucas Joseph?, Vincent Padois?> and David Daney

Abstract— Robots require the ability to autonomously and
continuously react to unexpected online changes in the task
definition and in the environment, especially those cohabited
with humans. To react to these changes, the task, from the
current state up to the finish, must instantly be re-considered.
This implies a prohibitive re-computation cost.

This paper proposes a modular control architecture based
on Model Predictive Control, that offers a good compromise
between optimally achieving the task and the required com-
putation time, by only re-considering the near future. This
framework offers a generic way to formulate task-related
objectives and constraints that dissociates the planning from the
execution, which depends mainly on the robot dynamics. The
proposal exploits a linear formalization of the MPC in SE(3)
to implement this architecture in a high-frequency closed-loop
controller, achieving task re-planning at the control rate.

The pertinence of the proposed control architecture is
demonstrated using experiments with the Franka Emika robots
in scenarios where the task to be achieved is modified on the
fly.

I. INTRODUCTION

Collaborative robotics has increasingly gained interest over the
last decades. From an application point of view, it crystallises early
expectations [1], [2] around the improvement of human working
conditions [3], [4]. From a research stand point, it raises several
essential questions, for example regarding the prediction of human
motion [5] or the underlying cognitive principles behind the concept
of collaboration [6]. Among these research questions, the more
general one of controlling robots in dynamic environments! is
a recurring yet unsolved problem. A large amount of literature
has been dedicated to this problem but the most recent works
in the domain of collaborative robotics have focused on human
avoidance [7], [8]. Another essential feature when considering
dynamic environments is the general ability to autonomously and
continuously adapt to unplanned task updates. The work in this
paper proposes a control approach to address this problem.

Assuming there exist means to update online the state of the robot
with respect to its environment and its task goal (i.e. perception),
the most obvious way to endow robots with adaptation capabilities
is based on online motion re-planning towards the goal. Actually,
even though finding a feasible path to the target and updating it
continuously is mandatory to get a chance to realize the task at
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las opposed to static ones where robots are physically separated from
anything that could provoke a change in either the task or the surrounding
objects during execution
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Fig. 1: A linear Model Predictive Controller is used to
compute a position and orientation trajectory towards a target
(plastic brick) in a receding horizon. (a) and (b) highlight the
effects of changing the task space constraints on the fly (in
this case max velocities) on the covered distance for one
horizon. (c) and (d) illustrate the continuous adaptation of
the trajectory when the target location is modified online.

some point, re-planning the temporal aspects of the motion from
start to finish is actually debatable. Indeed, the whole planned
trajectory is unlikely to be achieved when facing unplanned changes
in the task. Moreover, despite the advances in the domain of
motion planning [9] and optimal trajectory computation [10],
online re-planing of both the path and the time profile over the whole
motion remains an intractable problem. It is all the more true when
the planning approach includes the computation of a control input
trajectory. Re-planning over a receding horizon appears as a good
alternative [11] to maintain the control problem computationally
feasible online while still aiming at an optimal achievement of the
task. This is a compromise solution between approaches where an
optimal trajectory is computed once offline and approaches where
adaptation to changes in the environment are performed without
full adaptation of that trajectory [12].

A second implication of the evolution of robots in dynamic
environments is related to the impossibility to verify a priori
that all constraints, either task-related or linked to the intrinsic



robot capabilities, will be met. In other words, on-line re-planning
definitely provides some level of guarantee that the generated
motion will not lead the robot to violate constraints. However, it is
unlikely to be the case if unplanned events occur while executing
the motion. This leads to situations where emergency stops are the
only way to prevent an accident. To avoid these control exceptions,
controllers must be formulated as optimization problems where
constraints are explicitly considered as such in the resolution [13].

Model Predictive Control (MPC) appears as a good candidate
as it features both the ability to optimally re-plan the motion given
the current state of the system (i.e. in closed-loop) over a receding
horizon while accounting for constraints. Beyond local optimality,
reasoning over a horizon provides an implicit way to render the set
of considered constraints compatible which is much more likely
to succeed with respect to approaches attempting to perform this
compatibilisation once oft-line [14], [15], [16].

Assuming that MPC can keep up with the robot control rate,
one can rely on a control architecture where, given an operational
space target, a joint velocity or torque control input horizon
is re-computed at each control time step and fed to the robot.
This is what is proposed in [17] where MPC is performed
through Differential Dynamic Programming which can be solved
efficiently [18] at each control step over a receding horizon. This
approach couples two underlying sub-problems and solves them
together: 1) the computation of an operational space trajectory
towards the target and 2) the resolution of the operational to
joint space mapping. Even though constraints are implemented
in the cost function and cannot be formally guaranteed, this
approach presents the advantage of considering joint and actuation
constraints directly at the MPC problem level. As a consequence,
except for the joint torque servoing performed at the actuation level,
no inner control loop is required.

Yet, alternative approaches can be considered where an MPC is
solved at the operational space level to incrementally generate a fea-
sible task-space trajectory given some task-related constraints [19],
[7]. The output of the MPC is then fed to a joint level controller
which can, for example, solve for the joint torques at each
control instant using a constrained optimization approach [13].
This approach does not allow to account for the joint level limits
of the robot at the MPC level. However, it provides a modular
architecture closing the loop on the current operational state of
the robot, independently from the nature of the controller provided
with a given robot. The later approach is retained in this work.

The formulation of both control levels, task-space MPC and
constrained inverse dynamics, is described in Section II. Section I11
provides a description of the experiments performed with a
7 DoF manipulator to validate the pertinence of the proposed
control approach. These results, exemplified in Fig. 1, illustrate
several interesting characteristics of the approach ranging from:
1) constraints compliance; 2) the ability to manage instantaneously
switching targets; 3) the ability to continuously adapt the trajectory
towards a continuously moving target; 4) the effect of the modifi-
cation of velocity constraints in the MPC on the generated motion
horizon at each control step. An accompanying video offers a
compact summary of all these results. Finally, Section IV discusses
several aspects of the obtained results and potential improvements.
Section V concludes the paper by summarizing the contributions
and describing potential future research work on this topic.
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Fig. 2: The proposed modular control architecture is based
on a cascade loop composed of: 1) a task-space Model
Predictive Controller (MPC) for online re-planning; 2) a
constrained Task Space Inverse Dynamics solver to follow
the planned trajectory.

II. CoNTROL ARCHITECTURE

The control architecture drafted in Section I and summarily
described on Figure 2 consists of two main components. The first
one is a linear MPC, formulated at the operational space level. It
generates an optimal trajectory in SE(3) over a receding horizon,
given a reference target and constraints on the admissible motion,
both provided on the fly. These constraints can be both related to the
real joint space motion capabilities of the robot and to restrictions
relative to the performed task. The second one computes the robot
control input leading to the execution of the planned trajectory while
respecting the joint-level constraints using an inverse dynamics
solver. These two components are described hereafter. In all, the
architecture enables the robot to re-plan a trajectory at the control
frequency of the robot while accounting for pose constraints on the
end-effector up to the jerk order.

A. MPC-based motion re-planning over a receding horizon

Assuming jerk to be a control input at the task level, the evolution
of the state — pose, twist and acceleration — of the end-effector of a
robot can be described using a discrete time linear system (indexed
with n):

Xp+1 = Ax, + Bu, (1)
where A and B represent its state and input matrices whereas x and
u are the state and input vectors.

Discretizing time in h time steps of duration T starting at time ¢,,
(total duration hT) yields the propagated state space equation:

Xkin Uk|n
Xitl|n Uktl|n
Xo.n = . Up.ho1= . 2)
Xk+h|n Uksh—1|n
X=Xi.n X=Xo.n1 U=Uy n1

where the discretized time steps inside the horizon are defined
as ty =t, + kT for k=0,1,...,h. This allows extending the
definition in (1) for the horizon:

X=A'X+BU 3)

where A’, B’ are matrices constructed from on A, B via the
recursive propagation of (1) over the time horizon. X and U
respectively correspond to the future states and control inputs of
the system.

From these propagated linear dynamics, one can formulate
a linear optimal control problem over a receding horizon as
a Quadratic Program (QP) with the following cost function:

min [X, - X[ + |l @



subject to equality (3) and polyhedral constraints:

Xm SCyxp <XxXpm Uy <Cyuup <upy ®)]

where 7, is a vector of the target state x; over the horizon. This is
an important detail and one of the original features of the proposed
approach: no pre-interpolation or a priori trajectory generation is
required. The goal at each discrete step of the horizon is to reach the
final target with a null velocity and a greater importance is given to
the last step of the horizon to favour convergence towards the target.
The resulting motion is solely shaped by the considered constraints
on the admissible task space motions. This implicitly yields a time
optimal trajectory over the horizon. P, R respectively represent
symmetric positive definite weighting matrices for the input and
state throughout the horizon. Finally, Cy, C,, allow formulating
linear constraints with respect to the state and input, while x,,,, x s
and u,,,ups respectively designate the state and input bounds.
This formulation at the jerk level can be almost equivalently
reformulated at the acceleration level through the inclusion of a
discretized constraint on the derivative of the acceleration. This is
the choice made in this work and throughout the remainder of this
paper.

Equation (4) under constraints (3) and (5) constitutes the general
linear MPC formulation as a QP. It progressively provides a
trajectory to track for the end-effector as the optimization window
evolves. The linearity of this MPC formulation is a mandatory
feature for the corresponding optimization problem to be solved at
each control time step. However, writing this problem in a linear
fashion, given that the Cartesian pose of the end-effector X belongs
in SE(3) is far from simple. The next sub-section describes the
proposed formulation.

B. Pose integration over a horizon

To understand how (1) can express the pose dynamics in linear
form, consider the first-order integration of a pose in SE(3) subject
to an infinitesimal body twist increment for a single time step [20]:

Xis1 = X T (6)

where e”*7 is the homogeneous matrix equivalent to the application

of v, for a duration of T. It is computed using the matrix
exponential, that surjectively maps the Lie algebra se(3) onto the
Lie group SE(3). Its inverse operation is known as the logarithmic
map. This relation can be exploited to represent X in a vector
form. In fact, given some initial pose X, there exists a function ¢
(referred to as the lift function) that maps Xj to a vector & (further
explained in [21] [20] [22]):

¥ :SE(3) — se(3)
Yy~ :se(3) > SE(3)

log(Xy ' Xi) — &
Xo €% — X, 7

The lift function maps elements from the SE(3) manifold M to
its tangent space at Xo: ¢ : M — Ty, M. Notice that the pose
delta AX; € SE(3) (or equivalent homogeneous matrix) needed to
move from Xy to X can be computed with AXy = ¥ (Xk)  The
function ¥ ~! is referred to as the retract function.

Using the lift and retract functions, the geodesic path between Xy
and X; can be interpolated for any pose in between with a
parameter @ € [0, 1]:

X(@) =y (a y(X;)) = Xoe® V(XD ®)

It is straightforward to notice that X (0) = Xy and X (1) = X;.

This geodesic path is obtained by minimizing the Log-
Euclidean ([23], Table 1) distance metric between the lifted pose &
and the lifted target pose & = ¢ (X;):

e = lé — &l ©)

The target related cost in (4) corresponds to the discretized version
of (9) over the MPC horizon. Hence, it leads to minimizing the
geodesic distance towards the target pose over the horizon.
Furthermore, in order to link (6) with (1) (with linear MPC in
mind), it needs to be linearized. Computing ¥ (Xy.1) yields:

¥ (Xis1) = log(AXye™") (10)

In fact, this expression has a first-order approximation in its Lie
algebra (see Equations 68-74 in [20])

Exrt = log(efke™) ~ £ + TIE (Ex)vi (11)

where Jg’g (€x) is the right-trivialized Jacobian of the logarithmic
map, evaluated at £. A closed-form expression can be found
in [24] [20] and is implemented in [25]. It relates the additive
increments in 79 M (the tangent map at the origin) to the right-
multiplied increments in SE(3).

Equation (11) offers the missing piece to have a concrete
definition for (1) when considering acceleration a as the control
input:

log T2 log
Is  T.J (&) IR (&)
A, = R B.=| 2°R 12
71 06 I k T.Is (12)
for which the discretized state and input vectors at each k, and the
target state x, are:

xi=[e0 VT x=[€ 01" wi=ar

With the MPC being formulated in se(3), the lift operator ¥ is
used to map the input state and the desired pose into se(3) while
the retract operator ¢! is used to map the computed trajectory
to SE(3). It is also important to note that the duration of a step T in
the horizon is generally longer than the robot control/re-planning
period and the output of the MPC is thus interpolated using (8).

(13)

C. Constrained task space inverse dynamics solver

Given the interpolated first step of the trajectory computed
by the MPC, task space inverse dynamics has to be performed
to compute the input joint torque for the robot. Feeding the
inverse dynamics solver with the desired acceleration computed by
the MPC may sound tempting. Nevertheless, the feedback provided
by the closed-loop MPC is, partly due to the interpolated output,
not efficient enough to properly reject tracking errors related to
the inaccuracies in the model of the robot. These inaccuracies
are mostly related to dry friction at the joint level, imperfectly
rejected by the lower-level torque control loop in most robots. As
a consequence, a PD controller including a feed-forward term in
acceleration is used to compute a corrected desired acceleration :

V' = K, 10g(X ™ Xinpe) + Ka(Vipe = ¥) + Vinpe (14)

where Xmpe, Ympe> Vmpe are respectively the interpolated desired
pose, twist and acceleration outputted by the MPC; X, v are the
measured pose and twist of the robot and K, and K are positive
proportional and derivative gains.

Given this control acceleration, one can solve task-space inverse
dynamics under constraints through a quadratic programming



formulation, similar to the one in [26]. The optimal joint torque 7°P*

is computed at each control step as:

7% = arg min ||1'/* - f/(‘r)”; + wreg“freg(r)H; (15)
St. Tm<T<TM, q€Q, §eQ (16)
v(1) =J(@)M(q9) "'t +b(q.9) (17)
freg(T) =7 -7 (18)

The cost function is designed to find the optimal torque 7°"

that minimizes the difference between the acceleration resulting
from the applied torque through the system’s dynamics in (17)
and the control acceleration v* computed to track the desired
trajectory. This optimization accounts for joint level constraints
on the minimum and maximum torque 7, and 7, in (16). It also
considers the admissible joint space configuration and velocity Q
and Q, expressed at the current robot state {q, §} as a function of 7
using a Taylor expansion. In (17), J and M are respectively the task
space Jacobian matrix associated to the end-effector and the joint
space inertia matrix. Finally, b is a bias acceleration term which
also incorporates the effect of gravity and the Coriolis/Centrifugal
forces acting on the system and expressed at the end-effector level.

A regularization term is added to the cost function with a small
weight (weg < 1) to ensure the uniqueness of the computed
solution in case of a redundant robot while minimally affecting
the main task of the robot.Moreover, T* can be chosen in different
ways mostly depending on the targeted application. Here, 7* is
chosen to ensure convergence of the robot configuration to the
neutral configuration gg. The servoing of this configuration can be
expressed at the joint torque level using a proportional-derivative
controller such that: 7" = K,(qo0 — q) — K44 with K, and K
positive proportional and derivative gains.

III. EXPERIMENT DESCRIPTION AND RESULTS

The objective of the experiment is to validate the online
adaptation of the robot to arbitrary target pose modifications. A
three phases experiment is proposed, as illustrated in Fig. 3 and
detailed in the following Section.

A. Experiment description

The robot is first requested to pick-up a plastic brick placed
in the workspace over an irregular surface (to induce non-trivial
orientations). The pose of the brick is not known a priori and is
detected via a vision system. Given this target pose information Xj,
the robot starts its motion towards the brick using the control
scheme described in Fig. 2 and in Section II. Once the object
is reached, the robot grasps it and releases it after a few seconds.
Then, the robot goes back to its neutral position and the brick
is placed at a new pose. After a few seconds, the robot starts its
second motion, towards this new goal. While in motion, the brick
is displaced by a human and the robots adapts its trajectory online
to reach it. In the third phase, the human grasps the brick, moves it
randomly around and the robot tracks it in real time.

The set-up is illustrated on Fig. 3. Perception of the plastic
brick is provided by an Optitrack camera array. The experiment
is carried out on a torque-controlled 7-DoF Franka Emika Panda
serial robot. The control loop described in Fig. 2 runs at 1kHz. In
order to keep up with the control rate, the MPC uses a 750ms control
horizon (h = 5, T = 150ms), which yields an average computation
time of 0.1ms (max 0.2ms) using qpOASES[27]. The same QP
solver is used to solve the constrained task space inverse dynamics.
The values of gains and weights for this inner QP controller are

Optitrack
camera

Plastic
brick

Fig. 3: The experimental setup is composed of a torque-
controlled 7-DoF Franka Emika Panda serial robot and an
Optitrack camera array. Reflective markers are placed on a
plastic brick. The camera array is used to detect the position
and orientation of the plastic brick relatively to the robot
base.

summarized in Table I. They are not provided in details for the MPC
controller for the sake of compactness. It is just recalled here that a
larger cost is assigned to the terminal step of the horizon to favour
convergence towards the target. Details can be found in the source
code?.

Gains / Weights | K, | Kq | Kg4 | K4 | wreg
Value 150 | 24.5 100 10 1073
Units s72 s N.m.s™2 | Nom.s~! N=2.m?

TABLE I: Values of the gains and weights retained for the
described experiments.

Details on the motion resulting from one run of this experiment
are provided in Fig.4 for the first of the three described phases for
space reasons. The two other experiments can be observed in the
video attached to this paper.

B. Analysis

Fig. 4a shows the error between the current and the target
poses. The discontinuity seen at the beginning corresponds to the
start of the experiment sequence, where the target pose switches
from the “home pose” to the plastic brick pose. This highlights
the convergence towards the requested pose without any a priori
knowledge on the trajectory to follow. Note that this is different from
the resulting tracking error of following the trajectory planned by
the MPC with the constrained task-space inverse dynamics solver.
This error, shown in Fig. 4b), is bounded to 19.7mm with a mean
value of 4mm + 1 for the linear component of the motion and
5.18 x 1072rad with a mean value of 2.5 x 1073rad + 5.5 x 1073
for the angular component. The final error is not exactly zero
(2.1mm and 10.4 x 10~%rad) due to the relatively low gains of
the PD controller and the absence of an integral term to reject
disturbances due to dry friction at the joint level. Yet, the robot is
able to grasp the targeted object at the end of the motion as can be
seen in the accompanying video.

Fig. 4c shows both the planned (by the MPC) and the actual
velocities; as opposed to the acceleration and jerk curves (respec-
tively in Fig. 4d and 4e) that only show the planned trajectories.
The first thing to notice is that the constraints on the planned
trajectory are met by the MPC, as can be seen on the velocity

2https://gitlab.inria.fr/auctus-team/people/nicolas-torres/Impcpoly-ws/



and jerk curves. It is also interesting to notice that the obtained
linear velocity profile is similar, to some extent, to trapezoidal
acceleration profiles, maximizing the use of some of the prescribed
Cartesian limits shown in Table II. This confirms the near-optimal
character of the generated trajectory.

‘ Vmax Vimax Vmax
linear 0.2 (m/s) 2 (m/s?) 1000 (m/s3)
angular | 0.8 (rad/s) 5 (rad/s?) 3000 (rad/s’)

~Vmax <V < Vmax> ~Vmax <V < Vmax, —Vmax <V < Vmax

TABLE II: Cartesian constraints for v,v,V in the MPC
configuration during the experiment.

Finally, one can notice that the robot’s end-effector velocity
surpasses the established limits. This is discussed in Section IV.

IV. Discussions

The modular nature of the proposed architecture offers the
potential to generically consider different types of task inputs. It can
for example be easily adapted to use a discretized pose path, which
could come from an obstacle avoidance solver. Hence, the same
architecture can accommodate a complex pathing solution while
retaining its core structure. This architecture can also accommodate
different types of task space to joint space solvers. This is an
important feature as not all robots allow for joint torque control.

Moreover, the cost function of the MPC and the Cartesian
constraints offer a generic way to design human-aware solu-
tions considering the non-trivial cognitive aspects of human-
robot collaboration. For example, representing the human motion
capabilities as Cartesian constraints [28]. This is further enabled
by decoupling the task-related definition and constraints from the
joint-level controller. Indeed, some constraints are intrinsically task
related and somewhat independent of the robot performing the task
while others are strongly related to the whole robot motion. It
is for example the case for safety-aware constraints [29] or the
exploitation of the robot redundancy to perform secondary tasks
without compromising performance. Examples of the later case are
shown for safety purposes in [30], [31] and for situation awareness
in [32].

Fig. 4c shows that the real end-effector’s velocity loosely follows
the planned velocity, going beyond the established limits in some
cases. The measured velocity is being used as the initial state
of the MPC at each time step, this causes the associated QP
to become infeasible. This characteristic is intrinsic to any QP-
based architecture and it can be considered both a problem and an
advantage: for one, it allows easily detecting ill-conditioned initial
states that could result in undefined behaviors (for example, to
trigger an emergency stop mode); on the other hand, it demands that
a proper strategy is put in-place to deal with this situation. For this
article, the inner loop controller continues to follow the last horizon
that was successfully computed until the MPC can compute a new
one. This allows the execution to continue smoothly.

Nevertheless, this opens one fundamental question that naturally
arises from this type of cascade control architectures: the compat-
ibility of the cascading controllers. For instance, the MPC could
plan a trajectory that respects the Cartesian constraints even if it
is instantaneously unfeasible in a control step or may lead to an
inevitable joint-level constraint violation in the near future [14]. To
solve this problem, joint-level constraints [16] should be implicitly
considered at the MPC level. This opens up one potential line of
research on how to efficiently formulate the actual robot capacities

as Cartesian constraints [33]. This type of constraints goes beyond
classical box-like bounds and is a step towards more complex
adaptation of the robot behaviour based on its motion capabilities.

V. CONCLUSION

This paper proposes an efficient linear model predictive control
approach that can deal with the online planning of SE(3) motion in
task space. The main features of the proposed control approach lie in
its ability to generate optimal Cartesian motion which dynamically
accounts both for targets updated on-the-fly and evolving motion
constraints. This receding horizon approach endows the robot with
the ability to interactively adapt to task adaptation. In the context
of collaborative robotics, using this controller, the safety of a
human operator sharing its workspace with the robot could be
accounted for through the sensor-based adaptation of maximum
velocity constraints.

Future work will focus on extending linear constraints in
the MPC for the Cartesian pose state, to limit the effective position
and orientation space. This work also opens doors to potentially
exploiting a more efficient expression of Cartesian constraints
such as convex polytopes that consider the actual robot joint
space capabilities in the receding horizon optimization stage. The
reduction of the computation time required to solve the MPC
problem is also an important matter. It will be pursued to refine
the computation of the trajectory over the horizon and potentially
improve the performance of the closed-loop.
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