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Abstract—This work aims to design protocol sequences through
deep reinforcement learning (DRL). Protocol sequences are
periodic binary sequences that define multiple access control
among users, introduced for systems considering collision channel
without feedback (CCw/oFB). In this paper, we leverage the
recent advancement of DRL methods to design protocol sequences
with desirable new properties, namely Throughput Maximizing
User-Irrepressible (TMUI) sequences. TMUI has two specific
properties: (i) user-irrepressibility (UI), and (ii) maximizing the
minimum individual throughput among the users. We assumed
that the transmission channel is divided into time slots and the
starting time of each user in joining the system is arbitrary such
that there exist random relative time offsets. We use a DRL
approach to find TMUI sequences. We report the obtained TMUI
protocol sequences and conduct numerical studies comparing
TMUI against slotted ALOHA. Simulation results also show
that the new medium access control (MAC) protocol does hold
the UI property and can achieve substantially higher minimum
individual user throughput, under the same system parameters.

Index Terms—MAC, deep reinforcement learning (DRL), col-
lision channel without feedback, protocol sequence, TMUI.

I. INTRODUCTION

The Internet of Things (IoT) aims to connect millions of
devices, most of which are power and memory constrained.
Such constraints require efficient network access and very
low complexity multiple access protocols. One of the main
challenges to IoT implementation is to have robust wireless
multiple access and connectivity.

Bandwidth and throughput, compatibility, scalability, and
security are the major areas one should think about before IoT
deployment. For thin or power-constrained devices, it is often
favorable to have a simple multiple access protocol which for
example does not require frequent monitoring of the channel
for feedback or acknowledgments. It is also favorable to have
a simple protocol that does not require complicated processing
such as a back-off algorithm or random number generation, as
in the case of Wi-Fi networks.

Besides, when considering a wireless network with dynamic
network topology, due to user mobility or time-varying ra-
dio signal propagation delays, transmission synchronization
among users could be very complicated. This would lead to
unknown time offsets of different user transmissions. As a
result, collisions will occur. In some cases, such as when the
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communication requires low latency (for Ultra Reliable Low
Latency Communications (URLLC)), or when the link in the
reverse direction would be too limited, or would be unreliable,
for instance, if it is subject to random access, one might avoid
relying on feedback. In that case, one can consider the collision
channel without feedback (CCw/oFB) model invented by J.
Massey [1] which is a natural fit.

There is a recent revisit of the above model due to mobile
ad hoc networks and wireless IoT and new development of
protocol sequences for multiple access control [2]–[4]. The
shared time channel is divided into time slots of fixed equal
duration. Each user is assigned a deterministic zero-one binary
sequence, known as protocol sequence, which governs its
channel access. The ones in a protocol sequence represent the
slot where the user would transmit, while the zeros represent
idle slots. A collision occurs if two or more users transmit in
the same time slot. In this paper, we will follow the above
considerations and focus on the discovery of suitable protocol
sequences with specific user quality-of-service (QoS) criteria
for medium access control.

Traditional protocol sequence constructions require, most
of the time, complex mathematical tools including number
theory, field theory, and, combinatorics. Besides, sometimes
it is difficult to model some user QoS criteria using classical
mathematical tools and then derive a corresponding sequence
generating function. In addition, sometimes an analytical se-
quence construction method is only available for some spe-
cific system parameters or has some limitations, for example,
the number of supported users is a prime number. In the
meantime, there are new advancements in machine learning
for solving traditionally hard problems. The above reasons
have motivated us to consider recent deep learning methods
for designing protocol sequences. We decided to adopt Deep
Reinforcement Learning (DRL). Loosely speaking, DRL is a
family of machine learning where an agent takes decisions
with a Deep Neural Network (DNN) model and learns how to
behave efficiently in an environment by performing actions and
collecting rewards. This method is appropriate in the case of
protocol sequence design since it allows unsupervised learning
and we do not have a labeled dataset of protocol sequences.
Also, we do not want to rely on an exhaustive search. DRL
can solve complex tasks and has been widely adopted in recent
MAC protocol designs [5].



In this paper, we present a new DRL based protocol se-
quence construction scheme. We leverage the recent advance-
ment of DRL methods to design protocol sequences with the
following two specific properties: (i) user-irrepressibility (UI),
and (ii) maximizing the minimum individual throughput among
the users, namely Throughput Maximizing User-Irrepressible
(TMUI) sequences. In this paper, we present our proposed
scheme, report the obtained TMUI sequences and conduct a
numerical study to compare their performance against slotted
ALOHA under CCw/oFB model. Simulation results show that
the obtained TMUI sequences do hold the UI property and
achieve significantly higher minimum individual user through-
put among the users than that of slotted ALOHA. The main
contributions of the paper are summarized below.

• We propose a new method to design MAC protocol
sequences using DRL.

• We show that it is possible to determine protocol se-
quences with interesting properties such as TMUI and
arbitrary length. The latter is a significant relaxation
from sequence construction methods that rely on rigid
mathematical structures.

• We construct protocol sequences for MAC which
can achieve a significantly higher minimum individual
throughput and outperform traditional ALOHA under
CCw/oFB setting.

The rest of the paper is organized as follows. In Section II,
we present the state of the art. In Section III, we describe the
system model. In Section IV, we present our deployed DRL
scheme for finding TMUI sequences. In Section V, we present
the numerical results and comparisons. Finally, we conclude
the paper in Section VI.

II. RELATED WORK

In the current literature, there are two approaches for con-
structing protocol sequences. The first approach is to use tra-
ditional methods of combinatorics, coding theory, and number
theory, such as in [6], [7]. The second approach, which is
more recent, is to use machine learning or deep learning
methods, which have been applied in many areas including
human genetics research, robotics, telecommunications, and
many other areas. Since we focus on protocol sequences, in
the following, we present machine learning-based sequence
construction techniques and some related work.

In [8], the authors proposed a new model called AlphaSeq
for sequence discovery. The method is inspired by AlphaGo
developed by DeepMind and is used to construct desired
sequences using DRL techniques. AlphaSeq treats the sequence
discovery problem as an episodic symbol-filling game, in
which a player fills symbols in the vacant positions of a
sequence set sequentially during each episode of the game. The
episode ends with a completely filled sequence set, upon which
a reward is returned based on the desirability of the existing
sequence set. AlphaSeq models the above game as a Markov
Decision Process (MDP) and adapts the DRL framework
of AlphaGo to solve the MDP. Compared with traditional
sequence construction through mathematical tools, AlphaSeq

is particularly suitable for problems with complex objectives
intractable to mathematical analysis, For example, AlphaSeq
is shown effective in finding the zero-forcing complementary
codes for code-division multiple access (CDMA) systems and
discovering new sequences that outperform existing Legendre
sequences for mismatched filter (MMF) estimator.

Another work is the design of deterministic grant-free
medium access control (MAC) using DRL [9], which aims
to design interference-canceling (IC) codes for multiple users
under physical layer successive interference cancellation (SIC).
These codes find their applications in Ultra-Reliable Low-
Latency Communications (URLLC) for 5G. Traditional search
algorithms cannot be used to derive IC codes since the search
space is too big. Also, the codewords rely on special mathe-
matical properties among them, which make their construction
difficult. They use a DRL-based algorithm to search IC codes,
with carefully designed metrics and reward functions as per the
underlying mathematical constraints. Simulation results show
that the algorithm can discover IC codes that yield significantly
lower failure probability than a random access protocol under
the same latency requirements, and is very suitable for URLLC.

In [10], a reinforcement learning (RL) based scheme is used
to design error correction codes (ECC). A constructor-evaluator
framework is proposed in which the code constructor can be
realized by using various machine learning algorithms, while
the code evaluator provides code performance metric measure-
ments for each evolution. The authors used the Advantage
Actor Critic (A2C) for the constructor. The code constructor
keeps improving the code construction to maximize the code
performance, which is evaluated by the code evaluator until
the performance metric converges. Simulation results show that
comparable code performance can be achieved for the existing
codes and the method can provide superior performance in
comparison to classical constructions in certain cases, for
example, when being applied for decoding polar codes.

Another interesting approach is in [11], which formulates
the sequence discovery problem as a maze-traversing game.
The idea is to use RL techniques to construct polar codes for
Successive Cancellation List (SCL) decoder. The tabular RL
algorithm SARSA(λ) [12] is used to solve efficiently the game.
Simulation results show that the game-based constructions can
match today’s polar code constructions for SCL decoding and
even outperform the standard constructions [11]. Moreover,
that method has very efficient training in terms of the number
of required training samples.

III. SYSTEM MODEL

In this section, we describe the system model, and we
introduce the targeted TMUI protocol sequences with their
related characteristics.

Consider a system of M users, sharing the same communi-
cation channel, transmitting to a single receiver. Each user i
will be attributed one unique and periodic protocol sequence
of length L. Each sequence is a deterministic zero-one pattern
that indicates when the user should transmit or not. We denote
the sequence of user i at time t, by si(t).



A. Collision Channel Without Feedback

Under the model of CCw/oFB [1], due to the lack of feed-
back channel for coordination of transmissions, it is considered
that users start transmitting at arbitrary times, so that there
are unknown starting time delay offsets among the users. It is
worth noting that in such a system, one can consider either
a time slotted channel or a completely asynchronous channel,
among the users. In the former, users are assumed to know
the slot boundaries in the time slotted channel. However, in
the latter case, users can transmit at a completely arbitrary
time instants. In this paper, for the sake of simplicity, we will
adopt the time slotted channel, which is implementable by
broadcasting a simple beacon signal for the users to identify
the slot boundaries [7], whereas the time is divided into time
slots of equal duration.

B. Protocol Sequence

Let S denote a set of binary {0, 1} protocol sequences,
which consists of M sequences and each is of length
equal to L, i.e., S ∆

= {s0, s1, . . . , sM−1}, where si
∆
=

(si(0), si(1), . . . , si(L− 1)), for i = 0, 1, 2, . . . ,M−1. A user
i will use its sequence si to transmit at time slot t if and only
if si(t) = 1, for t ∈ [0, L − 1]. When si(t) = 0, user i keeps
silent.

Definition 1: The duty factor of a sequence is the number
of ones (i.e., the Hamming weight) divided by its period L,
which measures the fraction of time a user is transmitting.

For example, a duty factor of 1
2 means that the number of

transmissions of a user equal to L
2 during the sequence period

L. In this work, we aim to leverage the recent advancement
of DRL methods to discover protocol sequences with the
following two properties under CCw/oFB model, called TMUI:

1) The sequence set is user-irrepressible (UI), (see [13]).
2) The minimum individual throughput among the users in

the system under arbitrary time delay offsets is maxi-
mized.

We explain the above two properties below.
1) User Irrepressible (UI): We present the definition of UI

in the following for completeness.
A sequence has the period equal to L ∈ Z+. We denote

the residues of the integer modulo L by the set ZL
∆
=

{0, 1, 2, ..., L− 1}. Given a binary sequence s(t), the char-
acteristic set of s(t) is defined as:

Is = {t ∈ ZL | s(t) = 1} . (1)

As an example, consider the following sequence:

s = (0, 1, 1, 1, 0, 0, 0, 1) ,

its characteristic set is then given by Is = {1, 2, 3, 7}. Each
value of Is represents the indexes of the ones in the sequence.
Notice that we start the indexing of the positions of the bits in
the sequence from 0. The characteristic set of a sequence can
also be seen as an alternative representation of the sequence.

A cyclic shift of sequence s(t) by τ produces a sequence
s(τ)(t) which is a shifted sequence of s(t) by τ bits, where

τ ∈ {0, 1, . . . , L− 1}. Note that we consider right cyclic
shift. A sequence can also be represented in terms of its
characteristic set, Is(τ)={x

⊕
τ | x ∈ Is}, where

⊕
is the

addition modulo L. Due to CCw/oFB with arbitrary time delay
offsets, a sequence si(t) can be equivalent to another sequence
sj(t) if the characteristic set of the sequence si(t), Isi , is
also found in the set of all possible shifted sequences of the
characteristic set of the sequence sj(t), Isj .

Definition 2: A sequence set S is called user-irrepressible
(UI) if for all sequences si ∈ S , the individual throughput of
each user is strictly positive for all possible time delay offsets,
i.e., at least one collision-free transmission is guaranteed for
every user in each sequence period.

Note that one application of user-irrepressibility is to offer
bounded delay such that each user does not have to wait for
longer than the given period L for having a packet to be sent
without collision.

2) Minimum Individual Throughput Maximization: We de-
note the throughput of user i by T (si), where si ∈ S.
We choose to maximize the minimum individual throughput
of users, i.e., mini T (si), under arbitrary time delay offsets
among all users. Without loss of generality, we use τi to
denote the time delay offset imposed on user i, where τi ∈
{0, 1, . . . , L− 1}, relative to a common periodical starting
reference time. Therefore, the goal is to:

maximize
S

(
min
i

T
(
s
(τi)
i

))
(2)

for arbitrary τi, ∀i, subject to the selected sequence set {si}
for each user i ∈ M .

IV. APPLYING DRL TO FIND TMUI PROTOCOL
SEQUENCES

We use the framework of Reinforcement Learning (RL),
where one agent interacts with its environment by taking
actions. Upon taking an action, the agent is presented with
a new state and consequently receives a reward signal as
feedback. We use DRL, and specifically, policy-based methods,
where the choice of the action, the policy, is made by a Deep
Neural Network. We treat the sequence discovering process
as an episodic bit-flipping game. Therefore, the environment
is the sequence set, and the actions consist in flipping bits
of the sequences. We made the choice of keeping the duty
factor and hence the number of transmissions for each user
fixed throughout the episode. For this reason, and in this work,
only two bits have to be flipped per step. In the following, we
describe the main elements of the DRL approach which aims
to discover TMUI protocol sequences under CCw/oFB model
for the medium access control problem.

A. The State Representation

The state s ∈ S in our system is represented by the sequence
set and a side indicator, where the side indicator is to specify on
which sequence the bits are going to be flipped. The sequences
are indexed starting from 0. The side indicator shows the index
of the sequence on which the action will be applied.



B. Action

The action space is denoted by A. Each action in the action
space is denoted by a ∈ A. In our work, the action corresponds
to the two position(s) of the bit(s) that would be flipped. Fig. 1
illustrates how the action is applied to the state, in which there
are two sequences and each has length L = 6. Note that the
side indicator in the original state (on the left hand side) is
0, which means that the first sequence will be flipped. This
state is fed to the neural network and as an example, it selects
the action (1, 4). Therefore, the 1st and 4th bits of the first
sequence are flipped. The new state (on the right hand side) is
outputted: the first sequence has been flipped and the second
sequence remains the same, whereas the side indicator is now
1 to express the fact that the second sequence will be flipped
during the next step.

Fig. 1. An example of actions taken on the sequences

C. Reward

The reward is a feedback given in RL about the desirability
of the action that it took at each learning step. In our case,
it is a measure of how far a sequence set is from the optimal
possible set that matches the two required performance metrics
of TMUI, i.e., being user-irrepressible and maximizing the
minimum individual throughput among the users per sequence
period regardless of any starting time offsets. The reward is
used by the DRL algorithm PPO, to eventually update the
weights of the DNN model. The episode either ends after
a predefined number of steps (actions) or when a desired
sequence set is found. To avoid the problem of sparse rewards
in RL [14], a reward is computed at each step of the episode,
instead of computing a reward only at the end of the episode
based on the final quality of the sequences. At each step,
the returned reward is stored in an episodic buffer. When the
episode ends either after a set of sequences has been found with
the desired throughput or after a predefined maximum number
of steps per episode, the maximum reward in the buffer is
noted. The reward buffer is used at the end of the episode,
to select the maximum intermediate reward as a final reward,
indicative of the best sequence sets that were achieved.

In the following, we define the desirability of an obtained
sequence set as a numerical indicator that is correlated with
better achieving the maximization goal of Eq. (2). Consider
a system of M users. The number of shifts each user can
have with respect to other users in the channel is equal to L.
The desirability of a sequence set is obtained by summing the
number of times when the user has met the predefined target
throughput, considering all possible shifts. In the ideal case, the
desirability of the sequence set, S, should be at its maximum.

We denote the maximum desirability by Dmax. Dmax occurs
when we obtain an individual throughput equal to or greater
than a predefined target for all the users and all the shifts.

Since we have M users, hence LM possible shifts, and since
for each set of shifts, at best, all M users meet the throughput
target, one has:

Dmax = MLM (3)

The metric of desirability of a sequence set, D(S), is used to
calculate the reward. We assign a reward of R = 1 if D(S) =
Dmax . This value is chosen as a normalized maximum value
when an optimal solution has been found.Otherwise, the reward
is just the achieved performance D(S) normalized by Dmax ;
and empirically we found that it was best to add another penalty
equal to −1 when the optimum is not reached. Indeed, this
reward structure is half way between a binary 0/1 reward that
just indicates whether the optimal is reached (which puts a high
emphasis on achieving the optimum, not only being close to
it), and a smoother reward D(S)

Dmax
is proportional to how close

a candidate solution is to the optimum (which guides better
the RL algorithm towards good solutions).

R =

{
1, if D(S) = Dmax ,
D(S)
Dmax

− 1 otherwise.
(4)

D. Optimization Problem
The aim of deep reinforcement learning is to maximize

the total expected reward for a given episode. This is an
optimization problem, where the objective function to be
maximized is the expected cumulative return accumulating
all the rewards obtained during the episode. One family of
methods to achieve this are policy gradient methods, based
on the policy gradient theorem (such as the simplest one,
the REINFORCE algorithm [15]). Other examples can be
found in [16] and references therein. In our work, we use
Proximal Policy Optimization (PPO) algorithm [17] for TMUI
sequences, as it is one of the state-of-the-art algorithms, and
has several available implementations.

E. System Parameters
The system parameters that we used in our framework are

listed and defined below for completeness.
1) Duty Factor Df : The duty factor is the fraction of the

time that the user is transmitting in a sequence of period L.
We chose identical duty factors for all users. We select a duty
factor given by

Df = 1/M, (5)

where M is the number of users.
2) Number of Transmissions α: The number of transmis-

sions during the period of L time slots is thus equal to

α = Df × L. (6)

As an example, a duty factor Df of 1
2 and a sequence length L

of 10 would mean that the number of transmissions α is equal
to 1

2 × 10 = 5. By substituting Df in (5) to (6), the number
of transmissions, denoted by α, can also be written as

α = L/M. (7)



3) Target Individual Throughput T : The target individual
throughput is the throughput we would like to achieve for each
user when sharing the channel. The number of transmissions,
α, is given by (7). Each user will experience collisions, and
hence the individual throughput will certainly not be equal to
(7). In addition, in our experiments, the number of transmis-
sions α is rounded down to the nearest integer below its current
value. Considering symmetric service and user fairness, we
divide the number of transmissions, α, for each user by the
total number of users, M , sharing the channel. Therefore, the
individual throughput is given by

T = α/M (8)

substituting α = L
M in the above equation, we obtain,

T =
⌊
L/M2

⌋
. (9)

The floor of the target throughput is taken since it needs to be
an integer.

V. NUMERICAL RESULTS

In this section, we present some numerical results to il-
lustrate the convergence of proposed sequence-finding DRL
scheme and the resulting user throughput performance when
using the obtained TMUI protocol sequences, in comparison
to that obtained by slotted ALOHA.

A. Experimental Setting
We used the implementation of PPO from stable-baselines3

[18] (derived from OpenAI baselines) for the DRL algorithm,
and implemented an environment corresponding to the descrip-
tion in Section IV. As indicated previously, the sequences are
constructed by flipping some bits at each step of the episode,
starting from set of randomly initialized binary sequences
that still match the duty-factor constraints. The main system
parameters are shown in Table I. In our experiment, as a proof
of concept, we focus on the construction of TMUI sequences
for two users. The duty factor of each user is set to 1

2 by
symmetry.

TABLE I
MAIN SYSTEM PARAMETERS IN OUR DRL FRAMEWORK

Learning rate 1.5× e−4

Policy network (64, ReLu, 64, ReLu)
Value network (64, ReLu, 64, ReLu)

Batch size 4096
Number of epochs 20

Clip range 0.1
Discount factor γ 1

We experiment with various cases of sequence length L.
The number of transmissions per user and the target individual
throughput are set according to (6) and (9), respectively.
Table II shows their experimental settings.
B. Initial Conditions

The experiments were launched for each L separately. For
each L, we run 100 experiments with different random seeds.
This means that there were 100 experiments and each with
different random sequences used as the initial sequences as
the input to the proposed DRL scheme.

TABLE II
NUMERICAL VALUES WITH ROUNDING OFF FOR EACH EXPERIMENT

Length L Number of transmissions α Target individual throughput T
11 5 2
15 7 3
19 9 4
23 11 5
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Fig. 2. Average success rate vs number of episodes

C. Convergence

We evaluate the success probability and time taken for
each experiment for each user to reach the intended target
throughput T . Under our method, we assess user throughput
over a sliding window equal to 100 episodes. Table III shows
the convergence time corresponding to a given success prob-
ability that in how many experiments out of the total number
of experiments, the users have already obtained their target
throughput.

TABLE III
CONVERGENCE TIME AT SUCCESS PROBABILITY = 0.99

Length L Convergence time in steps
11 3468-3568
15 10864-10964
19 10709-10809
23 11012-111112

Fig. 2 shows the average success rate as a function of
the number of episodes. Results show that for the various
L, our framework performs very well by reaching a success
probability of very close to 100%. We can also see that the
larger the L value, the larger the number of episodes (time)
needed for having the same success rate.

D. Individual Throughput Comparison

We compare the user throughput performance of the ob-
tained TMUI sequences against slotted ALOHA. We consider
the sequence lengths, L, from L = 10 to L = 23. As an
illustration we show only L = 11, 15, 19, 23 in Table IV.

1) Slotted ALOHA: The probability of transmission on a
particular time slot by a user is denoted by p. We set p equal
to the actual duty factor of TMUI scheme such that they have
the same transmission rate. It is worth noting that we have
not compared with other UI sequences in the literature since
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Fig. 3. Throughput convergence curves with the number of episodes

they are not designed to maximize the minimum individual
throughput among the users.

2) Comparison between Slotted ALOHA and TMUI: Ta-
ble IV compares the individual throughput of users under slot-
ted ALOHA and TMUI scheme. We can see that TMUI always
has non-zero minimum individual throughput since it is user-
irrepressible (UI) while users under slotted ALOHA can have
zero throughput. Besides, the minimum individual throughput
does meet our predefined target T , given by Table II. We also
observe that the variance of the individual throughput of TMUI
is zero since we maximize the minimum individual throughput.

TABLE IV
COMPARISON OF INDIVIDUAL THROUGHPUT BETWEEN TMUI AND

SLOTTED ALOHA

Sequence length L 11 15 19 23

Slotted
ALOHA

Min throughput 0 0 0 0
Max throughput 8 9 11 12

Average throughput 2.74 3.61 4.78 5.76
Variance 2.17 2.74 3.71 4.44

TMUI
Min throughput 2 3 4 5
Max throughput 2 3 4 5

Average throughput 2 3 4 5
Variance 0 0 0 0

E. Initialization and Random Seeds

In this subsection, we describe another aspect of our exper-
imental study. In this setup, the initial set of bits was changed
in the beginning of the episodes. Fig. 3 shows the average
throughput of the users during each experiment with various
random seeds. We can see that for small L such as 11 and
15, almost all the experiments have the same evolution and
towards their respective target throughput. For L = 19 and
L = 23, most seeds have similar convergence and nevertheless
all of them are heading towards the target throughput. This
demonstrates that the DRL framework is capable of taking
any randomly initialized sequences and turning them to TMUI
sequences with a reasonable number of bit flips.

VI. CONCLUSION

In this work, we develop a new DRL based protocol
sequence construction framework for medium access control
design. We consider a system that requires low latency com-
munication such as URLLC, with collision channel without

feedback. The obtained TMUI is outputted by our DRL scheme
under the two specific properties of user-irrepressibility (UI)
and minimum individual throughput maximization. We present
the proposed method and its implementation. Numerical results
show the robust performance of TMUI sequences compared
with conventional slotted ALOHA for simple random access
channel. A future work is to generalize the above scheme
for any number of users with arbitrary duty factors and for
any suitable user service requirement. It is also important to
improve the efficiency of the learning process through new
algorithmic development and advancement.
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