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Abstract. Nowadays, Altshuller contradiction matrix is used by many TRIZ 

practitioners, especially by beginners, thanks to its simplicity. However, estab-

lishing the link between user’s specific problems issued from their experience in 

their domain of knowledge makes the use of the matrix often difficult. Applying 

specific terms of domain to formalized language of TRIZ tools necessitate an 

expertise that users often don’t have time to build. Our previous finding based on 

Natural Languages Processing (NLP) tools and techniques, made possible to pro-

cess a corpus of patents from a given field and thanks to Topic Modelling tech-

nique we achieved to link the technical parameters extracted out of patents to 

their context representation on a vector space in the text. However, this approach 

is not pertinent to identify the contradictory relations between extracted parame-

ters. For this reason, we applied antonyms identification technique in order to 

better process the relations of oppositions between extracted parameters. The 

goal of this research it to extract automatically potential contradictions and set 

them up in an Altshuller-like matrix. Such an approach could facilitate the appli-

cation of this famous TRIZ tool for practical user’s problems. Moreover, setting 

up the matrix for patents of the new domain of knowledge could help to construct 

easily the state of art for these types of domain and keep the users informed with-

out spending a lot of time and human resources for reading and analyzing large 

quantities of texts appearing continuously in each domains. 

Keywords: NLP, Altshuller Matrix, Text Mining. 

1 Introduction 

Patents as a source of inventive information attracted attention of researchers and in-

dustry for a long time. Their application represents a huge area of scientific and practi-

cal research. They cover almost every domain of knowledge in industry nowadays that 

is the reason why a lot of TRIZ-related approaches use patents as the basis of its func-

tioning. 

The main purpose of patent institutions is to register inventions using their technical 

descriptions and consequently associating current limitations in a domain and what an 
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applicant is claiming. The legal nature of the patent text is manifested equally in pecu-

liar style of writing of a document, i.e. long and complex sentences so as the presence 

of a lot of repetitions of the same information in order to better precise its borders. In 

the length of a document that could sometimes exceed one hundred pages for certain 

inventions with an often purposefully confusing structure. Precisely for this reason, for 

non-experienced readers, especially for people unfamiliar with the jurisprudence, the 

reading and the understanding the patent context may present an obstacle to use it in 

their work, especially in inventive problem-solving process. 

On the other hand, the patent text contains a huge amount of peer-reviewed technical 

information, such as certain features of newly invented object or system, the state of 

the art of a given field and all other detailed information about an invention. These 

details represent an enormous interest for engineers, scientists and industry. However, 

despite the fact that the patent readers are usually familiar with technical information 

expressed in patent text and they are using to read the documents written in technical 

language, the double nature of the patent document presents a real barrier. The reading 

and understanding of such text demand a lot of human resources and is time-consuming. 

Hence, thanks to the development of computer science, especially Natural Languages 

Processing (NLP), we could exploit the information automatically and save time and 

resources. 

In the context of theory of the resolution of inventive-related tasks (TRIZ) [1], patent 

texts present an object of interest because of the fact that they contain a huge amount 

of inventive information. The founder of TRIZ, the Soviet Engineer G S. Altshuller, 

analyzed manually about 40,000 of patents. This analysis permitted him to notice that 

all inventions obey to the certain laws or evolution and arrive to the conclusion that an 

inventive process can be formalized. 

The analysis of huge amount of patent texts allowed G. S. Altshuller to create a 

famous tool which called Contradiction Matrix (CM) [2]. Nowadays, with the develop-

ment of TRIZ, more experienced TRIZ practitioners prefer to use more complex tools 

such as ARIZ85C [3] or Vepoles [4]. However, despite the fact that the CM was created 

in 1969 and despite the attempts to change this tool, the CM is still popular among 

TRIZ users thanks to its accessibility and simplicity. 

Nevertheless, with the development of modern science and technology and with the 

emerging of a lot of new domains of knowledge, the main terminology and vocabulary 

used in CM are becoming obsolete making this tool out of date. Moreover, for the spe-

cialists of a given field, it is often difficult to link their specific vocabulary to the TRIZ 

terms. This fact creates an obstacle for the use of CM. 

Henceforth, thanks to the modern NLP and computing technique, the automatic ex-

traction of TRIZ-related information is becoming more possible. With the exploitation 

of linguistic textual markers, we achieved to extract the main subjects discussed in pa-

tents thanks to the Topic Modelling approach [5]. Based on distributional hypothesis 

[6], which claims that linguistic items with similar distributions have similar meanings 

and that the semantic meaning of a word is characterized by its context [7] (the theo-

retical basis and origins of this hypothesis are discussed in [8]), we may analyse statis-

tically a huge amount of textual data and exploit not only linguistic features but also 
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statistical representation of tokens1 [9, p. 111]. This hypothesis allows to make a con-

clusion that in domain-specific text, the most repeated word are the terms of this do-

main. Consequentially, we exploit these approaches in order to automatically extract 

the inventive information. 

Despite the strength of TRIZ, the absence of formalized ontology that disables the 

possibility of performing the computation on abstract parameters, our laboratory elab-

orated the Inventive Design Method (IDM) in order to extend this limitation of the 

ground theory [10]. Based on TRIZ, IDM permits to easily perform the problem-solv-

ing process. According to IDM, three main concepts represent the solid base for this 

process: parameters, partial solutions and problems [11]. 

The goal of our research consists of automatic extraction of potentially contradictory 

parameters from the domain-specific corpus thanks to the NLP techniques. Thanks our 

recent research, we elaborated the tool that permits us to extract three main concepts 

automatically out of patent texts. In the present article, we discuss the method that al-

lows to represent the context space of extracted parameters and compute the score of 

its similarity in order to extract the contradictory relations. 

In the chapter 2, we describe the state of art, including IDM, antonyms and used 

NLP techniques. In the chapter 3, we describe our applied methodology. The chapter 4 

is dedicated to the result and its evaluation. In the final chapter 5, we present a conclu-

sion. 

2 State of Art 

In order to better precise the methodology of the present research, in this chapter we 

discuss the IDM concepts and NLP techniques used for achieving our goal. 

2.1 Inventive Design Method 

In the present research, we aim to extract IDM-related information out of the domain-

specific corpus. The object of our particular interest is parameters because they repre-

sent the elements of contradiction. For the clarification purpose, we discuss above the 

main concepts: problems, partial solution, parameters and contradiction. 

In the present research we aim to mine the contradictory relations between parame-

ters. However, for the understanding of the complete process, we need to describe all 

essential concepts of IDM. 

According to IDM, the problem-solving process comprises four steps [11]: 

1. Extraction of inventive information, notably the problems and the partial solutions; 

2. Formulation of contradictions; 

3. Solving of key contradictions; 

4. Choice of the most pertinent solution. 

 
1 Lexical or category unit 
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A problem represents the situation ‘where an obstacle prevents progress, an advance 

or the achievement of what has to be done’ [12]. A partial solution ‘expresses a result 

that is known in the domain and verified by experience’ [12]. 

The problems and partial solutions need to be extracted in order to perform the first 

step of problem-solving process. The second step comprises the contradiction formula-

tion that may be done based on problems or parameters. For this step, it is important to 

give a definition of these concepts. 

According to our ontology, we distinguish action parameters (AP) and evaluation 

parameter (EP). The AP is ‘[…] characterized by the fact that it has a positive effect on 

another parameter when its value tends to 𝑉𝑎 and that it has a negative effect on another 

parameter when its value tends to 𝑉𝑎 (That is, in the opposite direction)’ [13]. The EP 

‘[…] can evolve under the influence of one or more action parameters’ and makes pos-

sible to ‘evaluate the positive aspect of a choice made by the designer’ [13]. 

Thus, in order to facilitate the use of TRIZ in industrial innovations, IDM gives the 

definition of contradiction notion. According to IDM, a contradiction is ‘[…] charac-

terized by a set of three parameters and where one of the parameters can take two pos-

sible opposite values 𝑉𝑎 and 𝑉𝑎.’ [13]. 

For the clarification purpose, we provide the graphical representation of contradic-

tion notion below [13]. 

AP
𝑉𝑎

𝑉𝑎
(

𝐸𝑃1 𝐸𝑃2

−1 1
1 −1

) (1) 

In the present research, we are interested in EP extraction and in contradiction rela-

tion detection between extracted parameters. Henceforth, we use our tool that permits 

to extract the parameters automatically. Then, we detect the antonym relation between 

them using NLP techniques discussed below. 

2.2 Antonyms Classification 

According to The Oxford Dictionary of English Grammar, an antonym is defined as ‘a 

word in opposite meaning to another’ [14, p. 29]. But as soon as an antonym represents 

more complex linguistic phenomena, we need to describe it in more detailed way. 

An antonym is more than just linguistic term, this is also related with psychological 

aspect because, according to its definition, antonym appears only in the pair of words 

and could not have the opposite meaning without another word. Hence, the opposition 

could not exist without human knowledge about the object of opposition. Moreover, a 

word may have more than one opposite word. 

The semantic research [15] distinguishes some basic characteristic of opposites: 

• Binarity manifested in the occurrence of opposites as a lexical pair: 

• Inherentness expressed in the relationship may be presumed implicitly; 

• Patency presents the quality of how obvious a pair is. 

According to the nature of opposite relationship, there are three groups of antonyms: 

gradable, complementary and relational antonyms [16]. 
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Gradable antonyms are known as the most represented class of antonyms. They ex-

press the pair of words with opposite meaning where these two meanings lie in a con-

tinuous spectrum [17]. For example, the weight could be heavy or light, hence these 

two words appear in the opposite ends of the spectrum, so there is a gradient of oppo-

sition, that is why this type of antonym is called ‘gradable’. The other examples of such 

pairs are: big/small, old/young, dark/light, etc. 

Complementary antonyms, also called binary or contradictory antonyms [18], rep-

resent a pair of words where two meanings does not lie in a continuous spectrum. For 

example, the pair of words vacant and occupied does not have a continuous spectrum 

between them, however, they are opposite in meaning and that is why they are comple-

mentary antonyms. The other examples of complementary antonyms: entrance/exit, ex-

hale/inhale, mortal/immortal. 

Relational antonyms could be defined as a pair of words that refer to the opposition 

from the opposite point of view [19]. For example, semantically, there is no opposition 

between pupil and teacher but we may oppose them in certain contexts. This fact allows 

us to call this type of antonym as relational since they exist only in pairs depending on 

the context. The other examples: parent/child, come/go, husband/wife, etc. 

In the point of view of TRIZ contradiction notion, the EPs between which we aim to 

identify opposite relation, according to the classification cited above, represent the re-

lational antonyms since there is no opposition in language between surface and pressure 

but they form a contradiction. That is a reason why in order to identify the opposite 

relation, it is necessary to set a context representation of every extracted parameter. 

The techniques of opposite relation identification in the context are described in the 

next section. 

2.3 Topic Modelling approach and antonyms identification 

Patent mapping technic exists for a long time and is widely used for graphical repre-

sentation of patent content. This is an important task because of the large number of 

patents is publishing daily henceforth it is difficult to track all of them manually. The 

graphical representation of patent content presents an accessible and comprehensible 

way to display all main features of patent content and then to choose a field to focus 

on. 

The examples of use of patent mapping could be found in [20]–[22]. However, the 

most common way to establish a patent map is based on the structured data such as 

dates, citations or assignees. Hence, all this information may be analysed using tradi-

tional bibliometric techniques [23]. Thereafter, the text-mining techniques are equally 

suitable not only for terms-extraction task, but also for extraction of key information 

[24]. The technique of automatic text summarization allows to extract an essential in-

formation out of patent text and present it into the form of short text that is easily un-

derstandable than an input text [25]. 

However, in the context of our goal, we aim to extract the relation between textual 

elements out of unstructured data. Moreover, we are focusing on one-domain text col-

lection that is the reason why we cannot predict the vocabulary used in text and we need 

to turn for the computation techniques, notably the unsupervised learning techniques. 
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The main advantage of such method consists in the fact that it generates an output with-

out any information about environment. The formal structure of such algorithms allows 

to find the pertinent patterns. Conversely, the supervised or reinforced learning tech-

niques demand the annotated input data to get an example of that should be given at the 

output. 

For statistical corpus analysis, the one of the most suitable techniques based on un-

supervised learning logic is Latent Dirichlet Allocation (LDA) [26]. Briefly, this tech-

nique could be described as follows: ‘The LDA model assumes that the words of each 

document arise from a mixture of topics, each of which is a distribution over the vo-

cabulary’ [5]. This tool is based on the distributional hypothesis described above (1). 

I.e., in sample text talking about, for example, the cats and dogs, the words like ‘milk’, 

‘fish’ and ‘meow’ would appear together with cats and the words ‘flesh’, ‘bark’ and 

‘bone’ would appear near dogs. That is a topic representation of a text and LDA allow 

us to establish tis representation in order not only to get the set of domain terms, but 

also to achieve to form a context space. However, since that Topic modeling technique 

represents the bag-of words approach, all syntaxic relations between words are lost after 

the processing. This fact could impact the precision of contradiction identification. 

Moreover, according to existing methodology, topic models ‘ … can extract surpris-

ingly interpretable and useful structure without any explicit “understanding” of the lan-

guage by computers’ [5]. For a detailed explanation on the algorithm refer to [27] and 

for an evaluation analyzing scientific publications refer to [28]. 

A lot of research is focused nowadays on the task of antonym identification. This 

semantic relation of opposition represents a powerful index for many language-based 

approaches of information extraction. The most common application for antonym iden-

tification is opinion mining [29], [30]. The Deep Learning techniques could be used to 

identify the antonyms [31]. However, the simple language contradiction identification 

is not the object of our interest. We are focusing of the extraction of opposite relations 

in the point of view of TRIZ. 

Hence, the computation of semantic similarity is one of the most used techniques for 

calculation how close two words or two texts are. There are a lot of approaches of 

similarity computation based on knowledge-based approach [32]. In the point of view 

of text similarity, the technique of lexical matching is applied in [33]. 

The similarity metrics are another way to compute the similarity between words [34]. 

They are based on computation methods and in order to perform any calculation, the 

corpus should be represented as vector space. 

The suitable distance metric for our approach is Hellinger distance since it proposes 

to compute the similarity in vector space. In probability and statistic, this metric is used 

to calculate the similarity between two probability distributions. This distance is de-

fined by Hellinger integral, described in [35]. For more information, refer to [36]. 

The following equation is used in Topic Modeling algorithm to calculation the 

Hellinger distance. The P and Q represent two probability measure in continuous and 

dP and dQ is a brief form of writing of Radon-Nikodym derivatives of P and Q [36]. 

𝐻2(𝑃, 𝑄) =  
1

2
∫(√𝑑𝑃 − √𝑑𝑄)2 (2) 
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3 Methodology 

In this chapter, we describe the method for contradiction identification based on Topic 

Modelling technic and the distance metric. 

3.1 Corpus presentation and extraction tool 

As it is described above (1), the goal of the present research consists of extraction of 

contradictory relations out of the domain-specific patent corpus. This extraction is pos-

sible thanks to the distributional hypothesis and NLP techniques such as Topic Model-

ling and similarity distance computation. 

First of all, for clarification purposes, we discuss the tool for parameters extraction. 

This tool elaborated recently in our laboratory is based on linguistic and statistical ap-

proach which is suitable for information extraction out of unstructured data [10]. Our 

tool is described briefly in [37]. The tool permits to extract three main concepts of IDM 

out of patent text. In the present research we are interested in parameters extraction. In 

order to perform this extraction, the tool use the dictionary of markers that, according 

to the previous research [38], are used to identify TRIZ parameters. The dictionary in-

cludes the list of the terms used to express the parameter notion in the patents. This list 

is obtained by statistical analysis of patent texts previously in [39]. 

In the framework of the present paper, we perform all workflow on domain-restricted 

corpus comprising four patents from door latch mechanism field. All these patent texts 

are accessible via Google Patents. The corpus consists of 379,898 words and the texts 

are written in English language. 

In the illustrative purpose, we provide the scheme describing the applied workflow 

below (see Fig. 1). 

 

Fig. 1. Workflow representation 

3.2 Corpus preprocessing 

For the present research, we need to apply classical NLP reprocessing pipeline in order 

to get a suitable input for the LDA model, i.e. the first step consists of transformation 

of the text into the vector representation (Word Embeddings [40]). 

However, before performing the transformation, it is necessary to clean the corpus. 

Firstly, we transform the text of the input in lowercase. Then, thanks to the special tool 
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for statistical corpus analysis (Antconc [41]), we extract the most common used words 

into the patent texts and add them to the classical English-language stop words list. This 

step is required to eliminate from the result the unnecessary words. 

The second step consists of removing the punctuation and to concatenate the pol-

ylexical terms and collocations together. Thus, we search the words with the highest 

probability to appear together in text. We are interested in bi- and trigrams identifica-

tion. After identifying such collocations, we replace the space for underscore. By per-

forming this step, we make our algorithm recognize not only simple terms but equally 

the multiword expressions. 

The final step includes the lemmatization and the part of speech identification. This 

step allows to exclude from the corpus space the verbs and adverbs that do not present 

in the string corresponding to parameters. By applying LDA, as it is discussed in 2.3, 

we lose all syntaxic relations between extracted terms. The identification of which ac-

tion (verbs) and the description of action (adverbs) are removed from the vector space 

in order to better contextualize the parameters (which represent the noun phrases). 

3.3 Topic Modelling and similarity Computation 

With the development of the domain of statistical corpus analysis, there are a lot of 

tools and frameworks allowing to mine the topics. For example, BigARMT2, Stanford 

Topic Modelling Toolkit3 and topic-model 4 R package. 

In the context of our project, we use Gensim Framework [42] because this frame-

work permits to perform the basic NLP tasks and is suitable for Python programming 

language. 

As an input, the LDA model takes the vector representation of the corpus. We trans-

form our cleaned corpus into the vectors thanks to doc2vec5 technique. After all ma-

nipulations, we achieve to establish the topic representation of the corpus. The most 

suitable number of topics is chosen after the calculation of coherence score for the mod-

els having different number of topics (from 2 to 40). 

The next step consists on the linking the extracted parameters with terms of topics. 

Parameters are extracted thanks to the tool described in 3.1. The tool focuses on the 

extraction of general TRIZ parameters and the step of contextualizing allows to exclude 

the noise and to add more domain-related information in the result. Every topic set 

consists on 10 of the most representative terms. The number of parameters depends on 

the extraction tool. We compute the similarity between all extracted parameters and 

topic terms in order to identify all contexts of every word, even hidden. 

The final step consists of calculation of the Hellinger distance between of the sets of 

associated topic terms. The Hellinger distance metric gives an output in the range [0.1] 

for two probability distributions, with values closer to 0 meaning they are more similar. 

 
2  Available at https://github.com/bigartm/bigartm 
3  Available at https://downloads.cs.stanford.edu/nlp/software/tmt/tmt-0.4/ 
4  Available for https://cran.r-project.org/web/packages/topicmodels/index.html 
5  https://radimrehurek.com/gensim/models/doc2vec.html 
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Thus, we could estimate how far the two parameters are in the point of view of contex-

tual semantic space in order to identify the opposite relations between them. 

4 Case study, results and evaluation 

In order to validate our approach, thanks to one of our industrial partner ArcelorMittal, 

we’ve been using a series of 14 patents from the domain of door latch mechanism for 

automotive industry. The parameters extraction tool extracted from the corpus 237 pa-

rameters. Thanks to our method, we reduced this number to 15. This quantity of param-

eters is suitable for creation of small domain-restricted CM based on antonym recogni-

tion. 

Hence, we could form a CM comprising 105 potential contradictions and then cal-

culate the distance between those candidates. For finding the most interesting parts, we 

calculate the average score and we highlight the parts that exceed this score. 

We use human extraction of contradiction as an example. The main difficulty is the 

interpretation of the result because the algorithm extracts the words from the corpus 

without any modification and that is the reason why the comparison is hard to perform. 

The human extraction comprises 18 contradictions and thanks to our method we 

highlight 56 candidates that have the Hellinger distance score higher than average 

value. 

Precision 0.16 

Recall 0.5 

F-score 0.24 

Table 1. Statistic of extraction 

The Table 1 shows the statistical result of the extraction. The F-score is relatively 

low but in terms of recall, the result is good. 

The fable result encourages us to search for another indexes for contradiction iden-

tification in order to not only filter the parameters, but to find the most pertinent ap-

proach for our goal. 

However, our method has been coded in an API allowing to explore domain-specific 

collection of patent texts in order to establish the matrix representation of opposite pa-

rameters. The work is still in progress. 

5 Conclusion 

In this article, we describe the methodology to opposite relation identification between 

parameters in a domain-specific corpus of patent texts. The present technique, thanks 

to the identification of additional semantic information, reduces the quantity of ex-

tracted parameters and prioritize only the domain-related parameters. The described 

method allowed us to create an API that may identify the potential contradictorily rela-

tion automatically between filtered parameters. 
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However, as a future work, we aim to validate the quality of extraction and if it is 

necessary, to identify linguistic and discursive markers permitting to better distinguish 

the domain-specific parameters and contradictory relations since our extraction tool fo-

cuses on the extraction of general parameters. That is the reason why the precision is 

not adequate even after filtering and contextualization steps.  

 For instance, we are working on the dressing of the ‘borders’ of CM, but the choice 

of the content of cells remain uncertain at this time. Hence, we need to create a meth-

odology to link the elements of the matrix to the useful TRIZ-related information such 

as, for example, inventive principles or partial solutions. In a longer perspective, since 

not all necessary TRIZ-related information resides in patent texts, we also intend to 

exploit other sources of inventive information, such as scientific papers to complete 

empty spaces with other sources extraction. 
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