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Abstract. Extracting information from patents using machine learning algo-

rithms in the context of TRIZ still faces a major problem: the very limited amount 

of annotated data. Therefore, most approaches, whether for parameter, problem 

or solution extraction, are based on unsupervised learning algorithms such as La-

tent Dirichlet Analysis (LDA), or very small supervised learning algorithms such 

as Support Vector Machine (SVM) or Multi-Layer Perceptron (MLP), which are 

relatively inefficient. The use of Deep Learning is still relatively uncommon in 

the extraction of knowledge from patents despite the significant capabilities of 

these algorithms, particularly BERT. The objective is therefore to present a 

method for specializing Deep Learning's supervised algorithms on patents while 

using a very low volume of annotated data. The effectiveness of the method will 

be analyzed in a task of extracting contradictions from patents, which is a com-

plex task that cannot be performed using unsupervised techniques. 
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1 Introduction 

Patents contain a great deal of human knowledge, yet they are not widely used because 

of their large number and their legal nature which makes them difficult to read. Engi-

neers are able to extract useful information from a patent but do not have the capacity 

to study thousands of patents simultaneously. This is why the use of machine learning 

algorithms seems to be a valuable option to quickly analyze large masses of data. How-

ever, supervised learning of neural networks requires a large dataset. Nevertheless, the 

analysis of patents for the elaboration of datasets is very time-consuming, which limits 

the number of annotated data. It therefore seems necessary to develop a method that 

would allow a high performance with a limited volume of starting data. 

Transfer learning consists in training a model on a given dataset, usually of large 

size, and then specializing it on another nearby task with very little data. In the case of 

automatic language processing, the main issue is the quality of generated representa-

tions from words, sentences or even the document as a whole. These representations 

take into account the context and the links between words and sentences. This analysis 

of the links between words and sentences is common to all NLP algorithms, which 
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explains why these representations can be trained on data that are slightly different from 

those related to the target problem.  

The extraction of contradictions from patents is a major research axis in the perspec-

tive of automating the search for a solution or at least assisting in the resolution of 

problems. Actually, being able to understand a problem is the first step in understanding 

the resolution process. In this article we will consider contradictions at the sentence 

level. This means that we will look for the sentences that contain the parameters of the 

contradictions without extracting these parameters. In fact, it is relatively easy to extract 

the parameters from a sentence. What is more challenging is to locate the contradictory 

sentences carrying these parameters.  This selection of sentences will be considered as 

a summarization task in the rest of this paper. Labeling patents to extract contradictions 

is tedious and the dataset we have developed only contains a few hundred patents. The 

extraction of contradictions seems to offer a good ground for experimentation of trans-

fer learning. 

The main contributions of this paper are therefore: 

- a transfer learning method to improve extractive summarization from abstract sum-

marization learning. 

- an application of transfer learning to contradiction extraction. 

The paper consists of the following sections. Section 2 presents a brief state of art about 

information retrieval, contradictions and parameters extraction from patent documents. 

In Section 3 we introduce our method and in Section 4 we detail the model's architec-

ture. We then show some extraction results in Section 5. 

We finally conclude our work and show perspectives for future works. 

2 Related work 

2.1 TRIZ-based automatic analyses 

The automatic extraction of contradictions from technical documents, and in particular 

from patents, is a known and central problem since it would allow the reconstruction of 

a new updated matrix. However, no prior art approach has succeeded in addressing this 

problem. 

Automatic content analysis with the prism of TRIZ is a common theme in the com-

munity whether it is through the classification of inventive principles [1,2,3], the ex-

traction of parameters [4,5], the reconstruction of TRIZ matrices for targeted domains 

[6]. 

However, these methods often use simplifications such as the reduction of the num-

ber of inventive principles [1,2], the use of keywords or key phrases [3,6] or assump-

tions on the structure of patents [5] which makes these approaches unusable in practice 

on "new" contents. 
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2.2 Automatic summarization 

Extractive summarization generally consists in a binary classification of sentences from 

a source document. A positive label is assigned to a sentence if it contains important 

information in the context of the targeted summary. A computation of sentences' rep-

resentations is therefore necessary. These representations should contain enough con-

text information to be sufficient for the decision mechanism (classifier) to assign a label 

to the sentence. 

Numerous automatic summarization approaches exist such as graph-based methods 

[7,8,9,10], Bayesian approaches [11,12], with Markov models [13] or CRF (Condi-

tional Random Field). Neural networks have become popular since the development of 

recurrent models like LSTMs (Long Short-Term Memory) or GRU (Gated Recurrent 

Unit) because of their ability to model the context and dependencies between words 

and sentences [14,15]. 

The Transformers [16] allow to build richer representations than the recurrent net-

works because they are, by design, bidirectional. Nevertheless, the number of parame-

ters is proportional to the squared input length which means that they can be used only 

for short texts. The main reason of their massive use is the ability to be pre-trained 

(BERT [17]), XLNet [18]). They will, therefore, be better for complex tasks without 

requiring large amounts of labelled data. These bidirectional encoders can be trained 

on all kinds of documents such as Wikipedia pages, articles or journals. These models 

learn word representations on different datasets before being applied to a specific do-

main. The huge amounts of data used for pre-training make these models very powerful 

[19]. 

3 When abstractive becomes extractive summarization 

Abstract summarization consists in generating a word-by-word summary from a start-

ing document. These words may or may not be part of the original text. Extractive 

summarization consists in selecting key sentences in a source document. A key sen-

tence is a sentence that contains important information about the purpose of the sum-

mary. In the case of contradictions, the goal will be to select the sentences containing 

the parameters. In the case of a generative summary, the goal will also be that the gen-

erated sentences contain the parameters of the contradiction. 

The main difference lies in the amount of data needed and available for training. The 

extractive summarization is more easily trainable since it is in fact only a matter of 

scoring each sentence with its probability of belonging to the summary. However, it is 

very difficult, if not impossible, to find data that can be used to learn extractive sum-

marization. On the contrary, public data such as patents or press or scientific articles 

can be easily exploited for abstracting. Indeed, very often, abstracts are available. These 

abstracts contain the key elements of the documents without being exact copies, word 

for word, of sentences from the documents. A model can therefore be learned to gener-

ate the abstract or summary of an article from it. Nevertheless, the abstract summary 

will encounter the problem of language. Indeed, even if the data are very abundant (in 

millions for accessible patents, in hundreds of thousands for press articles or scientific 
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papers) the generation of realistic sentences remains the main problem. Abstract models 

can lack consistency and generate misunderstandings even if the keywords are actually 

present in the abstracts. 

The goal of the method is to make the most of both extractive and abstractive tech-

niques. The objective is to develop an extractive model to keep the exact statement of 

parameters or parameter descriptions in patents using a model that will have already 

been specialized on patent analysis via abstractive summary learning. This method will 

overcome the limited size of the extractive summary dataset. 

A first abstractive model is trained to generate patent abstracts from their descrip-

tions. This model consists of an encoder and a decoder. The encoder is in charge of 

extracting the salient information while the decoder exploits this information to gener-

ate the abstract. The encoder will therefore be able to build rich representations of the 

tokens of the input document. These representations will also be adapted to information 

selection which is exactly the goal of the final model. The encoder of this abstractive 

model will then be taken and integrated in an extractive model that will learn to select 

the sentences containing the parameters of the contradiction. 

4 Architecture 

The abstractive summarization model is presented in Fig. 1. The encoding is provided 

by BERT [17] which will generate a vector representation for each input token. BERT 

is a Transformer based on attention mechanisms to model bidirectional dependencies 

between tokens. A token will be influenced by the set of tokens that precedes it and will 

influence the set of tokens that follows it. This encoder has allowed results' improve-

ments on various benchmarks in Natural Language Processing such as similarity, Ques-

tion Answering or automatic summarization which will interest us here. The attention 

mechanisms allow for a precise selection of information in relation to the information 

sought and the context, and thus the representations generated are richer and allow for 

greater extraction precision. A decoder, also transformed, will then exploit the extracted 

information to generate a summary, in our case, the patent abstract. To generate the 

abstract, each output of the decoder will point to a word of the dictionary, which allows 

to reconstruct a whole text. At the beginning of the learning process, this text will be 

made of random words, and the more the algorithm learns, the more the choice of words 

and the construction of sentences will be refined. 

This model cannot be used directly for extractive summarization (selection of sen-

tences containing the parameters of the contradiction). The first adaptation is the addi-

tion of special tokens for classification ([CLS]) at the beginning of each sentence. The 

representations associated with these tokens will be the representations of the sentences, 

and it will be these representations that will be classified as the first or second part of 

the contradiction (depending on whether they contain the improved or degraded evalu-

ation parameter). The goal is therefore to adapt the abstract summary model so that it 

can contain almost the entire extractive model and thus be able to learn the extractive 

model on the abstract data. This adapted model is presented in Fig. 2. The representa-

tions of the tokens composing the sentences are not used anymore. The representations 
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of the sentences then pass through additional layers of transformations to perfect the 

encoding before being decoded. This integration of the extractive model will definitely 

degrade the abstract summary since all the information is forced to be contained in the 

sentences' representations which are much less numerous. However, these representa-

tions will be richer and will allow an easier classification of the contradictions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Abstractive summarization model 

 

5 Experiments 

Some results are shown in this section. For each patent, the sentences chosen by the 

model for the first part and the second part of the contradiction are shown. 

 

US10286848-20190514 

Vehicles have been provided with various approaches to providing privacy, security, 

or additional storage in the vehicle. 

While some clipless privacy, security, or storage implements have been developed, 

these clipless implements can also be difficult to install or remove. 
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Fig. 2. Adapted model for extractive summarization 

 

 

US09009869-20150421 

When undertaking an activity causing sweating, a person can suffer from the effects of 

sweat dripping into his eyes. 

These other types of sweat headbands, to remain effective, must be remain in tight ap-

position to the forehead, which may require an uncomfortably tight fit of the headband 

around the wearer's head. 

 

US09939370-20180410 

Thus, distorted band shapes result not only from the interaction between reflectance 

and absorbance but from anomalous dispersion of the refractive index relating to other 

physical parameters, such as the resonant and non-resonant signal components at play 

in car there have been ongoing attempts to compensate for distorted band shapes as 

arising from the superposition of reflective components onto the absorbance features 

of infrared spectra. 

This process also accounted for multiple interference spectra; however, the definition 

of such interference spectra added subjectivity to the process. 
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US07383707-20080610 

Therefore, although the locking apparatus of the prior art achieves at least an ad-

vantage of capable of simply locking and unlocking the glove box, the operating space 

of putting the finger between the operating handle and the glove door needs to partition 

in view of a relationship of pivoting the operating handle from the lower side to the 

upper side and therefore, the glove door is integrally formed with the containing por-

tion in the recessed shape, however, since the containing portion is significantly pro-

jected to an inner side of the glove box, there is a concern of constituting a hindrance 

in putting small articles into and from the glove box, or restricting an effective space 

of the glove box. 

 

 We can see that most of the time, the parameters are extracted in the sentences. Nev-

ertheless, the extracted sentences may still be long which might cause noise when the 

parameters will be extracted. In patent US07383707-20080610, the same sentence is 

chosen as first and second part of the contradiction as it contains both parameters. 

 It is also important to note that these two sentences alone give a real understanding 

of the invention. For example, in the patent US10286848-20190514, we understand 

that the issue is around an additional storage for a car while guaranteeing a flexibility 

on the installation which is effectively shown in the abstract (without notion of contra-

diction this time): 

A vehicle cargo area includes a retention structure having an upper portion, a vertical 

portion, an arcuate portion, and an angled portion. The vehicle cargo area further 

includes a storage tray having a coupling portion that removably couples to the reten-

tion structure by passing over the vertical portion and engages with the vertical portion 

such that the coupling portion is secured in the retention structure. 

The notion of summary (in the sense of TRIZ) makes sense since in only two sen-

tences one can extract the "meaning" of an invention, which can be particularly useful 

in a targeted search for information within the framework of a problem-solving process. 

6 Conclusion 

The amount of data required by deep learning algorithms makes it difficult to use these 

models in the context of TRIZ. A solution, called transfer learning, consists in pre-

training models on other data before specializing them on their "TRIZ" task. 

In this paper we presented a new transfer learning method for patent analysis that 

can be exploited for contradiction extraction. This method consists in integrating an 

extractive summary model in an abstractive summary model and training the extractive 

model on an abstractive task. 

Contradiction extraction is a major issue for a massive and detailed understanding 

of the available inventions and thus of the invention process in order to automatically 

exploit them to find new inventive solution. It would be possible, for example, starting 

from an encountered contradiction, to propose patents that would allow this same con-

tradiction to be solved. 
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The first results are encouraging on the extraction of contradictions even if the cho-

sen sentences are not always the most relevant. 

Future works include the extraction of parameters from the sentences chosen by this 

summarization model, the reconstruction of an updated version of the matrix and the 

generation of new solutions from patents. 
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