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Abstract: Observation and identification are important issues for the practical use of compartmental
models of epidemic dynamics. Usually, the state and parameters of the epidemic model are evaluated
based on the number of infected individuals (the prevalence) or the newly infected cases (the incidence).
Other estimation techniques, for example, based on the exploitation of the proportion of primo-infected
individuals (easily retrievable data), are rarely considered. We are thus interested in a general question:
may the measure of the number of primo-infected individuals and the prevalence improve simultaneous
state and parameter estimation? In this paper, we design a nonlinear adaptive observer for a simple
infection model with waning immunity and consequent reinfections to answer this question. The
practical asymptotic stability of the estimation errors is then proved using the Lyapunov function method.
Finally, the convergence of the observer is illustrated in simulations.
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1. INTRODUCTION

In mathematical epidemiology, compartmental models are pop-
ular and well-studied tools for modeling epidemic processes.
Many research works in mathematical epidemiology are usu-
ally interested in directly analyzing and simulating these epi-
demic processes. However, such a utilization implies some
knowledge of the existence and reliability of parameter es-
timates beforehand. Equivalently, the state estimation of epi-
demiological systems is a subject of vital interest for the survey
and control of epidemics. Thus, the inverse problem of simul-
taneously estimating states and parameters is essential in the
direct problem for modeling epidemics.

Although identification and observation are well-studied issues
in many fields, this is still not the case in mathematical epi-
demiology, where only a small amount of literature is available,
and among them most are only interested in the parameters
identification of epidemic models even if state estimation is
equally significant for understanding and monitoring epidemic
processes. An interested reader can refer, for example, to Ni-
azi and Johansson (2022), Hamelin et al. (2020) for common
observer design of generic epidemiological model, but also
Alanwar et al. (2022), Bliman and D’Avila Barros (2017) for
observer design with set-based approach. In the present paper,
we focus on joint estimation of the state and parameters of a
susceptible-infected-susceptible (SIS) epidemic model count-
ing primo-infections. The usual approach for estimating states
and parameters is based on the measurement of prevalence
(the number of infected individuals) or incidence (the number
of newly infected cases), see Bliman et al. (2018), Ushirobira
et al. (2019). However, in case of epidemic with reinfections,
other data of interest may be available as the number of primo-
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infections. Thus the main interest here is to see if an additional
measurement of primo-infected, which is rarely considered but
easy to obtain data, could improve the observation and identi-
fication of epidemiological systems. The model has been an-
alyzed in a previous paper by Fang and Bliman (2022), where
in particular, the algebraic observability and identifiability were
derived under the condition that measurement of primo-infected
is available. Moreover, a class of non-linear observers for the
system is presented in Fang et al. (2022) where the stability is
deduced using both copositive and Lur’e-type Lyapunov func-
tions and techniques based on linear matrix inequalities (LMI).

In the continuity of the previous papers, we are now interested
in the design of an adaptive observer for the SIS model. In
Section 2, we recall the studied model and its transformation
through a change of coordinates into a suitable system for ob-
server design proposed by Fang et al. (2022). This new system
is then recast for the adaptive observer design. Estimates’ con-
vergence of the proposed adaptive observer is proven in Section
3, and numerical simulations are computed in Section 4.

1.1 Notation

• The sets of real and nonnegative real numbers are denoted
by R and R+ respectively.

• Euclidean norm for a vector x ∈ Rn is defined as |x|.
• For a Lebesgue measurable function of time d : [a,b) →

Rm define the norm ∥d∥[a,b) = ess supt∈[a,b)|d(t)|, then
∥d∥∞ = ∥d∥[0,+∞) and the space of d with ∥d∥[a,b) <
+∞ (∥d∥∞ <+∞) we further denote as Lm

[a,b] (Lm
∞).

• The definitions of classes K, K∞, and KL are standard
and can be found in Sontag and Wang (2000).



2. MODELING

2.1 A SIS model with primo-infections

The studied SIS model introduced in Fang and Bliman (2022);
Fang et al. (2022) has the following state-space representation:

Ṡ = µ−βSI−µS+γI, İ = βSI− (µ+γ)I,
Ṡ1 = µ−βS1I−µS1, İ1 = βS1I− (µ+γ)I1,

y = (αI αI1)T
,

(1a)

(1b)

(1c)

where the four state variables (S(t), I(t), S1(t), I1(t)) ∈
(0,1)4, t ∈ R+, represent the proportions of susceptible, in-
fected, never infected susceptible and primo-infected individ-
uals, respectively; the coefficients µ, β, γ > 0 are the natu-
ral mortality rate, the contact rate, and the recovery rate; the
output y ∈ [0,1]2 provides the measurement of a given portion
α ∈ [0,1] of the infected individuals and of the primo-infected
individuals. We assume that this portion, which corresponds to
the infected individuals detected by the Public health system
(e.g., the symptomatic cases), is identical for the primo-infected
and the global infected populations. As testified by formula
(1a), the constant total population S+I is normalized to 1. The
basic reproduction number of this system is

R0 := β

µ+γ
, (2)

which is assumed to be greater than 1 so that convergence to
the (unique, positive) endemic equilibrium occurs.

For an observer design, an alternative state-space representation
is introduced in Fang et al. (2022) by computing the following
change of variables:

z = S+ I, s1 = ln(S1), ı= ln(I), z1 = S1 + I1.

This yields the following equations:

ż = µ−µz,

ı̇= βz−β(eı −1)− (β+µ+γ),
ż1 = µ− (µ+γ)z1 +γ(es1 −1)+γ,

ṡ1 = µ(e−s1 −1)−β(eı −1)−β,

y1 = α(eı −1)+α, y2 = αz1 −α(es1 −1)−α.

(3a)
(3b)
(3c)
(3d)
(3e)

In the rest of the paper, we consider that the mortality µ is
a known parameter, which is not a costly assumption as the
life expectancy of the population is often available. We also
suppose that the measured portion of the infected individuals
α is also a known quantity (identified in advance), thus for
simplicity we fix α= 1 in the rest of the paper.

2.2 State-space representation for adaptive observer design

We rewrite the system (3) in a more suitable way for estimation
of β and γ, by taking advantage of the knowledge of y1, y2:

ż = µ−µz

ı̇= βz−βy1 − (µ+γ)
ż1 = µ−µz1 −γy2

ṡ1 = µ(e−s1 −1)−βy1
y1 = eı, y2 = z1 −es1 .

(4a)
(4b)
(4c)
(4d)
(4e)

The proposed adaptive observer has the form:

˙̂z = µ−µẑ

˙̂ı= β̂ẑ− β̂y1 − (µ+ γ̂)+L1(y1 − ŷ1)
˙̂z1 = µ−µẑ1 − γ̂y2 +L2(y2 − ŷ2)

˙̂s1 = µ(e−ŝ1 −1)− β̂y1
˙̂
β = f(x̂,y, ŷ), ˙̂γ = g(x̂,y, ŷ)
ŷ1 = eı̂, ŷ2 = ẑ1 −eŝ1

(5a)

(5b)

(5c)

(5d)

(5e)

(5f)

where x̂(t) =
[
ẑ(t) ı̂(t) ẑ1(t) ŝ1(t) β̂(t) γ̂(t)

]⊤ ∈ R6 is the
observer state vector composed of estimates of the state
[z ı z1 s1]⊤ and parameters β, γ in (4); y = [y1 y2]⊤, ŷ =
[ŷ1 ŷ2]⊤ are respectively the system and observer output vec-
tors; f and g are scalar functions describing adaptation rules
for the estimates of parameters that will be determined below.
Denoting

e1 := z− ẑ, e2 := ı− ı̂, e3 := z1 − ẑ1,

e4 := s1 − ŝ1, θ1 := β− β̂, θ2 := γ− γ̂,

the error dynamics between system (4) and adaptive observer
(5) fulfills the following equations:

ė1 = −µe1,

ė2 = βe1 + ẑθ1 −θ1y1 −θ2 −L1(y1 − ŷ1),
ė3 = −µe3 −θ2y2 −L2(y2 − ŷ2),
ė4 = µ(e−s1 −e−ŝ1)−θ1y1,

θ̇1 = − ˙̂
β = −f, θ̇2 = − ˙̂γ = −g.

(6a)
(6b)
(6c)

(6d)

(6e)
All over the paper, as the system is normalized, we may assume
that z(0) = ẑ(0) = 1, so that z(t) = ẑ(t) = 1 and e1 ≡ 0, thanks
to (4a), (5a). Thus the dynamics of z and ẑ can be ignored.

3. ADAPTIVE OBSERVER DESIGN

The main goal is to find functions f , g such that the observer is
(practically) asymptotically stable, and for this goal, the theory
of input-to-state stability (ISS) will be used. In subsection 3.1,
we start by recalling the notions of ISS and ISS-Lyapunov func-
tion. Then in subsection 3.2, a candidate Lyapunov function
with absolute and quadratic terms is proposed, and the param-
eter adjustment laws f , g are designed so that the candidate
function fulfills the requirement of an ISS-Lyapunov function.

3.1 Stability notions

We recall first the well-known concept of input-to-state sta-
bility, introduced by Sontag and Wang (1995). To this end,
consider a system

ẋ(t) = h(x(t),u(t)), (7)
with state x(t) ∈ Rn and input u(t) ∈ Rm, u ∈ Lm

∞ , h : Rn ×
Rm → Rn is a Lipschitz continuous function.
Definition 1. The system (7) is called ISS if there exist a KL
function κ and K∞ function λ such that one has

|x(t)| ≤ κ(|x(0)|, t)+λ(∥u∥∞),
for any t≥ 0, any x(0) ∈ Rn and any u ∈ Lm

∞ .

ISS stability is often proved by exhibiting the existence of an
ISS-Lyapunov function.



Definition 2. A smooth function V : Rn → R+ is called an ISS-
Lyapunov function of (7) if there existψ1,ψ2 ∈K∞, χ∈K and
a positive-definite function Υ, such that:

ψ1(|x|) ≤ V (x) ≤ ψ2(|x|), ∀x ∈ Rn (8)
and ∀x ∈ Rn, ∀u ∈ Rm it holds:

|x| ≥ χ(|u|) ⇒ ∇V (x) ·h(x,u) ≤ −Υ(|x|). (9)

The following theorem, also from Sontag and Wang (1995),
links the ISS property to the existence of an ISS-Lyapunov
function.
Theorem 3. The system (7) is ISS if and only if it admits an
ISS-Lyapunov function.

The ISS property can also be used to establish practical asymp-
totic stability of (7) if the input u is constant, (i.e., it represents
the system parameters or some uniform bounds on disturbing
terms). Consequently, assume we have proven that the system
(6) is ISS and denote its state vector by e= [e1 . . . e4 θ1 θ2]⊤,
then ∥e(t)∥ is ultimately bounded (thus, the error’s norm con-
verges to a bounded set in a neighborhood of 0). The observer
design should be done in such a way that the domain of conver-
gence can be made arbitrarily small.

3.2 Stability through Lyapunov function with absolute and
quadratic terms

Despite the ISS theory has been recalled above for state variable
in Rn, it can be equivalently used for a state belonging to
invariant cones (e.g., in Rn

+) or locally for the norm of the state
and the input bounded by a constant. Denoting

ρ1 := y1 − ŷ1, ρ2 := y2 − ŷ2 (10)
we aim to prove that an ISS-Lyapunov function for (6) can be
selected as follows:

V := |e1|+ b|e2|+ c|ρ2|+ 1
2(de2

4 +η−1
1 θ2

1 +η−1
2 θ2

2),
where b, c, d, η1, and η2 are positive parameters defined later.
Let us compute first the time derivatives of ρ1,ρ2:

ρ̇1 = (ı̇eı − ˙̂ıeı̂)
= (βz−βy1 −µ−γ)eı − (β̂ẑ− β̂y1 −µ− γ̂+L1ρ1)eı̂

= θ1zy1 + β̂y1e1 + β̂ẑρ1 −θ1y1e
ı − β̂y1e

ı + β̂ŷ1e
ı −µρ1

−θ2y1 − γ̂y1 + γ̂ŷ1 −L1ŷ1ρ1

=
(
β̂ẑ− β̂y1 − γ̂−µ−L1ŷ1

)
ρ1 +θ1ze

ı + β̂e1e
ı

−θ1y1e
ı −θ2e

ı

=
(
β̂ẑ− β̂y1 − γ̂−µ−L1ŷ1

)
ρ1 −θ2y1 +θ1y1 (1−y1)

ρ̇2 = ė3 − (ṡ1e
s1 − ˙̂s1e

ŝ1)
= −µe3 −θ2y2 −L2ρ2 − [(µ(e−s1 −1)−βy1)es1

−(µ(e−ŝ1 −1)− β̂y1)eŝ1 ]
= −(µ+L2)ρ2 −θ2y2 +βy1(es1 −eŝ1)+θ1y1e

ŝ1

We deduce the following algebraic relation based on derivatives

θ1(1−y1)−θ2 = ρ̇1 − (β̂ẑ− β̂y1 − γ̂−µ−L1ŷ1)ρ1
y1

=: Π

In particular, notice that all components on the right-hand side
of formula above are known. Thus the computation shows that

the function Π, which includes terms of interest θ1, θ2 that
cannot be directly measured, is nonetheless accessible through
outputs derivative using the right-hand side expressions and
provided that y1 is non-zero (which is the case as R0 > 1).
Therefore these quantities can be included in the design of f
and g of the observer for the purpose of enhancing parameters
estimation. The derivative ρ̇1 can be estimated online using
different methods (see Reichhartinger et al. (2018)). The time
derivative of V along the trajectories is

V̇ = ė1 sgn(e1)+ bė2 sgn(e2)+ cρ̇2 sgn(ρ2)+de4ė4

+η−1
1 θ1θ̇1 +η−1

2 θ2θ̇2

= −µ|e1|+ bsgn(e2)[βe1 + ẑθ1 −y1θ1 −θ2 −L1(eı

−eı̂)]+ csgn(ρ2)[−(µ+L2)ρ2 −θ2y2

+βy1(es1 −eŝ1)+θ1y1e
ŝ1 ]+dµe4(e−s1 −e−ŝ1)

−de4y1θ1 +η−1
1 θ1θ̇1 +η−1

2 θ2θ̇2

= −µ|e1|+ bsgn(e2)[βe1 −L1(eı −eı̂)]−de4y1θ1

+dµe4(e−s1 −e−ŝ1)+ csgn(ρ2)[−(µ+L2)ρ2

+βy1(es1 −eŝ1)]
+η−1

1 θ1(θ̇1 +η1[bsgn(e2)(ẑ−y1)+ csgn(ρ2)y1e
ŝ1 ])

+η−1
2 θ2(θ̇2 −η2[bsgn(e2)+ csgn(ρ2)y2]).

The design of ˙̂
β, ˙̂γ and consequently θ̇1, θ̇2 is then done

in a way to cancel the product terms of θ1, θ2 in brackets
appearing above in the two last lines. As announced we will
also include measurable or estimated signal Π in order to
introduce the errors θ1, θ2, into the dynamics of β̂, γ̂ for
parameters estimation. Let the functions f , g be as in (11), with
k1, k2 > 0:

f(x̂,y, ŷ) = η1

(
b(ẑ − y1)sgn(ρ1) + cy1eŝ1 sgn(ρ2) + k1

Π
1 − y1

)
(11)

g(x̂,y, ŷ) = η2(−bsgn(ρ1) − cy2 sgn(ρ2) − k2Π)

Let us prove now that V is an ISS-Lyapunov function for the
system (6)-(11).

In the computations below we will use the facts that ı < 0,
s1 < 0, z1 ∈ (0,1), β > 0 and γ > 0, hence, y1 ∈ (0,1) and
we can naturally take ẑ1(0) ∈ (0,1), ı̂(0)< 0 and ŝ1(0)< 0.

Noting that sgn(ρ1) = sgn(e2) and using Young’s inequality,
for any ε1 > 0 we have:

V̇ ≤ −(µ− bβ)|e1|− bL1|eı −eı̂|−dµ|e4||e−s1 −e−ŝ1 |

+cβy1|es1 −eŝ1 ||sgn(ρ2)|+dy1(ε1
2 θ

2
1 + 1

2ε1
e2

4)

−c(µ+L2)|ρ2|−k1
Π

1−y1
θ1 +k2Πθ2

≤ −(µ− bβ)|e1|− bL1|eı −eı̂|−dµ|e4||e−s1 −e−ŝ1 |

+cβy1|es1 −eŝ1 ||sgn(ρ2)|+dy1(ε1
2 θ

2
1 + 1

2ε1
e2

4)

−c(µ+L2)|ρ2|−k1θ
2
1 −k2θ

2
2

+θ1θ2

[
k2(1−y1)+ k1

1−y1
)
]

Due to presence of negative feedback terms in θ1 and θ2
introduced by Π into the adaptation laws, these error variables



stay bounded provided that all other variables possess this
property. Assume that this is the case. Since β̂(0)> 0 by tuning
η1 and η2, there exist β, β, γ, γ ∈ R+ such that β̂ ∈ (β,β),
γ̂ ∈ (γ,γ) (this bound can be shown by applying Grönwall’s

inequality on
[
β̂ γ̂

]⊤
). For β̂ > 0 we get that ŝ1 < 0. Then,

thanks to the Mean value theorem, we obtain
|es1 −eŝ1 | ≤ |e4| ≤ |e−s1 −e−ŝ1 |.

Therefore,

V̇ ≤ −(µ− bβ)|e1|− bL1|eı −eı̂|− c(µ+L2)|ρ2|

−d(µ− 1
2ε1

)|e4|2 + cβy1|es1 −eŝ1 |−k2θ
2
2

−
(
k1 − dε1

2

)
θ2

1 + |θ1||θ2|[k2 + k1
1−y1

]

Moreover, as β̂ ∈ (β,β) and γ̂ ∈ (γ,γ), there exists θ̄1, θ̄2 such
that |θ1| < θ̄1, |θ2| < θ̄2. Secondly, it is known that supy1 < 1
(see Hethcote (1989)), thus 1

1−y1
< k3 for some k3 > 0.

Finally, notice that |es1 −eŝ1 |< 1, which leads to the estimate:

V̇ ≤− (µ− bβ)|e1|− bL1|eı −eı̂|− c(µ+L2)|ρ2|

−d(µ− 1
2ε1

)|e4|2 −k2θ
2
2 −

(
k1 − dε1

2

)
θ2

1 +∆

(12)

where ∆ = cβ+ θ̄1θ̄2[k2 + k1k3] is the constant bias. Fixing
the parameters k1 and k2 of the observer, let us select ε1, b,
d as ε1 >

1
2µ , d < 2k1

ε1
, b < µ

β , such that the only remaining
positive term ∆ in V̇ is proportional to free-tuning gains k1,k2
and c. Note that the condition b < µ

β can be ignored as |e1| = 0.
The values of tuning parameters c > 0, d > 0 present in the
Lyapunov function can be taken arbitrarily small and thus the
same for k1 and k2 also. Consequently, for any θ̄1, θ̄2 (which
depend on β, β, γ, γ proportional to the domain of attraction
of the observer) there exist k1, k2, b, d, c such that V can
be used as an ISS-Lyapunov function with regard to the input
∆. Finally, the assumption on boundedness of all variables in
the system is satisfied, confirming that for a suitable choice of
parameters ŝ1 < 0.

We have thus proved the following result.

Theorem 4. There exist positive values of L1, L2, η1, η2, b,
c, µ, β, γ, k1 and k2 such that the system (6)-(11) is practi-
cally locally asymptotically stable (locally ISS with respect to
∆(c,k1,k2)), where the domain of convergence can be made
arbitrarily small.

The theorem shows that the present adaptive observer is best
suited for estimating the SIS system with a small contact rate,
as the system (6)-(11) is ISS with regard to the coefficient β.
In practice, numerical simulations show that the estimation is
accurate for β < 1 days−1, including most diseases.

4. NUMERICAL SIMULATIONS

4.1 Parameters tuning

The ISS property obtained in Theorem 4 suggests that one
natural strategy in tuning the parameters is to minimize as much
as possible the values of k1 and k2. However, these parameters

are multiplier coefficients of estimation errors in the adjustment
laws f,g, and lowering too much their values may theoretically
affect the observer’s convergence velocity. Thus there is a trade-
off between the size of the ultimate bounded set to where
the observer converges (thus the precision of the estimation)
and the speed of convergence. This issue is important as the
system subject to the observation itself usually converges to
its steady state relatively quickly, and in this case we have a
more practical and efficient way of estimating parameters by
analyzing only the steady state itself (see Fang and Bliman
(2022)). Notice also that k1 is multiplied by a constant k3 in
(12) which could be relatively large, thus k1 should be taken
smaller than k2.

For setting the gains L1,L2, we can see that the output error
multiplied by L1 in (6b) is a direct estimation of e2 which is
not the case for the output errors multiplied by L2 in (6c) with
regard to e3. Thus L1(y1 − ŷ1) is a way more efficient output
injection for estimation than the others and the gains should
respect the ordering L1 > L2.

4.2 Simulation

For illustration purposes, we present numerical simulations of
the adaptive observer computed in original coordinates. We
fix the known parameter as µ−1 = 70 years and assume that
the parameters to be estimated are β = 0.2 days−1, γ = 1

12
days−1. We also choose the gain values as L1 = 10, L2 = 1.
Moreover, we fix η1 = η2 = 1, k1 = 1 × 10−5, k2 = 1 ×
10−3 and b = c = 1. The initial state of the observer is taken
randomly in a set verifying the conditions Ŝ(0) + Î(0) = 1,
Ŝ1(0) ≤ Ŝ(0), Î1(0) ≤ Î(0). Notice that the values of S(0),
I(0), I1(0) are accessible directly, but it is practically more
interesting to choose different values for the initial state of the
observer in order to add excitation to the system. Simulations
are performed in Matlab with ODE solver ode45, and the
results are shown in the figures below. The convergence of the
estimated states Î (and thus Ŝ) and Î1 to their actual values
is fast and usually happens in the first to third week starting
from the first measurement, which is expected as these states
are directly accessible from output measurement. Convergence
of the parameters is also quick, and we can expect to retrieve a
precise estimation with two significant figures after the second
or third week. Conversely, we may obtain a relatively reliable
estimate of S1, usually starting from the thirty to forty day since
the first measurement, this lower efficiency is expected as there
is no output injection for the estimation of ŝ1. Last, Figures 7
and 8 show the 2-norm of parameter and state estimation errors
in a semi-log scale.

5. CONCLUSION

We have proposed in this paper a nonlinear adaptive observer
for a SIS system measuring primo-infections. The practical
asymptotic stability of the estimation errors is obtained, and
the used Lyapunov function includes absolute values of the
components of the error and the quadratic terms. Numerical
simulations illustrate the convergence of the estimates of the
proposed adaptive observer to a neighborhood of ideal values.
In the proposed design, the coefficient α, representing the
detection rate, is assumed to be known, and extending the
adaptive observer to the case when α is also unknown can be
considered a direction of future research.
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