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Abstract. Neural Architecture Search is becoming an increasingly pop-
ular research field and method to design deep learning architectures.
Most research focuses on searching for small blocks of deep learning op-
erations, or micro-search. This method yields satisfactory results but de-
mands prior knowledge of the macro architecture’s structure. Generally,
methods that do not utilize macro structure knowledge perform worse
but are able to be applied to datasets of completely new domains. In this
paper, we propose a macro NAS methodology which utilizes concepts of
Regularized Evolution and Macro Neural Architecture Search (Deep-
NEAT), and apply it to the Fashion-MNIST dataset. By utilizing our
method, we are able to produce networks that outperform other macro
NAS methods on the dataset, when the same post-search inference meth-
ods are used. Furthermore, we are able to achieve 94.46% test accuracy,
while requiring considerably less epochs to fully train our network.

Keywords: NAS · Neural Architecture Search · Fashion MNIST.

1 Introduction

As the amount of available raw data has increased over the years, in conjunction
with the steady increase in available processing power, machine learning has
also increased in popularity as a modelling and predictive tool. This has spurred
new research in the field, which in turn has enabled the implementation and
automation of tasks previously considered exceptionally hard for a computer.
Especially in the past decade, neural networks in the form of deep learning have
been an increasingly popular tool for such industrial and research applications
[2, 4, 6, 20].

Deep learning demands specific neural architectures in order to be success-
fully and effectively implemented. Traditionally, these architectures were hand-
crafted by human experts, a laborious and time-consuming process. More re-
cently, there have been significant efforts to automate the process of designing
them. Thus, a new research field has emerged from these efforts, known as Neural
Architecture Search (NAS). Many state-of-the-art architectures have been pro-
duced as the research in the field has progressed [13, 17, 16, 11, 22]. The process of
designing the architectures requires significantly more computational resources
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than training a single architecture, but can be more resource-efficient in the long
run, especially when low-power hardware is targeted [19].

Although most methodologies are able to produce state-of-the-art architec-
tures, they rely on a pre-determined architectural macro structure (outer skele-
ton). Instead of designing the entire network, a small network block (called cell)
is designed, and several cells are stacked in order to produce the final network,
as dictated by the skeleton. This can essentially be called a micro-search, as
the micro-structure of the network’s cells is optimized. Although this philoso-
phy is both effective and efficient, it requires prior knowledge of an appropriate
skeleton. Thus, it is only applicable in areas where such prior knowledge has
been obtained, usually through human experimentation. This greatly reduces
the applicability of such methods to domains that have already been studied to
a certain degree.

In this paper, we explore an algorithm created by combination of Regular-
ized Evolution from [17] and genetic encoding from DeepNEAT [13], in order
to generate architectures for the Fashion-MNIST dataset [21], by conducting a
macro-architecture search. We aim to evaluate the proposed method’s ability to
generate good architectures without any prior knowledge about the application’s
domain, as well as compare it to other macro-architecture search methodologies.
We first briefly present the two algorithms from which we borrow elements from,
as well as the dataset and various NAS algorithms tested on it. Following, we
explain our methodology and our experimental results. Finally, we present our
research’s limitations and discuss our findings.

2 Related Work

As previously mentioned, for our method we utilize a combination of Regularized
Evolution and DeepNEAT, in order to formulate a macro NAS methodology. As
such, in this section we present the basics of the two algorithms, as well as the
Fashion-MNIST dataset.

2.1 Regularized Evolution

In the corresponding paper [17], the authors propose the usage of an evolutionary
algorithm in order to generate architectures of increasingly better performance.
Instead of utilizing tournament selection when updating the populations, the
oldest solution in the population is discarded. Following, by randomly sampling
N individuals, the best is selected to generate an offspring. The offspring is
added to the population, while the oldest individual is discarded. This forces the
algorithm to retain architectures that consistently perform well. An architecture
which was trained to a high test accuracy by luck will not be able to survive
for very long. The authors were able to produce better architectures than the
state-of-the-art for the CIFAR10 dataset in the NASNet Search Space [23]. The
search space restricts the algorithm’s ability to produce arbitrary architectures.
Instead, a pre-defined skeleton of repeated cells is used, while the algorithm
designs the individual cells.
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2.2 DeepNEAT

Even before the advent of deep learning, efforts where made in order to optimize
both the design, as well as the weights of neural networks. One such example is
the NEAT algorithm [18], which utilized generational evolution in order to evolve
simple neural networks. The method was more recently extended in order to de-
sign deep neural architectures, in the forms of DeepNEAT and CoDeepNEAT
[13]. DeepNEAT is able to design macro-architectures, by encoding each layer’s
parameters, as well as connections between layers to different genes. In order
to achieve crossover, each gene is marked with an indicator, which lets homolo-
gous genes align. In the paper, the researchers are able to utilize CoDeepNEAT
which employs co-evolution of cells and skeletons, in order to generate image
recognition and captioning architectures with success.

2.3 Fashion-MNIST

Fashion-MNIST [21] is a benchmarking dataset for image recognition tasks. The
dataset contains a number of labeled fashion items. Each image is a 28x28 pixel
grayscale image of various clothing items. In total there are 60,000 items in the
training set and 10,000 in the test set. There are a total of 10 different classes
in the dataset. An example of the dataset can be seen in Figure 1. It has been
proposed as a direct drop-in replacement for the popular MNIST dataset [10].

A number of NAS methodologies have been able to produce state-of-the-
art networks for this specific dataset. The latest NAS paper which was able
to produce a new state-of-the-art is [14]. By using the experts advice frame-
work, it is able to achieve a 96.36% test set accuracy, higher than any other
NAS paper. Other methodologies are presented and compared in [15], which are
able to produce very high-performing architectures. Nonetheless, these are all
micro-search methods. Macro-search, although not as successful, is able to pro-
duce sufficient architectures, taking into account that the search space usually
becomes unbound. One such methodology is described in [1], which combines
Genetic Algorithms and Dynamic Structured Grammatical Evolution, in order
to evolve the architectures. The algorithm is able to produce high-performing
architectures, although some post-search training and inference techniques are
utilized, in order to boost the network’s performance. Another study employs
the Ant Colony Optimization algorithm in order to design neural architectures
[3] with marginally less success, although the concept of weight re-usability that
the algorithm enables is very interesting. Finally, in [7], the authors propose
Bayesian Optimization as a means to guide through the search space, while
using network morphism first proposed in [5].

3 Methodology

In this paper, we utilize concepts from DeepNEAT and Regularized Evolution
in order to generate convolutional architectures for the Fashion-MNIST dataset.
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Fig. 1. Sampled Fasion-MNIST images, one for each class.

In order to do so, we first implement the genes that will encode the information
regarding the connections, as well as the nodes of each architecture. This is
inspired by the work done in [13]. Following, we define the rules of evolution,
taken from [17]. Finally, we explain how a genome (a collection of genes) is
translated to a functioning neural network and evaluated.

3.1 Architecture Representation

In order to represent a neural architecture, we utilize layer and connection genes.
These define the network’s topology, as well as each layer’s functionality and
parameters.

Layer Genes Each layer gene dictates the layer implemented by each node.
Originally, DeepNEAT proposes the use of a Convolution, followed by a Dropout
and possibly a MaxPool layer. In this configuration, the gene contains informa-
tion about the kernel size, number of filters, dropout probability, as well as the
existence of the MaxPool layer. As this can greatly increase the search space
size (in the original paper, there were 896 possible combinations of kernel size,
number of filters, and MaxPooling), we utilize only 12 discrete layer choices.
First, we define a fixed number of channels for all architectures, as in [17]. Each
node can be either a convolution or a pooling layer, with kernels of sizes 2x2,
3x3, and 5x5. Furthermore, each pooling layer can be either a MaxPooling or an
AveragePooling layer. Finally, each convolution layer can either have filters equal
to the initially defined number of channels, or half of that. The available choices
are depicted in Table 1. Thus, we are able to reduce the number of choices to
12 for each layer gene. As we only employ the mutation operator, we mutate a
gene by selecting a different layer setup from the 12 available.



Regularized Evolution for Macro Neural Architecture Search 5

Table 1. Available layer choices.

Layer Selection Layer Type Kernel Size Operation

CONV 2.H 2x2
CONV 3.H Convolution 3x3 Filters Number = Half Channels
CONV 5.H 5x5

CONV 2.N 2x2
CONV 3.N Convolution 3x3 Filters Number = All Channels
CONV 5.N 5x5

POOL 2.A 2x2
POOL 3.A Pooling 3x3 Average
POOL 5.A 5x5

POOL 2.M 2x2
POOL 3.M Pooling 3x3 Max
POOL 5.M 5x5

Connection Genes Connection genes dictate the network’s topology. Each
gene contains three values; the origin node, the destination node, as well as a
boolean flag, indicating whether the connection is active. The mutation operator
reverses the connection’s status. Namely, it disables the connection if it is active
and vice versa. Although in [17] the authors allow a specific connection to change
either its origin or destination, we choose not to. Our choice does not hinder the
development of non-sequential architectures i.e. having two or more layers with
the same inputs, or a layer with multiple inputs. This will be further analyzed
in the following subsection.

3.2 Evolving Architectures

Following the basics of [17], we first initialize a population of P individuals. Each
individual consists of 4 random layers. Note that this does not pose a lower limit
to the number of layers in the population, as connections can be disabled and
thus layers can be deactivated, by disabling its incoming connections. In order
to evolve our architectures, we utilize the mutation operator, with a probability
of pmutate. Furthermore, we define a probability padd to add a new node to the
network, as well as a probability pidentity to leave the network intact. At each
evolution cycle (offspring creation and replacement of the oldest individual),
N individuals are sampled from the population. The best out of N is selected
and its offspring is generated through mutation. After evaluating its fitness, the
offspring is inserted into the population and the oldest individual is discarded.
We utilize the generated network’s accuracy on the test set as an individual’s
fitness.

Adding Nodes In order to insert a new node into the network, a random
connection is selected. The new node is placed between the connection’s origin
and destination nodes, while the connection is disabled. As a layer gene’s mu-
tation allows the re-activation of the connection, the original destination node



6 G. Kyriakides, K. Margaritis

can have multiple inputs. Likewise, the original origin node can have multiple
outputs. This can be seen in Figure 2. Each node is assigned a unique number
which indicates when the node was added. Node -2 is the network’s input, while
99 is the network’s output. Here it is evident how a single node may have multi-
ple inputs and outputs. Node -2 has developed multiple outputs, while node 99
has developed multiple inputs.

Fig. 2. Three node additions to the same genome.

3.3 Implementing the Networks

As our genomes describe the convolutional section of the network, we define a
small outer skeleton, in order to be able to utilize the architecture for classifi-
cation. We add three fully connected layers (FC) after the output node, with
decreasing number of filters. The first FC layer (FC1) has number of filters
equal to a quarter of the input features. Layer FC2 has half of the filters FC1
has. Finally, FC3 has 10 filters, equal to the number of classes in the dataset.

When a gene represents a convolution layer, the ReLU activation function
is used after the layer, clipped to a maximum value of 6 (ReLU6). Following, a
Batch Normalization layer is employed, along with a Dropout2d layer, with 0.1
dropout probability. In case a node has multiple inputs, all of them are scaled
to the same size and summed pixel-wise. In case there are inputs with different
numbers of channels, a 1x1 convolution is utilized in order to scale the number
of channels, before summing the inputs.
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4 Experiments

4.1 Experimental Setup

For our experiments, we employed a population size of P = 100 genomes. A
total of 400 cycles were utilized, in order to evolve the networks. At each cycle,
N = 25 individuals were selected as parents. Each network was trained for 20
epochs on the train set and then evaluated on the test set. In order to train
the networks we utilized the Adam optimizer[8]. No data augmentation was
performed on the dataset during the search phase. We chose 64 as the standard
number of channels, meaning that CONV 2.H, CONV 3.H, and CONV 5.H will
each contain 32 filters. The probability to add a new node to a network was
set to padd = 0.25, while the probability to leave a network intact was set to
pidentity = 0.05. Thus, the probability to mutate either a node or a connection
was pmutate = 0.7.

In order to establish a baseline for our method, we also conducted a random
search. For this purpose, we repeated the experiment, but selected a single ran-
dom individual from the population to generate the offspring each time , instead
of 25. Thus, the algorithm reduced to a random search. Both experiments were
conducted by utilizing 4 NVIDIA Tesla V100 GPU cards. The experiments were
implemented using the NORD framework [9] . All code is available on github ,
along with the PyTorch state dictionaries of the fully trained networks.

4.2 Results

Evolutionary search (ES) seems to outperform random search (RS) significantly.
It is able to find better models, as well as do so more consistently. This can be
seen in Figure 3, where the best-performing architecture found so far is depicted
for both ES and RS. ES is able to continuously improve its best-performing archi-
tecture, while RS struggles to find better architectures (left). Furthermore, ES’s
empirical cumulative distribution function (right) exerts first-order stochastic
dominance over ES. This means that it is able to find solutions as good as ran-
dom search or better, with higher probability. ES was able to find architectures
with up to 93.62% test accuracy, which consisted of two CONV 2.N layers, fol-
lowed by a CONV 3.N, a CONV 5.N, a POOL 5.A, and a CONV 3.H layers, all
of them sequentially connected. Random Search was able to find architectures
with up to 91.91% test accuracy, although these architectures consisted of a
CONV 3.H, CONV 5.H, a CONV 3.H, and a POOL 5.M layer, again connected
sequentially.

Most of the best architectures found by ES consisted of sequentially con-
nected convolutions with full channel count, followed by a pooling layer and a
reduced-channel convolution. Some architectures developed fanning inputs and
outputs, with satisfactory performance. The most prominent features were two
sequential CONV 2.N layers, followed by a CONV 3.N, a CONV 5.N, and a

1 https://github.com/GeorgeKyriakides/nord/tree/AIAI2020/nord
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Fig. 3. Best architecture’s performance (left) and performance empirical cumulative
distributions (right).

POOL 5.A layer. In Figure 4 each evolved genome is plotted, with alpha (opac-
ity factor) equal to 1

400 (as we have a total of 400 evolved architectures). Thus,
more dominant patterns can be visually distinguished. Here, OUTPUT layers
denote the output of the convolutional part of the network, i.e. the input to
the fully connected layers. On average, valid evolved architectures contained 5.5
nodes, with a standard deviation of 1.1. Invalid architectures include those that
did not contain at least a single path from the input to the output layer, or
the intermediate operations were not able to be computed (e.x. a kernel size
greater than the input tensor size). Here, it is easy to distinguish the pattern
of 4 convolutions of increasing kernel size, as well as the existence of branching
layer outputs. Another feature that seems to appear frequently is a convolution
layer with kernel size 3, which branches out of the main network’s structure and
is connected directly to the output layer. Finally, it is interesting to note that
the dominant pattern seen in Figure 4 evolved from many different genomes by
mutation, and was then established due to its performance.

We chose the architecture with the best average performance, out of the
architectures sampled at least 5 times, in order to further train and evaluate
it. We select the average best, as we would like to avoid choosing a network
trained to a high accuracy due to luck (initialization weights, sequence of non-
deterministic operations). This is also in line with the work done in [12],as similar
levels of variance are recorded (0.2% on average). The chosen network closely
follows the dominant architecture (first 5 sequential layers in 4), followed by
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Fig. 4. Overlay of all genomes’ architectures.

two CONV 3.H layers branching out after the pooling operation. By utilizing
data augmentation (horizontal flipping and random erasing) on the train set,
setting the number of channels to 256 (3.1 million parameters), as well as training
the architecture for 20 epochs, we were able to achieve 94.46% test accuracy
with this architecture. With a more modest number of 128 channels (791,338
parameters), we were able to achieve a performance of 94.26% accuracy. We call
the architecture REMNet (Regularized Evolution for Macro-NAS Net) for ease
of reference.

4.3 Discussion

When compared to networks found by similar macro NAS methodologies, ap-
plied to the same dataset, the network found by our method seems to perform
marginally better. There are post-search training and inference techniques that
produce even better-performing networks, such as test-set data augmentation
and ensembles of neural networks, used in [1]. By utilizing those techniques, the
authors are able to boost their network’s performance to 94.7%, with test set
augmentation and to 95.26% with ensembles. As we do not utilize any of these,
we do not think it is fair to compare our results to those obtained by using them.

A summary of results obtained by similar methods is depicted in Table 2.
One interesting detail is that our methodology needs less epochs to fully train
the final architecture, compared to other methods. This can be attributed to two

2 As implemented in [7]
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Table 2. Performance of similar algorithms

Method Final Accuracy Search Epochs Training Epochs

DENSER [1] 94.23% (94.70%, test set augment.) 10 400
Auto-Keras [7] 93.28% 200 200
DeepSwarm [3] 93.56% 50 100
NASH [5]2 91.95% 20-105 205

REMNet-256 94.46% 10 20
REMNet-128 94.26% 10 20

facts. First, we restrict the search phase training epochs to only 10. This seems
to pose a regulatory effect on the network’s structure, as networks that need a
large number of epochs to train have poor performance when evaluated. This
has also been observed in [13]. Furthermore, we utilize optimizers with adaptive
learning rate. Thus, we do not need to employ complex learning rate policies, as
in [1].

4.4 Limitations

Although our method is able to produce better results when compared to similar
methodologies, it is not able to produce better architectures than the state-of-
the-art. This is partly due to the fact that we conduct a macro-search, and as
such explore a greater search space. Furthermore, we do not implement any other
methodology to directly compare ours, and as such comparisons may be unfair
either to our advantage or disadvantage.

5 Conclusions and Future Work

As Deep Learning is becoming more popular and widely adopted, Neural Archi-
tecture Search is also increasingly studied. Many methods are able to produce
state-of-the-art networks, by utilizing previous knowledge about the network’s
macro-structure, and thus conducting NAS on the micro (cell) level.

In this paper we have proposed a methodology for macro NAS, by combining
elements of regularized evolution utilized for micro NAS [17], and DeepNEAT
[13], utilized for macro-search. Compared to [17] we were able to conduct search
not only on a cell-level, but also on a macro-architecture level. Compared to [13],
we had less parameters to optimize and less operations to define, as we did not
utilize crossover and we restricted the parameter space to 12 discrete values.

By applying our method on the Fashion-MNIST dataset, we were able to
out-perform other macro NAS methodologies, when the post-search evaluation
methods were similar. We designed networks capable of up to 94.46% accuracy
on the test set, while requiring relatively few epochs to train. As such, we hope
to continue our experimentation, in order to expand it to other datasets and
network types, as well as study the generated architectures further.
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