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Abstract. Drone swarms are becoming a new tool for many tasks in-
cluding surveillance, search, rescue, construction, and defense related
activities. As their usage increases, so does the possibility of adversarial
attacks on their contribution to these use cases. One possible avenue,
whether deliberate or not, is to deny access to the position feedback of-
fered by the Global Positioning System (GPS). Operating in these ’GPS
denied’ environments poses a new challenge; both in navigation, and in
collision avoidance. This study proposes two novel concepts; a structural
model of environmental deviance to aid in autonomous navigation, and
a method to use the output of said model to implement a collision avoid-
ance system. Both of these concepts are developed and tested in the
framework of a simulated environment that mimics a GPS-denied sce-
nario. Using data from hundreds of simulated swarm flights, this work
shows structured learning can improve navigational accuracy without the
need for externally provided position feedback.

Keywords: Machine learning, Adaptive control, Swarm intelligence and
decision-making

1 Introduction

Drone swarms are collections of remotely or autonomously controlled aerial ve-
hicles which maintain some form of internal structure between the individuals.
These swarms have utility in many domains and tasks; surveillance (coverage),
search and rescue, construction, and defense related activities [9, 16]. Swarms
typically rely on some kind of position feedback to maintain the prescribed struc-
ture of the swarm. Referred to as localization, this task is typically achieved by
utilizing GPS data and other sensor modalities [10, 20]. Without position feed-
back, maintaining a safe, collision-free flight within a crowded airspace becomes
an increasingly difficult task [1, 17].

In domains where adversaries or technical issues might disable or impede
the efficacy of position feedback, drone swarms are at risk of losing the posi-
tion information prerequisites that allow for safe, collision-free flight. In these



GPS-Denied environments, other methods must be used to provide position in-
formation to the drones, or to provide other navigation schemes that allow for
safe flight. This paper seeks to investigate a method for coping with a GPS-
denied environment without incurring these systemic costs of complex sensor
fusion and navigational calculation. Given a set of drones with the most basic of
intra-drone communication, and with a limited computational budget, are there
still navigation methods that can cope with the loss of GPS provided position
feedback? One of the simplest methods for dealing with the lack direct positional
feedback operate is the technique of dead reckoning. In such an approach, the
current estimate of a drones position is taken as the ‘true’ position, and new
control signals are calculated based on the relative location of this position to a
desired position.

Applying the method of dead reckoning to a drone swarm introduces a new
source of error that might lead to collisions of drones within a swarm due to
environmental deviations. Dead reckoning assumes the position estimate at the
prior time-step is accurate, and only influenced by the action of the drone. It
lacks a model of the influences of the environment. However, additional sensors,
if available in the GPS-denied environment, provide intra-drone communication
and distance keeping. Radio frequency sensors, or simple optical systems may
provide such feedback [7, 12]. While this is useful for collision avoidance, ul-
timately, they cannot also solve the navigation issue. This work assumes the
existence of a simple inter-drone communication channel. This can be used to
craft a nearest neighbor graph of the swarm. The history of drone locations over
time, coupled with this graph, provides a spatio-temporal data-set.

This work hypothesizes that such a spatio-temporal data-set can be used
to train a model which will improve upon the efficacy of dead reckoning in
GPS-denied environments by predicting future environmental deviations based
on changes in the structure of the swarm network. We hypothesize that such
a network encodes some information about the environmental deviations that
introduce the accumulated errors of dead reckoning. By using appropriate struc-
tural machine learning tools, this information could be leveraged to correct the
estimated position of each drone within the swarm. In turn, this will reduce the
accumulation of error, and lead to position estimates that are closer to their true
value when the model is used versus pure dead reckoning.

The novelty of the proposed procedure is that it provides a framework to
safely navigate a swarm of drones in a GPS-denied environment with a purpose-
fully simplified set of sensor modalities and computational capabilities. This
framework is shown to provide course maintenance and collision avoidance via
structural learning of environmental deviance’s in an online manner. To sup-
port this, in this study we answer the following research questions: 1) Can a
prediction-based approach properly estimate a drones trajectory after communi-
cation loss? 2) If so, do structure-based models improve this prediction capability?
3) Can a method for avoiding collisions between swarms be implemented, using
the variance of the structured model as input?



2 Prior Work

The past decade has seen substantial work on the issues of collision avoidance,
localization, and mapping [6]. The prevalence of these swarms has incentivized
the creation of high fidelity models of both individual drones [8] and of swarms
of these individuals [2, 18].

Due to their prevalence, the security and consistency of communication within
a swarm becomes paramount [3]. The manner of communication that enables
the localization of drones within the swarms becomes an attack surface. In
systems where GPS is the communication channel for localization, entering a
‘GPS-denied’ environment poses a threat to the swarm. Work has been done to
produce systems that leverage visual input to accommodate localization in such
settings. On board visual sensors have been utilized to localize drones with re-
spect to observations of visual indicators applied to each drone [14]. The bearing
of the swarm were combined with observed landmarks to implement a sufficient
simultaneous localization and mapping (SLAM) framework. It is also shown that
other modalities can be utilized [15]. Radio frequency ranging has been inves-
tigate. This can provide a means of inter-drone localization within a swarm by
observing the received signal strength of RF signals from neighboring drones [12].

When position feedback is lost, the technique of dead reckoning can be used.
This manner of control simply assumes the current position estimate of the
drone location is correct, and flies accordingly. Such a system is prone to quick
accumulation of error when used in isolation. However, work has been done to
improve upon these estimates. The combination of dead reckoning, and observa-
tions using a Kalman filter can still allow for improved trajectory tracking [21].
Dead reckoning can also be combined with other localization methods to improve
its accuracy. Such a method is proposed in which the received signal strength
of neighboring drone broadcasts is combined with a dead reckoning scheme to
enable accurate localization [19].

3 Method

3.1 Problem Statement

Assume a swarm of D drones that is heading towards a certain destination in
a stochastic environment. Given that global communication (e.g., GPS commu-
nication) is lost on the way towards the destination, the objective is to predict
the positions of all drones at all subsequent time-steps.

Formally, a swarm S [T ] = {D[T ]
1 , . . . ,D[T ]

D } is defined as a collection of D

individual drones, where D[T ]
i = {p1

i , . . . ,p
T
i } represents the trajectory of the

i-th drone containing its positions pt
i ∈ RK for each time-step t = 1, . . . , T .

Over the course of a swarm’s flight during which global communication is lost
at a certain time-step tc, the objective is to learn a swarm-level function FS =
(f1, . . . , fD) : RD×ωK → RD×K . Each fi : RωK → RK is a drone-level function
that, when at any time-step t > tc, predicts the position of the i-th drone at



the next time-step pt+1
i based on a ω-sized window of past positions ωt

i =
[pt−ω+1

i , . . . ,pt
i].

The above statement assumes that none of the individual drones is aware
of its true position upon communication loss since any position feedback will
be unavailable (e.g., after a GPS-denied regime was initiated). Nevertheless, an
intra-swarm communication method can be leveraged to allow the drones to
share their true and predicted positions before and after communication loss, re-
spectively. This assumption is supported by the fact that low cost and complexity
methods are available for enabling such communication [12, 7]. In addition, the
task of distributing this information falls within a well researched field [4, 5],
which is out of the scope of this paper.

3.2 Structured Learning for Trajectory Prediction

Given a swarm S[tc] that lost global communication at time-step tc, we propose to
use a Multi-Target Gaussian Conditional Random Field (MT-GCRF) model to
predict the drones’ positions at each subsequent time-step t > tc by leveraging
the available positional data from all time-steps prior to tc. To that end, an
input matrix W = [W1, . . . ,Wtc−ω]> is constructed for each previous time-
step t. For a specific time-step t, Wt contains the ω-sized windows of all D
drones before t, i.e. Wt = [ωt+ω−1

1 , . . . ,ωt+ω−1
D ]>. Similarly, a target matrix

P = [P1, . . . ,Ptc−ω]> is obtained, where Pt = [pt+ω
1 , . . . ,pt+ω

D ]> contains the
positions of all D drones at time-step t. Moreover, to capture the between-
target similarities, a similarity matrix S was additionally constructed as St

ij =

1− dt
ij

maxi,j dt
ij

, where dtij is the Euclidean distance between pt
i and pt

j . The resulting

S1, . . . ,Stc−ω are diagonally placed in a single supra matrix S.
The input and target matrices W and P, along with the similarity matrix

S, are then used to learn the parameters of an MT-GCRF model by maximizing
the probability of the drones’ target positions conditioned on their corresponding
windows of previous points, P (P|W). Finally, the learned MT-GCRF model is
used to estimate the positions for all drones at each time-step following tc.

MT-GCRF Overview. Let X = [x1, . . . ,xN ]> and Y = [y1, . . . ,yN ]>

denote an input matrix of explanatory variables and a target vector of response
variables, respectively, such that yi ∈ RK is associated with xi ∈ RM , for each
i = 1, . . . , N . A conventional Continuous Conditional Random Field [11] models
the conditional probability over all target vectors Y given X as

P (Y|X) =
1

Z
exp

−
K∑

k=1

α N∑
i=1

(yi,k − fk(xi))
2 + β

∑
i∼j

Sij(yi,k − yj,k)2

 ,

(1)
where [α, β] are the model parameters, fk is a parameterized function that out-
puts an estimate of the k-th dimension of yi given the i-th input vector, and
Z is a normalization constant. The first term in the exponent is the association
potential that models the pairwise relationship between the k-th target of yi and



its estimate. In the seconds term, Sij describes the similarity between yi and yj .
The entire similarity matrix S = [Sij ]N×N can be thought of as an adjacency
matrix of a weighted similarity graph. The structure of such a graph reflects the
similarities among its nodes.

MT-GCRF Learning. To allow for efficient parameter learning, the condi-
tional probability in Eq. 1 can be transformed to a Multivariate Gaussian form
[13]:

P (Y|X) =
1

(2π)
N/2|Σ|1/2

exp

{
−1

2
(Y − µ)>Σ(Y − µ)

}
. (2)

The above Gaussian-form model is referred to as a Multi-Target Conditional
Random Field (MT-GCRF). The parameters of MT-GCRF are determined by
maximizing the conditional likelihood of Eq. (2).

MT-GCRF Inference. Given an input matrix X ∈ RJ×M , inference is car-
ried out by calculating µ = αΣ[b1, . . . ,bJ ]>, where bi = [f1(xi), . . . , fK(xi)]

>.

3.3 Variance Estimation and Collision Avoidance

To address the third research question, a method for swarm-based collision avoid-
ance was developed. ”Swarm-based” refers to the fact that this is a procedure
that allows a set of swarms to model each others environmental deviation. In the
proposed approach each swarm will manage and train its own structure-based
model. Then, recalling the assumption of an existing means of distributed com-
munication, we extend the assumption to imply swarms will be close enough to
share models.

Simply sharing the models does not provide a collision avoidance system.
To leverage the models in creation of one, this work chooses to interpret the
uncertainty of predicted future locations as output variance of the structured
model, and in turn uses this to set the radius of sphere representing the ’possible
collision’ volume for the swarm. Since the swarms will have a copy of each others’
models, this radius can be deduced for each swarm. More specifically, we take
the mean of the predicted positions of all drones in a swarm to be the swarm’s
estimated ’center’. Consequently, we define a swarm’s variance as the distance
of the swarm’s center to the predicted position of the furthest drone, plus the
maximum per-dimension variance of that drone.

During inference, each swarm uses the shared models to determine if their
radius intersects that of another swarm since in such a situation a possible colli-
sion might occur soon. To avoid collision, the swarms update the target positions
of their control systems such that their revised targets are at positions opposite
one-another along the line connecting the centers of the swarms variance radius.
The trajectories update distance along this line is set to keep the radii of the pos-
sibly colliding swarms from intersecting while simultaneously minimizing change
from the intended mission plan. This is done by setting the distance from the
center points along the connecting line for each swarm to be half the value of
the overlap of the swarm radii. Once these new safe positions have been reached,
the swarms reset their targets to the original location.



4 Experiments

We have conducted two sets of experiments. The first set is aimed to charac-
terize the efficacy of the model, as measured by its ability to correct the er-
rors induced by environmental deviations when communication is lost and the
swarm utilizes dead reckoning without position feedback. In these experiments,
the distance from a ground truth flight path (where no feedback is lost) is used
to compare the errors from pure dead reckoning, dead reckoning corrected by
an unstructured model, and dead reckoning corrected by the proposed struc-
tural MT-GCRF model. Parameters of the models were learned from simulated
training data gathered while drones locations were available and the prediction
were utilized to augment location estimates in a GPS-denied environment. In
the second set of experiments, the qualitative efficacy of the proposed collision
avoidance mechanism is tested.

4.1 Drone-level trajectory prediction

To compare the efficacy of dead reckoning (DR) with no model, an unstructured
regression model (UR), and a structured model (MT-GCRF in this case); four
sets of data were collected for each simulated flight path. Each of these data sets
is collected from a simulation that shares the same set of randomly generated
gusts. This is accomplished by managing the random state for the simulations,
so that they are all initialized with the same random seed.

The first simulation for each ’run’ of the experiment is the baseline, or ground
truth run. In this, no communication loss occurs, and the swarm proceeds in
navigating with full position feedback for the entire flight path. This provides
the basis of comparison for the three methods.

The second, third, and fourth simulations make use of dead reckoning, the
unstructured model UR, and the structured model MT-GCRF, respectively. In
the case of DR, once communication is lost the navigation of the drone swarm
becomes based on an estimate of the current position. Without feedback, this
estimate is updated by adding the current instantaneous velocity of each drone to
its previous position estimate. In the third simulation, the drones’ positions after
communication loss are predicted by UR, which are later used by MT-GCRF.
In a sense, this is as if we set the β parameter of MT-GCRF to 0. In the fourth
simulation, the full MT-GCRF model is used, which learns the relevance of the
UR’s outputs and the swarm’s structure, represented by α and β, respectively.

In both sets of trajectory prediction experiments, the models were ran on
simulated flight paths consisting of 150 time steps, with communication loss oc-
curring at the 100-th timestep; meaning that 100 timestep were used for training,
while the remaining 50 were used to evaluate the models. All prediction-based
models used a ω-sized window, with ω being 10, to construct their training data.
The UR model (and therefore the underlying model in MT-GCRF) was a Multi-
Target Neural Network with a single hidden layer containing 30 hidden units,
trained using the L-BFGS optimization method.



The root mean squared error (RMSE) between the true and predicted drones’
positions, along a certain dimension, was used. For a swarm S of D drones, over
a flight-path of T time-steps, the error along the k dimension is computed as

RMSE(S, k) = 1
T−tc

∑T
t=tc+1

√
1
D

∑D
i (pti,k − p̂ti,k)2 where p̂ti,k is the predicted

position of the i-th drone at timestep t after and pti,k is its true position at
timestep t.

This set of experiments was split into two groups. One to investigate the
lower-complexity swarms, and another to investigate higher-complexity swarm
topologies. This was done to aid in highlighting the effect of structure in the effi-
cacy of the prediction. More complex layouts provide more interesting structure,
and in turn show a different response to the structured learning method.

Experiments for Lower-Complexity Swarms. In the lower-complexity
swarms, the layouts was a four-drone planar swarm, and an eight-drone cubic
swarm. In each case, the swarms start flights at one corner of a volume, and
move towards the diagonal corner, with a set critical time in the center of the
flight path. Each flight had at least one gust present in the training and inference
stages. A set of 100 random simulations were conducted, collecting the previously
described data.

Experiments for Higher-Complexity Swarms. The higher-complexity
swarm experiments were conducted in the same manner as the lower-complexity
swarm experiments, but using nine-drone planar, and 27-drone cubic layouts.
This is of particular interest because these configurations contain ’internal’ drones,
whereas the low complexity configurations do not. This is hypothesized to in-
crease the influence of the structure (the similarity matrix S) within the struc-
tural model, improving its efficacy over the unstructured model when compared
to the lower complexity layouts.

4.2 Multi Swarm Collision Avoidance Experiments

To explore the utility of the proposed collision avoidance procedure, a simulated
mission was constructed that places two swarms at opposite corners of a volume,
with target flight paths that intersect. The critical time for GPS denial was
set prior to the ostensible collision time of the swarms. Each swarm uses a
separate model that will be shared with the other swarm. Each swarm’s model
was bagged five times using bootstrap aggregation to obtain its uncertainty
(prediction variance). All other experimental settings remain the same as those
described in Section 4.1. The resulting behaviour of the swarms is gathered from
observation of animations of the flights, as well as from calculating the number
(if any) of collisions.

4.3 Simulation Design

To test the hypothesis that a structural model can aid in navigation, a simulator
must be able to model the behaviour of the drones in a deterministically repro-
ducible way, under a reproducible set of environmental deviations. This must be



done while tracking the spatio-temporal data set encoded in the nearest-neighbor
graph of the drones. To accomplish this, a simulator was written in Python 3.6.9.

To simulate the use of GPS, and the subsequent loss of GPS feedback, the
program tracks an actual and estimated position for each member of the swarm.
When in a GPS-enabled regime, the actual position is used, while in a GPS-
denied regime the estimated position is used.

The simulation introduces environmental deviation by use of a simple gusting
wind model. A gust of wind is represented as a single vector of a random mag-
nitude, pointing a randomly selected direction on the plane. For the duration of
the gust (also selected from a random distribution), this vector is used to move
the drone position within the simulated environment.

The wind deviation vector is not applied to each drones position identically.
To introduce more realistic behaviour, and to partially encode some information
about the deviation within the network structure, a model of ’drafting’ was
introduced. In this model, the relative location of each drone to others, along the
axis in which the gust is pointing, will decrease the magnitude of the deviation
applied to that drone. That is, drones ’behind’ other drones along this gust
vector will feel less deviation. To achieve this, a convex hull is calculated, and
used to quickly determine the influence of drones on the hull onto those inside,
with respect to the wind direction. This process is done recursively until the
drafting effect of each drone on each other is calculated, yielding a scaled wind
deviation for each drone.

5 Results

5.1 Drone-level trajectory prediction

For the lower and higher complexity trajectory prediction tasks described in
Section 4.1, the error is reported using the RMSE measure. The behaviour typical
of all models in a single run is illustrated in Figure 1. The unstructured model
has a decreased stability compared to the structured model (2 of the 4 drones
have erratic flight paths). When the structured model is used, the similarity
matrix, and the learned association potentials, can effectively ‘smooth out’ the
impact of the instability of the underlying regressors.

Lower-complexity Swarms. Results of repeating trajectory prediction ex-
periments 100 times for the same flight plan of 4 and 8 drones and a variety of
environmental conditions are summarized in Table 1. In this, we can see that
both MT-GCRF and UR outperformed pure DR. Additionally, the structured
model MT-GCRF outperformed the unstructured model UR.

Higher-complexity Swarms. Trajectory prediction experiments were also
repeated 100 times for more complex swarms of 9 and 27 drones. Results are
summarized in Table 2. Similar to the low-complexity experiments, the strutured
model (MT-GCRF) outperforms the unstructured regressors (UR), which in turn
outperforms dead reckoning (DR), in most instances.

Parameter Analysis. The parameters learned by MT-GCRF, over all 100
runs, for both low and higher-complexity swarms are presented in Figure 2. There



Ground truth
DR

Ground truth
UR

Ground truth
MT-GCRF

Fig. 1. Example of a simulated flight trajectories of a 4 drone planar swarm. Subfigures
contain the ground truth trajectory and the predicted trajectories by DR (left), UR
(middle), and MT-GCRF (right) upon communication loss.

Table 1. Trajectory prediction for lower-complexity swarms (4 and 8 drones) by DR,
UR and MT-GCRF. RMSE and its 90% confidence interval in three dimensions (x,y,z)
is reported for 100 random flights over 50 inference timesteps in a GPS-denied envi-
ronment.

Model
RMSE

x y z

4 Drone Planar

DR 2.4290 ± 0.0298 1.4102 ± 0.0141 0.3813 ± 0.0230

UR 0.5854 ± 0.0677 0.3095 ± 0.0333 0.3327 ± 0.0426

MT-GCRF 0.4280 ± 0.0447 0.2531 ± 0.0233 0.2264 ± 0.0292

8 Drone Cubic

DR 2.4204 ± 0.0265 1.4094 ± 0.0141 0.3401 ± 0.0224

UR 0.5994 ± 0.0713 0.3155 ± 0.0210 0.3582 ± 0.0264

MT-GCRF 0.4228 ± 0.0374 0.2395 ± 0.0130 0.2875 ± 0.0198

Table 2. Trajectory prediction for higher-complexity swarms (9 and 27 drones) by
DR, UR and MT-GCRF. RMSE and its 90% confidence interval in three dimensions
(x,y,z) is reported for 100 random flights over 50 inference timesteps in a GPS-denied
environment.

Model
RMSE

x y z

9 Drone Planar

DR 2.3408 ± 0.0245 1.3720 ± 0.0145 0.4002 ± 0.0239

UR 0.7208 ± 0.1019 0.3826 ± 0.0480 0.4850 ± 0.0709

MT-GCRF 0.5171 ± 0.0628 0.3476 ± 0.0370 0.2753 ± 0.0449

27 Drone Cubic

DR 2.2934 ± 0.0224 1.3701 ± 0.0127 0.3748 ± 0.0212

UR 0.6932 ± 0.0591 0.4127 ± 0.0385 0.4810 ± 0.0425

MT-GCRF 0.5014 ± 0.0282 0.3637 ± 0.0160 0.3965 ± 0.0238

are two main insights that the figure suggests. First, the α/β ratio decreases
for more complex swarms, suggesting that the larger/complex a swarm is, the
more relevant the structure is to the model (i.e. the structural term in (1) has
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Fig. 2. The ratio of α to β learned for each swarm size and shape, across all runs.
Recall that α and β represent the importances of the unstructured predictor and the
swarm structure, respectively (refer to Eq. (1) for more details).

a higher relative value). Moreover, the ratio of the structural terms exhibits a
higher stability over multiple runs for larger/complex swarms (i.e. MT-GCRF is
more stable w.r.t. its parameters).

5.2 Multi Swarm Collision Avoidance

Swarm #0 (ground truth)
Swarm #0 (inference)
Swarm #1 (ground truth)
Swarm #1 (inference)

Swarm #0 (ground truth)
Swarm #0 (inference)
Swarm #1 (ground truth)
Swarm #1 (inference)

Swarm #0 (ground truth)
Swarm #0 (inference)
Swarm #1 (ground truth)
Swarm #1 (inference)

Fig. 3. Multi-Swarm Collision Avoidance. Positions of each swarm’s drones as well as
the swarm’s estimated variances are displayed for a time-step: Left: Prior to triggering
the collision avoidance mechanism. Middle: During collision avoidance. Right: After
the collision avoidance mechanism has terminated.

In the trajectory prediction experiments it was observed that MT-GCRF
was more accurate than its alternatives, therefore, MT-GCRF was selected as
the prediction model for each of two swarms. Each swarm’s MT-GCRF was ran
on 150-timestep flight path, with tc set at the 100-th timestep.

To investigate the efficacy of the avoidance procedure, 100 such simulations
were performed and 0 collisions were observed. As a reference, the states of a
two-swarm collision procedure, from a single simulation, before, during, and after
collision avoidance was triggered, are illustrated in Figure 3.



6 Conclusions

The results of our study provide evidence that the prediction-based approaches
can sufficiently model deviations in drone swarms trajectories after communi-
cation loss without using additional sensors. In hundreds of conducted experi-
ments both unstructured and structured predictive models showed significantly
improved swarm-level RMSE over dead reckoning when compared to the ground
truth. Spatio-temporal patterns of environmental deviations observed before
GPS signal was lost were exploited the most effectively by the proposed MT-
GCRF structured learning method for autonomous navigation in both the lower
and higher complexity swarm configurations. Finally, the proposed structured
regression based autonomous navigation method was able to be leveraged to
form a collision avoidance framework that successfully managed and avoided a
collision between two swarms in GPS-denied environment.
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