Computing Dependencies Using Formal Concept Analysis
Jaume Baixeries, Victor Codocedo, Mehdi Kaytoue, Amedeo Napoli

To cite this version:
Jaume Baixeries, Victor Codocedo, Mehdi Kaytoue, Amedeo Napoli. Computing Dependencies Using Formal Concept Analysis. Rokia Missaoui; Léonard Kwuida; Talel Abdessalem. Complex Data Analytics with Formal Concept Analysis, Springer, pp.135-150, 2022, 978-3-030-93277-0. 10.1007/978-3-030-93278-7_6. hal-04055188

HAL Id: hal-04055188
https://inria.hal.science/hal-04055188
Submitted on 1 Apr 2023

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Chapter 6
Computing Dependencies Using FCA

Jaume Baixeries, Victor Codocedo, Mehdi Kaytoue, and Amedeo Napoli

6.1 Introduction

The goal of this paper is to present and discuss some of our recent advances on the characterization and computation of different database constraints with Formal Concept Analysis [24] enriched with the formalism of pattern structures [23].

Although the Relational Database Model (RDBM) [31] currently coexists with other non-SQL database models [22], it still is one of the most popular database systems nowadays. In this model, one of the most important constraints is based on Functional Dependencies [30]. These dependencies are of key importance in the normalization of a database schema (the process of splitting an original dataset into smaller units in order to prevent redundancies and anomalies in the update process), and also in some accessory tasks, like data cleaning [15].

However, the definition of FDs is too strict for several useful tasks that are not related to the design of a database. One prototypical example is when one should model datasets with imprecision. By this, we mean datasets that contain errors and uncertainty in real-world data. To overcome this problem, different generalizations of FDs have been defined. These generalizations can be classified according to the criteria by which they relax the equality condition of FDs [16]. According to this
classification, two main strategies are presented: “extent relaxation” and “attribute relaxation” (in agreement with the terminology introduced in [16]).

The difference between these two strategies is that in the case of extent relaxation, a functional dependency may hold only in a (predefined) fraction of the datasets. In the attribute relaxation case, the equality that holds in the definition of a functional dependency may be relaxed, this is, it can be generalized by a more relaxed and general definition of an equality. The dependencies that follow this latter strategy have been named in different ways: fuzzy FDs [12], matching dependencies [33], constraint generating dependencies [13]. We name them Similarity Dependencies. These dependencies are still an active topic of research in the database community [14, 21, 33, 34].

Formal Concept Analysis (FCA) is a branch of applied lattice theory that dates back to the 1980s [24]. It is based on a binary relation between a set of objects and a set of attributes, and constructs a set of formal concepts with two operators between objects and attributes that form a Galois connection. Formal Concept Analysis has proved to be useful in many different fields: artificial intelligence, knowledge management, data-mining and machine learning, morphological mathematics, etc. [27].

Pattern structures [28] are a generalization of FCA for dealing with complex data within the framework of FCA [26, 28]. One of the interesting features of pattern structures is that they do not need to transform the original dataset before any treatment. As we will later see, this is one keypoint of the results presented here.

The characterization of FDs is a fruitful field in lattice theory [17, 20, 29]. Since the characterization of FDs with Formal Concept Analysis (FCA) was originally presented in [24], many papers have continued this line of research. Although this list is not intended to be exhaustive, we name the following general lines of research:

- Characterization of Functional Dependencies [2, 29].
- Characterization of Similarity Dependencies [12, 29].
- Characterization of other Database Dependencies [4–6, 9, 32].

In this paper, we present some recent results that deal with the characterization of FDs and similarity dependencies in terms of FCA and Pattern Structures, which have already been published [8–11]. The aim of this paper is not only to offer a general overview of the results obtained by these authors, but to try to present a more general overview of this topic, as well as a discussion of the limitations and potential possibilities that this line of research offers to both researchers and practitioners.

This line of research is relevant to different fields of research, namely, the database dependencies computation in the relational model, since we provide the possibility that existing algorithms in FCA may be used in the relational database model, or complex database analysis, since the generalization of functional dependencies allows the modeling of more complex relations within a dataset.

We present first the basic notations in Sect. 6.2, and then, we present some previous results that link FCA with the characterization of FDs. We introduce the results in Sect. 6.4, which are later discussed in Sect. 6.5.
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6.2 Notation

In this section, we present the notation that will be used in this paper. The main object that will be used is a \textit{dataset} \( D \) (equivalently \textit{table}, \textit{dataset}, \textit{set of tuples}), that is composed by a set of \textit{attributes} \( \mathcal{U} \) and a set of \textit{tuples} \( T \), this is: \( D = (\mathcal{U}, T) \).

Along the paper, we may refer to either a dataset \( D = (U, T) \) or to the set of tuples \( T \) that it contains, in which case, we assume also the set of attributes \( \mathcal{U} \).

The domain of \( \mathcal{U} \) is \( \text{Dom} \), which is a set of values. In the forthcoming examples, we assume that \( \text{Dom} \) is a numerical set. A tuple \( t \) is a function \( t : \mathcal{U} \rightarrow \text{Dom} \).

Usually tables are presented as in Table 6.1, where the set of tuples (or objects) is \( T = \{ t_1, t_2, t_3, t_4 \} \), \( \mathcal{U} = \{ a, b, c, d \} \) is the set of attributes, and \( \text{Dom} = \{ 1, 3, 4, 7, 8 \} \). Given a tuple \( t \in T \), we say that \( t(X) \) (for all \( X \subseteq \mathcal{U} \)) is a tuple with the values of \( t \) in the attributes \( x_i \in X \):

\[
\forall X \subseteq U, t(X) = (t(x_1), t(x_2), \ldots, t(x_n))
\]

For example, we have that \( t_2(\{ a, c \}) = (t_2(a), t_2(c)) = (4, 4) \). We also drop the set notation: instead of \( \{ a, b \} \) we use \( ab \).

<table>
<thead>
<tr>
<th>t_1</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>t_2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>t_3</td>
<td>1</td>
<td>8</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>t_4</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6.1: An example of a table \( D \), i.e. a set of tuples

6.2.1 Equivalence Relation

An equivalence relation \( R \) on a set \( T \) can be seen as:

1. A set of pairs, since \( R \subseteq T \times T \).
2. A partition of the set \( T \), this is, a set of subsets of \( P = \{ S_1, S_2, \ldots, S_n \} \), such that each pair \( S_i \cap S_j = \emptyset \) when \( i \neq j \) and \( T = S_1 \cup S_2 \cup \cdots \cup S_n \). Each \( S_i \) is a \textit{class} of \( T \).

For example, given \( P = \{ \{ 1, 2, 3 \}, \{ 4 \} \} \), one has the relation

\[
R_P = \{ (1, 2), (1, 3), (2, 3), (1, 1), (2, 2), (3, 3), (4, 4) \}
\]

(omitting symmetry for the sake of readability). Equivalence relations contain also a partial order with the set inclusion operator when the equivalence relation is seen as a set of pairs, where the \textit{meet} and \textit{join} of two equivalence relations are the intersection and the union respectively. If this relation is seen as partitions of a set, the order if
defined by the **finer (coarser)** relation: a partition \( P_i \) is finer than a partition \( P_j \) if every class of \( P_i \) is a subset of a class of \( P_j \). The coarser relation is just the reverse.

An equivalence relation also defines a relation of two tuples w.r.t. a set of attributes. Following the notation in Example 6.4, we say that two tuples \( t_i, t_j \) are related w.r.t. the set of attributes \( X \) (this is: \( t_i \theta t_j \) if \( t_i(X) = t_j(X) \)).

**Example 6.1** We take tuples \( t_1, t_2 \) in Table 6.1, we state that \( t_1 \theta_{bc} t_2 \), but we do not have that \( t_1 \theta_{ad} t_2 \).

In this case, a set of attributes \( X \) generates an equivalence class \( \Pi_X \).

**Example 6.2** Again in Table 6.1, we state that \( \Pi_{bc} = \{ \{t_1, t_2\}, \{t_3\}, \{t_4\} \} \), and that \( \Pi_a = \{ \{t_1, t_3\}, \{t_2, t_4\} \} \).

### 6.2.2 Tolerance Relations

We introduce the concept of tolerance relation between values, which is a generalization of an equivalence relation. These two relations are extended to tuples and then used to characterize similarity and functional dependencies, respectively.

**Definition 6.1** A tolerance relation \( \theta \subseteq T \times T \) on a set \( T \) is a **reflexive** (i.e. \( \forall t \in T : t \theta t \)) and **symmetric** (i.e. \( \forall t_i, t_j \in T : t_i \theta t_j \iff t_j \theta t_i \)) relation.

A tolerance relation is somehow equivalent to the concept of **similarity** between two values, and this is how it will be used in this article.

**Example 6.3** An often used tolerance relation is the similarity that can be defined within a set of integer values. Given two integer values \( v_1, v_2 \) and a user-defined threshold \( \varepsilon \): \( v_1 \theta_{v_2} \iff |v_1 - v_2| \leq \varepsilon \).

For instance, let’s take a variable \( \text{Month} \), defined over the months of a year. The function \( \Delta_{\text{Month}}(m_1, m_2) \) defines the tolerance relation \( \theta_{\text{Month}} \) such as:

\[
\Delta_{\text{Month}}(m_1, m_2) = \min(|m_1 - m_2|, \min(m_1, m_2) + 12 - \max(m_1, m_2))
\]

\[
m_i \theta_{\text{Month}} m_j \iff \Delta_{\text{Month}}(m_i, m_j) \leq 4
\]

Then \( \theta_{\text{Month}} \) is the tolerance relation that considers two values similar if they have values within 4 months of distance.

This tolerance relation on values can easily be extended to tuples.
Example 6.4 We now assume that the variable \( \text{Month} \) is, in fact, an attribute of a table dataset \( D = (U, T) \). The function \( \Delta_{\text{Month}}(t_i, t_j) \), where \( t_i, t_j \in T \), defines the tolerance relation \( \theta_{\text{Month}} \) such as:

\[
\Delta_{\text{Month}}(t_i, t_j) = \min(|t_i(\text{Month}) - t_j(\text{Month})|, \min(t_i(\text{Month}), t_j(\text{Month})) + 12 - \max(t_i(\text{Month}), t_j(\text{Month})))
\]

\( t_i \theta_{\text{Month}} t_j \iff \Delta_{\text{Month}}(t_i(\text{Month}), t_j(\text{Month})) \leq 4 \)

Then \( \theta_{\text{Month}} \) is the tolerance relation that considers two tuples similar if they have values within 4 months of distance, this is, their value in \( \text{Month} \) is similar.

A tolerance relation generates blocks of tolerance, among a set of tuples. A block of tolerance (w.r.t. an attribute \( a \)) is a group of tuples such that their values in attribute \( a \) are similar.

Definition 6.2 Given a set \( T \), a subset \( K \subseteq T \) and a tolerance relation \( \theta \subseteq T \times T \). \( K \) is a block of tolerance of \( \theta \) if:

1. \( \forall t_i, t_j \in K : t_i \theta t_j \) (pairwise correspondence)
2. \( \forall t_i \not\in K, \exists t_j \in K : \lnot(t_i \theta t_j) \) (maximality)

Given a set of tuples \( T \) and a set of attributes \( \mathcal{U} \), for each attribute \( x \in \mathcal{U} \), we define a tolerance relation \( \theta_x \) on the values of \( x \). The set of tolerance blocks generated by \( \theta_x \) is denoted by \( T/\theta_x \).

Example 6.5 For example, when \( T = \{1, 2, 3, 4, 5\} \), \( \theta \) is defined as above, i.e. \( v_1 \theta v_2 \iff |v_1 - v_2| \leq \varepsilon \), and \( \varepsilon = 2 \), then \( T/\theta = \{\{1, 2, 3\}, \{2, 3, 4\}, \{3, 4, 5\}\} \).

We see that \( T/\theta \) is not a partition, and this is because \( \theta \) is not necessarily transitive. A partial ordering on the set of all possible tolerance relations in a set \( T \) can be defined as follows:

Definition 6.3 Let \( \theta_1 \) and \( \theta_2 \) two tolerance relations in the set \( T \). We say that \( \theta_1 \leq \theta_2 \) if and only if \( \forall K_i \in T/\theta_1 : \exists K_j \in T/\theta_2 : K_i \subseteq K_j \)

This relation is a partial ordering and generates a lattice classifying tolerance relations, or, equivalently, blocks of tolerance. Given two tolerance relations, \( \theta_1 \) and \( \theta_2 \), the meet and the join operations in this lattice are:

Definition 6.4 Let \( \theta_1 \) and \( \theta_2 \) two tolerance relations in the set \( T \).

\( \theta_1 \land \theta_2 = \theta_1 \cap \theta_2 = \max_T(\{K_i \cap K_j \mid K_i \in T/\theta_1, K_j \in T/\theta_2\}) \)

\( \theta_1 \lor \theta_2 = \theta_1 \cup \theta_2 = \max_T(T/\theta_1 \cup T/\theta_2) \)

where \( \max_T(\cdot) \) returns the set of maximal subsets w.r.t. inclusion.
Example 6.6 Based on Example 6.1, let us define the tolerance relation $\theta_m$ w.r.t. an attribute $m \in \{a, b, c, d\}$ as follows: $t_i \theta_m t_j \iff |t_i(m) - t_j(m)| \leq \varepsilon$. Then, assuming that $\varepsilon = 1$, we obtain:

- $T/\theta_a = \{\{t_1, t_3\}, \{t_2, t_4\}\}$
- $T/\theta_b = \{\{t_1, t_2, t_4\}, \{t_3\}\}$
- $T/\theta_c = \{\{t_1, t_2, t_3\}, \{t_4\}\}$
- $T/\theta_d = \{\{t_1, t_3\}, \{t_2, t_4\}\}$

We can check the following meet and join operations:

- $\theta_a \land \theta_b = \{\{t_1\}, \{t_2, t_4\}, \{t_3\}\}$
- $\theta_a \lor \theta_b = \{\{t_1, t_2, t_3, t_4\}\}$
- $\theta_a \land \theta_c = \{\{t_1, t_2\}, \{t_3\}, \{t_4\}\}$
- $\theta_a \lor \theta_c = \{\{t_1, t_2, t_3, t_4\}\}$
- $\theta_a \land \theta_d = \{\{t_1, t_2\}, \{t_3\}, \{t_4\}\}$
- $\theta_a \lor \theta_d = \{\{t_1, t_2, t_3, t_4\}\}$

We can also extend the definition of a similarity relation on a single attribute to a similarity relation to sets of attributes. Given $X \subseteq \mathcal{U}$, the similarity relation $\theta_X$ is defined as follows:

$$(t_i, t_j) \in \theta_X \iff \forall x \in X : (t_i, t_j) \in \theta_x$$

Two tuples are similar w.r.t. a set of attributes $X$ if and only if they are similar w.r.t. each attribute in $X$.

6.3 FCA and Database Dependencies

In this section we present the two kinds of dependencies that will be discussed here: functional dependencies and similarity dependencies. In fact, the latter are a generalization of the former. As we will see, in order to switch from functional to similarity dependencies, we just need to change the implicit equivalence relation that is behind the definition of functional dependencies by a tolerance relation.

We also present the basics of FCA that are needed in order to understand some previous results concerning the characterization of FDs using FCA. We finish this section by presenting pattern structures, which is a generalization of FCA. We will use this formalism in the following section in order to present the main results in this article.

6.3.1 Functional Dependencies

Definition 6.5 ([35]) Let $T$ be a set of tuples, and $X, Y \subseteq \mathcal{U}$. A functional dependency (FD) $X \rightarrow Y$ holds in $T$ if:

$$\forall t, t' \in T : t(X) = t'(X) \implies t(Y) = t'(Y)$$
For instance, the functional dependencies $a \rightarrow d$ and $d \rightarrow a$ hold in Table 6.1, whereas the functional dependency $a \rightarrow c$ does not hold since $t_2(a) = t_4(a)$ but $t_2(c) \neq t_4(c)$.

### 6.3.2 Similarity Dependencies

Similarity Dependencies are a generalization or a relaxation of Functional Dependencies. The definition of similarity dependencies is the following:

**Definition 6.6** Let $X, Y \subseteq U$ and let $\theta$ be a tolerance relation: $X \rightarrow Y$ is a similarity dependency if:

$$\forall t_i, t_j \in T : t_i \theta t_j \implies t_i \theta t_j$$

While a functional dependency $X \rightarrow Y$ is based on equality of values, a similarity dependency $X \rightarrow Y$ holds if each pair of tuples having similar values w.r.t. attributes in $X$ has similar values w.r.t. attributes in $Y$.

This definition just replaces the equality relation (an equivalence relation) for functional dependencies with a tolerance relation, which means that transitivity is dropped. In the following sections we will see that this generalization is captured by FCA in order to characterize both kinds of dependencies.

### 6.3.3 Formal Concept Analysis

Formal Concept Analysis (FCA) is a mathematical framework allowing to build a concept lattice from a binary relation between objects and their attributes. The concept lattice can be represented as a diagram where classes of objects/attributes and ordering relations between classes can be drawn, interpreted and used for data-mining, knowledge management and knowledge discovery [36].

We use standard definitions from [24]. Let $G$ and $M$ be arbitrary sets and $I \subseteq G \times M$ be an arbitrary binary relation between $G$ and $M$. The triple $(G, M, I)$ is called a formal context. Each $g \in G$ is interpreted as an object, each $m \in M$ is interpreted as an attribute. The statement $(g, m) \in I$ is interpreted as “$g$ has attribute $m$”. The two following derivation operators $(\cdot)'$:

$$A' = \{m \in M \mid \forall g \in A : gIm\} \quad \text{for } A \subseteq G,$$

$$B' = \{g \in G \mid \forall m \in B : gIm\} \quad \text{for } B \subseteq M$$

define a Galois connection between the powersets of $G$ and $M$. The derivation operators $(\cdot)', (\cdot)'$ put in relation elements of the lattices $(\wp(G), \subseteq)$ of objects and $(\wp(M), \subseteq)$ of attributes and reciprocally. A Galois connection defines the closure operators $(\cdot)''$ and realizes a one-to-one correspondence between all closed sets of objects and all closed sets of attributes. For $A \subseteq G$, $B \subseteq M$, a pair $(A, B)$ such that $A' = B$ and $B' = A$, is called a formal concept. Concepts are partially ordered by
(A_1, B_1) \leq (A_2, B_2) \iff A_1 \subseteq A_2 \land (A_1, B_1) \text{ is a sub-concept of } (A_2, B_2), \\
while the latter is a super-concept of \((A_1, B_1)\). With respect to this partial order, the set of all formal concepts forms a complete lattice called the concept lattice of the formal context \((G, M, I)\), i.e. any subset of concepts has both a supremum \((\text{join } \vee)\) and an infimum \((\text{meet } \wedge)\) \cite{24}. For a concept \((A, B)\) the set \(A\) is called the extent and the set \(B\) the intent of the concept. The set of all concepts of a formal context \((G, M, I)\) is denoted by \(\mathfrak{B}(G, M, I)\) while the concept lattice is denoted by \(\mathfrak{B}(G, M, I)\).

An implication of a formal context \((G, M, I)\) is denoted by \(X \rightarrow Y\), \(X, Y \subseteq M\) and means that all objects from \(G\) having the attributes in \(X\) also have the attributes in \(Y\), i.e. \(X' \subseteq Y'\). Implications obey the Armstrong rules (reflexivity, augmentation, transitivity). The minimal subset of implications (in sense of its cardinality) from which all implications can be deduced with Armstrong rules is called the Duquenne-Guigues basis \cite{25}.

Objects described by non-binary attributes can be represented in FCA as a many-valued context \((G, M, W, I)\) with a set of objects \(G\), a set of attributes \(M\), a set of attribute values \(W\) and a ternary relation \(I \subseteq G \times M \times W\). The statement \((g, m, w) \in I\), also written \(g(m) = w\), means that "the value of attribute \(m\) taken by object \(g\) is \(w\)." The relation \(I\) verifies that \(g(m) = w\) and \(g(m) = v\) always implies \(w = v\). For applying the FCA machinery, a many-valued context can be transformed into a formal context with a conceptual scaling. The choice of a scale should be wisely done w.r.t. data and goals since it affects the size, the interpretation, and the computation of the resulting concept lattice.

### 6.3.4 Functional Dependencies as Implications

In this section we present how functional dependencies are characterized with FCA (see \cite{3} and \cite{24}). This is performed by transforming a table into a formal context. The implications that hold in that formal context will be equivalent to the set of functional dependencies that hold in the original table.

Again, with a table \(D\) with attributes \(\mathcal{A}\) taking values in \(\text{Dom}\), we build the formal context \(\mathcal{K} = (\mathcal{R}_2(G), M, I)\), where \(G = T\) and \(M = \mathcal{A}\) to respect the FCA notation from \cite{24}, \(\mathcal{R}_2(G) = \{ (t_i, t_j) \mid i < j \text{ and } t_i, t_j \in T \}\) is the set of all pairs of tuples from \(T\) (excluding symmetry and reflexivity to avoid redundancy). Then, the relation \(I\) is defined as

\[
(t_i, t_j) \in I \iff t_i(m) = t_j(m), \text{ for } m \in M
\]

while attributes remain the same. Figure 6.1 illustrates the transformation of the initial data to build a formal context and its concept lattice.

The number of objects of this newly built formal context is in the range of \(O(|T|^2)\) (where \(|T|\) is the number of tuples), so it can be significantly larger than the original set of tuples \(T\).
We now explain how this concept lattice characterizes the set of all functional dependencies that hold in the table $T$ with the following proposition:

**Proposition 6.1 ([3, 24])** A functional dependency $X \rightarrow Y$ holds in a table $T$ if and only if $\{X\}^\uparrow = \{X, Y\}^\uparrow$ in the formal context $\mathbb{K} = (\mathcal{P}_2(G), M, I)$.

This proposition states how to test that a FD holds using the concept lattice that has been computed. For instance, let us suppose that we want to test whether a functional dependency $a \rightarrow b$ holds in the formal context of Fig. 6.1. We should test in the corresponding concept lattice if $\{a\}^\uparrow = \{a, b\}^\uparrow$. In this particular case, we observe that $\{a\}^\uparrow = \{a, d\}$ and $\{a, b\}^\uparrow = \{a, b, d\}$, which means that this dependency does not hold in $T$. On the other hand, the dependency $ac \rightarrow d$ holds, since $\{a, c\}^\uparrow = \{a, c, d\}$ and $\{a, c, d\}^\uparrow = \{a, c, d\}$.

An interesting consequence is that the set of implications that hold in the formal context $\mathbb{K} = (\mathcal{P}_2(G), M, I)$ is syntactically equivalent to the set of functional dependencies that hold in a table $T$ [3, 24]. By *syntactically* we mean that whenever an implication $X \rightarrow Y$ holds in $\mathbb{K}$, then the functional dependency $X \rightarrow Y$ holds in $T$.

### 6.3.5 Pattern Structures

A pattern structure is defined as a generalization of a formal context describing complex data [23]. Formally, let $G$ be a set of objects, let $(D, \sqcap)$ be a meet-semi-lattice of potential object descriptions and let $\delta : G \rightarrow D$ be a mapping associating each object with its description. Then $(G, (D, \sqcap), \delta)$ is a pattern structure. Elements of $D$ are patterns and are ordered thanks to a subsumption relation $\sqsubseteq$: $\forall c, d \in D, c \sqsubseteq d \iff c \sqcap d = c$. 

A pattern structure $(G, (D, \sqcap), \delta)$ is based on two derivation operators $(\cdot)^\uparrow$:

$$
D^\uparrow = \{ g \in G | d \sqsubseteq \delta(g) \} \text{ for } d \in (D, \sqcap).
$$
These operators form a Galois connection between \((\mathcal{P}(G), \subseteq)\) and \((D, \cap)\). Pattern concepts of \((G, (D, \cap), \delta)\) are pairs of the form \((A, d), A \subseteq G, d \in (D, \cap)\), such that \(A \sqsubseteq d\) and \(A = d^\mathcal{E}\). For a pattern concept \((A, d)\), \(d\) is a pattern intent and is the common description of all objects in \(A\), the pattern extent. When partially ordered by \((A_1, d_1) \leq (A_2, d_2) \iff A_1 \subseteq A_2\) \(\iff d_2 \subseteq d_1\), the set of all concepts forms a complete lattice called pattern concept lattice.

As for formal contexts, implications can be defined. For \(c, d \in D\), the pattern implication \(c \rightarrow d\) holds if \(c^\mathcal{E} \subseteq d^\mathcal{E}\), i.e. the pattern \(d\) occurs in an object description if the pattern \(c\) does. Similarly, for \(A, B \subseteq G\), the object implication \(A \rightarrow B\) holds if \(A^\mathcal{E} \subseteq B^\mathcal{E}\), meaning that all patterns that occur in all objects from the set \(A\) also occur in all objects in the set \(B\) [23].

### 6.4 Results

In this section we show some of the most relevant results regarding the characterization of functional and similarity Dependencies with pattern structures. These results have appeared in [9, 11] for functional dependencies and in [8, 10] for Similarity Dependencies. We will see now that pattern structures are able to characterize functional and similarity dependencies in quite an elegant manner, without incurring in any extra transformation process.

#### 6.4.1 Characterization of Functional Dependencies with Pattern Structures

The main idea behind this approach is to avoid the creation of a formal context \(\mathcal{K} = (\mathcal{R}_2(G), M, I)\) (defined in Sect. 6.3.4) that, as it has already been discussed, has a size of order \(O(|T|^2)\). The strategy consists in using Pattern Structures that will be built on the dataset, without any sort of transformation. Consider a dataset \(D = (\mathcal{W}, T)\) as a many-valued context \((G, M, W, J)\) where \(G = T\) corresponds to the set of objects (“rows”), \(M = \mathcal{W}\) to the set of attributes (“columns”), \(W = \text{Dom}\) the data domain (“all distinct values of the table”) and \(J \subseteq G \times M \times W\) a relation such that \((g, m, w) \in J\) also written \(m(g) = w\) means that attribute \(m\) takes the value \(w\) for the object \(g\) [24]. In the left table of Fig. 6.2, \(b(t_4) = 3\).

We show how a partition pattern structure can be defined from a many-valued context \((G, M, W, J)\) and show that its concept lattice is equivalent to the concept lattice of \(\mathcal{K} = (\mathcal{R}_2(G), M, I)\) introduced above. Intuitively, formal objects of the pattern structure are the attributes of the many-valued context \((G, M, W, J)\). Then, given an attribute \(m \in M\), its description \(\delta(m)\) is given by a partition over \(G\) such that any two elements \(g, h\) of the same class take the same values for the attribute \(m\), i.e. \(m(g) = m(h)\). The result is given in Fig. 6.2 (middle). As such, descriptions obey the ordering of a partition lattice as described above. It follows that \((G, M, W, J)\) can
be represented as a pattern structure \((M, (D, \cap), \delta)\) where \(M\) is the set of original attributes, and \((D, \cap)\) is the set of partitions over \(G\) provided with the partition intersection operation \(\cap\). An example of concept formation is given as follows, starting from set \(\{a, d\} \subseteq M\):

\[
\{a, d\}^{\cap} = \delta(a) \cap \delta(d)
\]

\[
= \{(t_1, t_3), \{t_2, t_4\}\} \cap \{(t_1, t_3), \{t_2, t_4\}\}
\]

\[
= \{(t_1, t_3), \{t_2, t_4\}\}
\]

\[
\{(t_1, t_3), \{t_2, t_4\}\}^{\cap} = \{m \in M|\{(t_1, t_3), \{t_2, t_4\}\} \subseteq \delta(m)\}
\]

\[
= \{a, d\}
\]

Hence, \((\{a, d\}, \{(t_1, t_3), \{t_2, t_4\}\})\) is a pattern concept. The resulting pattern concept lattice is given in Fig. 6.2 (right).

\[
\begin{array}{c|cccc}
  \text{id} & a & b & c & d \\
  \hline
  t_1 & 1 & 3 & 4 & 1 \\
  t_2 & 4 & 3 & 4 & 3 \\
  t_3 & 1 & 8 & 4 & 1 \\
  t_4 & 4 & 3 & 7 & 3 \\
\end{array}
\]

\[
\begin{array}{c|c}
  m & \delta(m) \in (D, \cap) \\
  \hline
  a & \{(t_1, t_3), \{t_2, t_4\}\} \\
  b & \{(t_1, t_2, t_4), \{t_3\}\} \\
  c & \{(t_1, t_2, t_3), \{t_4\}\} \\
  d & \{(t_1, t_3), \{t_2, t_4\}\} \\
\end{array}
\]

Fig. 6.2: The original data (left), the resulting pattern structure (middle) and its pattern concept lattice (right)

In the previous section, a many-valued context \((G, M, W, J)\) was derived as the formal context \((\mathcal{B}_2(G), M, I)\) where \(\mathcal{B}_2(G)\) represents any pair of objects, and \(((g, h), m) \in I\) means that \(m(g) = m(h)\). The resulting concept lattice is used to characterize the set of functional dependencies [24].

We also show that the lattice of pattern concepts yielded by the many-valued context \((G, M, W, J)\) is isomorphic to the lattice of formal concepts that is yielded by the formal context \((\mathcal{B}_2(G), M, I)\):

**Proposition 6.2 ([11])** \((B, A)\) is a pattern concept of the partition pattern structure \((M, (D, \cap), \delta)\) if and only if \((A, B)\) is a formal concept of the formal context \((\mathcal{B}_2(G), M, I)\) for all \(B \subseteq M, A \subseteq \mathcal{B}_2(G)\) (equivalently \(A\) is a partition on \(G\)).

Following this equivalence, the following proposition shows that the functional dependencies that are computed in \((\mathcal{B}_2(G), M, I)\) and in \((G, M, W, J)\) are exactly the same:

**Proposition 6.3 ([11])** A functional dependency \(X \rightarrow Y\) holds in a table \(T\) if and only if: \(\{X\}^{\cap} = \{XY\}^{\cap}\) in the partition pattern structure \((M, (D, \cap), \delta)\).

**Example.** We consider a FD that holds in Table 6.1: \(a \rightarrow d\). It is characterized from \((\mathcal{B}_2(G), M, I)\) as an attribute implication. It holds as well in \((M, \mathcal{B}_2(G), I)\) and \((M, (D, \cap), \delta)\) as an object implication.
6.4.2 Similarity Dependencies

In this section we present Proposition 6.4, the second main result of this article. As the reader will realize, the results in this section are very similar to those presented in the previous section. In fact, this is congruent with the fact that we are showing that the formalism of pattern structures is flexible enough to characterize not only dependencies that are based in an equivalence relation, but also with a softer relation.

As in the previous case for functional dependencies, the dataset can be represented as a pattern structure \((\mathcal{U}, (D, \cap), \delta)\) where \(\mathcal{U}\) is the set of original attributes. Here, \((D, \cap)\) is the set of sets of tolerance blocks (differently from the previous section, where we had a partition or equivalence relation) over the set of tuples \(T\) provided with the meet operation introduced in Definition 6.4. The description of an attribute \(x \in \mathcal{U}\) is given by \(\delta(x) = T/\theta_x\) which is given by the set of tolerance blocks.

Example 6.7 An example of concept formation in the pattern structure is given as follows. Consider the table in Example 6.1. Starting from the set \(\{a, c\} \subseteq \mathcal{U}\) and assuming that \(t_i \theta_t_j \iff |t_i(x) - t_j(x)| \leq 2\) for all attributes:

\[
\{a, c\}^\square = \delta(a) \cap \delta(c) = \{\{t_1, t_3\}, \{t_2, t_4\}\} \cap \{\{t_1, t_2, t_3\}, \{t_4\}\} = \{\{t_1, t_3\}, \{t_2\}\}
\]

\[
\{\{t_1, t_3\}, \{t_2\}\}^\square = \{x \in \mathcal{U} | \{\{t_1, t_3\}, \{t_2\}\} \subseteq \delta(x)\} = \{a, c\}
\]

Hence, \(\{\{a, c\}, \{\{t_1, t_3\}, \{t_2\}\}, \{t_4\}\}\) is a pattern concept.

Then the pattern concept lattice allows us to characterize all similarity dependencies holding in the set of attributes \(\mathcal{U}\):

Proposition 6.4 ([10]) An similarity dependency \(X \rightarrow Y\) holds in a table \(T\) if and only if: \(\{X\}^{\square} = \{X, Y\}^{\square}\) in the pattern structure \((\mathcal{U}, (D, \cap), \delta)\).

This result is isomorphic to Proposition 6.3. That means that the softening of the relation between tuples (equality in the case of functional dependencies, similarity in this present case) does not prevent the pattern structure from characterizing these dependencies. This is due in part to the fact that a partial order can also be defined over tolerance blocks. We do not mean that this condition is sufficient, but it is evidently necessary.

6.5 Discussion

We have revisited some results that concern the characterization of two different kinds of dependencies with pattern structures. What is the interest of using this formalism for the computation of dependencies that have already been computed using different methods not related to lattice theory? The answer is many-fold:
1. **A unified framework.** We have seen that two different kinds of dependencies may be handled using the same formalism (pattern structures). Obviously, the parameters for this formalism (objects, attributes, domain, relation) depend on the kind of dependency that we are dealing with, but as we have seen in Propositions 6.3 and 6.4, the characterization of both kinds of dependencies are equivalent. This is also true for other different kinds of dependencies: order-like dependencies [9, 18], acyclic join dependencies [5], degenerate multivalued dependencies [6], to name some of them. If we examine all these results, FCA offers an encapsulation of the semantics of each kind of dependency so that their syntax is handled by the pattern structures.

2. **Common algorithms.** As a consequence of the previous remark, we observe that potentially the same algorithms that have been used to compute formal concepts, implications, concept lattices, minimal (Duquenne-Guigues) bases can be used for all characterizations. One of the most remarkable examples is the computation of the implications that hold in a (transformed) context in Sect. 6.3.4, which are, in fact, the functional dependencies that hold in a dataset.

3. **New semantics.** Because we are using FCA and pattern structures in order to characterize dependencies, we also have structures that were unknown in database theory: formal concepts, concept lattices, etc. These objects have not been yet explored in the scenarios that we have described in this paper. Said otherwise: how can a concept lattice help a database practitioner?

4. **Different classification.** In [1, 30] there are different criteria in order to classify dependencies in the relational database model (tuple or non-tuple generating, typed or non-types, etc). However, with FCA there is no difference between the characterization of tuple-generating dependencies like multivalued dependencies [3, 7] and non tuple-generating dependencies like functional dependencies [11]. In fact, the difference is encapsulated within the relation between objects and attributes, and the difference shows up the different kinds of attributes of the formal context: partitions of the attribute set in the former case, sets of attributes in the latter. Could we devise a different classification of dependencies w.r.t. FCA?

We suggest some items for discussion that may be of interest to our FCA community as well as the database community that, eventually, may become interested in our research:

1. **Solve problems that are present in the database community.** To name just a few of them: dependencies with complex data (graphs, sequences, etc...), storage limitations, fast computation of queries.

2. **Do not fight the standard.** We need to admit that a standard in a long-time established community with a large number of users like that of the database community is a difficult thing to change. Even if that standard is too complex, obscure or anti-intuitive w.r.t. other formulations, the fact that this formalism has survived for such a long time in such a huge community means that it will stay there. For instance, if we take the definitions of a closure in basic texts of
database theory [1, 30], we see that the equivalent in FCA is much clearer and easy to understand (maybe, this is a biased point of view of someone who has been working with FCA for years). But even if this is the case, that community will not change their formalism by our new proposal. Therefore, instead of offering them a completely new formalism, our task should be to offer them different and more efficient solutions to their problems, not expecting that they would necessarily embrace FCA as a new paradigm.

3. **Have the practitioner in mind.** It is clear that some victories achieved by FCA outside our community have to do with applications rather than theory. Obviously, theory is the *sine qua non* condition for the practical solutions, but, again, what seems appealing to people outside our community is the potential use of FCA as a problem solving tool. In the case of the database community, we think that this is also true: they already have their formalisms, which are very unlikely to be changed. But they have a set of open problems that may be solved by FCA or some old problems which may be better solved using FCA.

Obviously, we just mention these points as a departure point for debate. We do not assume that all the previous points need to be an absolute truth, we just hope that they can be of interest for researchers in our community.

### 6.6 Conclusions

We have seen that FCA and pattern structures can characterize different kinds of dependencies in an elegant and compact way. These results are also present for different kinds of database dependencies. We have shown the advantages and some potential drawbacks that FCA offers to the database community.

We think that there has been an enormous amount of work in this fields that needs to be continued. The results presented in this paper show that there are still new lines of research that need to be explored, and that may be fruitful not only to the FCA community but, most importantly, to the database community.
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