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Abstract. While several application domains are exploiting the added-value of 

analytics over various datasets to obtain actionable insights and drive decision 

making, the public policy management domain has not yet taken advantage of 

the full potential of the aforementioned analytics and data models. Diverse and 

heterogeneous datasets are being generated from various sources, which could be 

utilized across the complete policies lifecycle (i.e. modelling, creation, evaluation 

and optimization) to realize efficient policy management. To this end, in this pa-

per we present an overall architecture of a cloud-based environment that facili-

tates data retrieval and analytics, as well as policy modelling, creation and opti-

mization. The environment enables data collection from heterogeneous sources, 

linking and aggregation, complemented with data cleaning and interoperability 

techniques in order to make the data ready for use. An innovative approach for 

analytics as a service is introduced and linked with a policy development toolkit, 
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which is an integrated web-based environment to fulfil the requirements of the 

public policy ecosystem stakeholders. 

Keywords: Data Analytics as a Service, Public Policies, Cloud Computing, 

Policy Modelling. 

1 Introduction 

The ICT advances as well as the increasing use of devices and networks, and the digi-

talisation of several processes is leading to the generation of vast quantities of data. 

These technological advances have made it possible to store, transmit and process large 

amounts of data more effectively than before in several domains of human activity of 

public interest [1]. It is undeniable that we are inundated with more data than we can 

possibly analyse [2]. This rich data environment affects decision and policy making: 

cloud environments, big data and other innovative data-driven approaches for policy 

making create opportunities for evidence-based policies, modernization of public sec-

tors and assistance of local governance towards enhanced levels of trust [4]. During the 

traditional policy cycle, which is divided into 5 different stages (agenda setting, policy 

formulation, decision making, policy implementation and policy evaluation), data is a 

valuable tool for allowing policy choices to become more evidence-based and analyti-

cal [3]. The discussion of data-driven approaches to support policy making can be dis-

tinguished between two main types of data. The first is the use of open data (adminis-

trative - open - data and statistics about populations, economic indicators, education, 

etc.) that typically contain descriptive statistics, which are used more intensively and in 

a linked way, shared through cloud environments [3]. The second main type of data is 

from any source, including data related to social dynamics and behaviour that affect the 

engagement of citizens (e.g. online platforms, social media, crowd-sourcing, etc.). 

These data are analysed with novel methods such as sentiment analysis, location map-

ping or advanced social network mining. Furthermore, one key challenge goes beyond 

using and analysing big data, towards the utilization of infrastructures for shared data 

in the scope of ethical constraints both for the citizens and for the policy makers. These 

ethnical constraints include “data ownership” ones, which determine the data sharing 

rules, as well as data localisation constraints, which may unjustifiably interfere with the 

“free flow of data”. As for policy makers, the dilemma, to what extent big data policy 

making is in accordance to values elected governments promote, is created. This is a 

problem deriving from the fact that it is difficult to point to the scope of the consent 

citizens may give to big data policy analysis [5]. Furthermore, such policies provide a 

broad framework for how decisions should be made regarding data, meaning that they 

are high-level statements and need more detail before they can be operationalized [6]. 

Big data enabled policy making should answer modern democratic challenges, consid-

ering facts about inequality and transparency both on national and local level, involving 

multi-disciplinary and multi-sectoral teams. 

In this context, this paper presents the main research challenges and proposes an 

architecture of an overall integrated cloud-based environment for data-driven policy 

management. The proposed environment (namely PolicyCLOUD) provides decision 
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support to public authorities for policy modelling, implementation and simulation 

through identified populations, as well as for policy enforcement and adaptation. Ad-

ditionally, a number of technologies are introduced that aim at optimizing policies 

across public sectors by utilizing the analysed inter-linked datasets and assessing the 

impact of policies, while considering different properties (i.e. area, regional, local, na-

tional) and population segmentations. One of the key aspects of the environment is its 

ability to trigger the execution of various analytics and machine learning models as a 

service. Thus, the implemented and integrated service can be executed over different 

datasets, in order to obtain the results and compile the corresponding policies.  

2 Related work 

In terms of managing diverse data sources, the evolution of varieties of data stores (i.e. 

SQL and NoSQL), where each variety has different strengths and usage models, is 

linked with the notion of “polyglot persistence” [7]. The latter emphasizes that each 

application and workload may need a different type of data store, tailored for its needs 

(e.g. graph, time series). Moreover, the field of data warehousing addresses creating 

snapshots of Online Transactional Processing (OLTP) databases for the purposes of 

Online Analytical Processing (OLAP). This often requires copying the data and prepar-

ing it for analytics by transforming its structure (i.e. Extract Transform Load process) 

and building the relevant indexes for the analytical queries. This costly process is per-

formed in order to achieve fast query times for analytical queries of interest, and in 

order to support data mining. However, there is an increasing trend to adopt a “just in 

time data warehouse” model, where data are federated on the fly according to runtime 

parameters and constraints [8]. As a result, data analytics frameworks increasingly 

strive to cater for data regardless of the underlying data store. Apache Spark [9] is an 

open source framework for analytics, which is designed to run in a distributed setting 

within a data centre. Spark provides a framework for cluster computing and memory 

management, and invents the notion of a Resilient Distributed Dataset (RDD) [10] that 

can be stored persistently using any storage framework that implements the Hadoop 

File System interface, including the Hadoop Distributed Filesystem (HDFS), Amazon 

S3 and OpenStack Swift. The Spark SQL component additionally defines a DataFrame 

as an RDD having a schema, and provides a SQL interface over DataFrames [11]. Built 

in support is provided for data sources with a JDBC interface, as well as for Hive, and 

the Avro, Parquet, ORC and JSON formats. Moreover, there is an external data sources 

API, where new data sources can be added by implementing a driver for the data source 

that implements the API. Many such drivers have been implemented, for example for 

Cassandra, MongoDB and Cloudant. These data sources can be queried, joining data 

across them and thus provide the ability to run batch queries across multiple data 

sources and formats. Spark also integrates batch processing with real time processing 

in the form of Spark Streaming [12] that allows real-time processing using the same 

underlying framework and programming paradigm as for batch computations. In Spark 

2.0, streaming Spark SQL computations are also planned [13]. With the advent of IoT 

and the increasing capabilities available at the edge, applications may store and process 
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data locally [14]. In the PolicyCLOUD architecture, data are managed whether in flight 

or at rest and are federated across multiple frameworks, data sources, locations and 

formats.  

Another key aspect is data interoperability given the diversity of the data sources. 

Among the main value propositions of the PolicyCLOUD environment and tools for 

policy development and management will be its ability to integrate, link and unify the 

datasets from diverse sources, while at the same time enabling analytics over the unified 

datasets. As a key prerequisite to providing this added-value, the interoperability of 

diverse datasets should be ensured. A wide array of data representation standards in 

various domains have emerged as a means of enabling data interoperability and data 

exchange between different systems. Prominent examples of such standards in different 

policy areas include: (i) the INSPIRE Data Specifications [15] for the interoperability 

of spatial data sets and services, which  specify  common data models, code lists, map 

layers and additional metadata on the interoperability to be used when exchanging spa-

tial datasets, (ii) the Common European Research Information Format (CERIF) [16] 

for representing research information and supporting research policies, (iii) the Internet 

of Things ontologies and schemas, such as the W3C Semantic Sensor Networks (SSN) 

ontology [17] and data schemas developed by the Open Geospatial Consortium (e.g., 

SensorML) [18], (iv) the Common Reporting Standard (CRS) that specifies guidelines 

for obtaining information from financial institutions and automatically exchanging that 

information in an interoperable way, and (v) standards-based ontologies appropriate for 

describing social relationships between individuals or groups, such as the “The Friend 

Of A Friend” (FOAF) ontology [19] and the Socially Interconnected Online Commu-

nities (SIOC) ontology [20]. These standards provide the means for common represen-

tation of domain specific datasets, towards data interoperability (including in several 

cases semantic interoperability) across diverse databases and datasets. Nevertheless, 

these standards are insufficient for delivering what PolicyCLOUD promises for a num-

ber of reasons. Initially, there is a lack of semantic interoperability in the given domain. 

For example, compliance to ontologies about IoT and sensor data fails to ensure a uni-

fied modelling of the physics and mathematics, which are at the core of any sensing 

task. Hence, in several cases there is a need for extending existing models with capa-

bilities for linking/relating various quantifiable and measurable (real-world) features to 

define, in a user understandable and machine-readable manner the processes behind 

single or combined tasks in the given domain. Furthermore, there is a lack of semantic 

interoperability across datasets from different sectors. There is not easy way to link 

related information elements stemming from datasets in different sectors, which typi-

cally comprise different schemas. In this context, environmental datasets and transport 

datasets for instance contain many related elements, which cannot however be auto-

matically identified and processed by a system due to the lack of common semantics. 

Finally, one needs to consider the lack of process interoperability. PolicyCLOUD deals 

with data-driven policy development and management, which entails the simulation 

and validation of entire processes. Especially in the case of multi-sectoral considera-

tions (e.g., interaction and trade-offs between different policies) process interoperabil-

ity is required in order to assess the impact of one policy on another. PolicyCLOUD 

proposes a multi-layer framework for interoperability across diverse policy related da-

tasets, which will facilitate semantic interoperability across related datasets both within 

a single sector and across different policy sectors. Within a specific sector of each use 
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case, semantic interoperability will enable adhering to existing standards-based repre-

sentations for the sector data and other auxiliary data (e.g. sensor data, social media 

data). Across different use cases, PolicyCLOUD proposes a LinkedData approach [21] 

to enable linking of interrelated data across different ontologies.  

3 Main challenges and proposed approach 

3.1 Main challenges and objectives addressed by PolicyCLOUD 

A data-driven approach for effective policies management  

The challenge is to provide a scalable, flexible and dependable methodology and envi-

ronment for facilitating the needs of data-driven policy modelling, making and evalua-

tion. The methodology should aim at applying the properties of policy modelling, co-

creation and implementation across the complete data path, including data modelling, 

representation and interoperability, metadata management, heterogeneous datasets 

linking and aggregation, analytics for knowledge extraction, and contextualization. 

Moreover, the methodology should exploit the collective knowledge out of policy “col-

lections”/ clusters combined with the immense amounts of data from several sources 

(e.g. sensor readings, online platforms, etc.). These collections of policies should be 

analysed based on specific Key Performance Indicators (KPIs) in order to enable the 

correlation of these KPIs with different potential determinants of policies impact within 

and across different sectors (e.g. environment, radicalisation, migration, goods and ser-

vices, etc.).  

Compilation, assessment and optimization of multi-domain policies 

Another challenge refers to holistic policy modelling, making and implementation in 

different sectors (e.g. environment, migration, goods and services, etc.), through the 

analysis and linking of KPIs of different policies that may be inter-dependant and inter-

correlated (e.g. environment). The goal is to identify (unexpected) patterns and rela-

tionships between policies (through their KPIs) to improve policy making. Moreover, 

the approach should enable evaluation and adaptation of policies by dynamically ex-

tracting information from various data sources, community knowledge out of the col-

lections of policies, and outcomes of simulations and evidence-based approaches. Pol-

icies should be evaluated to identify both their effective KPIs to be re-used in new / 

other policies, and the non-effective ones (including the causes for not being effective) 

towards their improvement. Thus, developed policies should consider the outcomes of 

strategies in other cases, such as policies addressing specific city conditions.  

Data management techniques across the complete data path  

Data-driven policy making highlights the need for a set of mechanisms that address the 

data lifecycle, including data modelling, cleaning, interoperability, aggregation, incre-

mental data analytics, opinion mining, sentiment analysis, social dynamics and behav-

ioural data analytics. In order to address data heterogeneity from different sources, 

modelling and representation technologies should provide a “meta-interpretation” 

layer, enabling the semantic and syntactic capturing of data properties and their repre-

sentation. Another key aspect refers to techniques for data cleaning in order to ensure 

data quality, coherence and consistency including the adaptive selection of information 
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sources based on evolving volatility levels (i.e. changing availability or engagement 

level of information sources). Mechanisms to assess the precision and correctness of 

the data, correct errors and remove ambiguity beyond limitations for multidimensional 

processing should be incorporated in the overall environment, while taking into con-

sideration legal, security and ethical aspects.  

Context-aware interoperability 

The specific challenge refers to the design and implementation of a semantic layer that 

will address data heterogeneity. To this end, the challenge is to research on techniques 

and semantic models for the interoperable use of data in different scenarios (and thus 

policies), locations and contexts. Techniques for interoperability (such as OSLC - Open 

Services for Lifecycle Collaboration) with different ontologies (as placeholders for the 

corresponding information) should be combined with semantic annotations. Semantic 

models for physical entities / devices (i.e. sensors related to different policy sectors), 

virtual entities (e.g. groupings of such physical entities according to intrinsic or extrin-

sic, permanent or temporary properties) and online platforms (e.g. social media, hu-

mans acting as providers) should be integrated in data-driven policy making environ-

ments. These models should be based on a set of transversal and domain-specific on-

tologies and could provide a foundation for high-level semantic interoperability and 

rich semantic annotations across policy sectors, online systems and platforms. These 

will be turned into rich metadata structures providing a paradigm shift towards content-

based storage and retrieval of data instead of data-based, given that stakeholders and 

applications target and require such content based on different high-level concepts. 

Content-based networks of data objects need to be developed, allowing retrieval of se-

mantically similar contents. 

Social dynamics and incentives management 

One of the main barriers to public bodies experimenting with big data to improve evi-

dence-based policy making is citizens’ participation since they are lacking awareness 

of the extend they may influence policy design and the ways these will be feasible. The 

challenge is to raise awareness about policy consultations and enable citizens to take 

direct action to participate, thus ensuring higher levels of acceptance and of trust. A 

potential solution could be to follow a living lab approach and implement an engage-

ment strategy based on different incentives mechanisms. Furthermore, a data-driven 

policy management environment should allow social dynamics and behaviour to be 

included in the policy lifecycle (creation, adaptation, enforcement, etc.) through the 

respective models and analytical tools. These will allow policy makers to obtain the 

relevant crowd-sourcing data and the knowledge created by the closed groups (i.e. com-

munities evaluating proposed policies) and the engaged citizens to analyse and propose 

social requirements that will be turned into policy requirements. On top of this, incen-

tives management techniques will identify, declare and manage incentives for citizens’ 

engagement, supporting different types of incentives (e.g. social, cultural, political, 

etc.), with respect to information exchange, contributions and collaboration aspirations. 

The environment should also provide strategies and techniques for the alignment par-

ticipation incentives, as well as protocols enabling citizens to establish their participa-

tion. 
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Analytics as a service reusable on top of different datasets  

Machine and deep learning techniques, such as classification, regression, clustering and 

frequent pattern mining algorithms, should be realized in order to infer new data and 

knowledge. Sentiment analysis and opinion mining techniques should determine 

whether the provided contributor’s input is positive or negative about a policy, thus 

developing a “contributor graph” for the contributors of the opinions that happen to be 

themselves contributors to ongoing policy making projects. In the same context, social 

dynamics and behavioural data analytics should provide insights regarding which data 

needs to be collected and aggregated in a given case (e.g. time window addressed by 

the policy, location of populations, expected impact, etc.), taking into consideration the 

requirements of the engaged citizens to model the required policies. Moreover, a main 

challenge refers to technologies that allow analytics tasks to be decoupled from specific 

datasets and thus be triggered as services and applies to various cases and datasets. 

Transferable methods and a unique endpoint to exploit analytics in different cases 

A key challenge refers to an overall system, acting as an endpoint that will allow stake-

holders (such as policy makers and public authorities) to trigger the execution of dif-

ferent models and analytical tools on their data (e.g. to identify trends, to mine opinion 

artefacts, to explore situational and context awareness information, to identify sensi-

tives, etc.) and obtain the results. Based on these results, the modelled policies (through 

their KPIs) will be realized / implemented and monitored against these KPIs. Moreover, 

the endpoint should allow stakeholders and public administration entities to express in 

a declarative way their analytical tasks and thus perform / ingest any kind of data pro-

cessing. Another need is for an adaptive visualization environment, enabling policy 

monitoring to be visualized in different ways while the visualization can be modified 

on the fly. The environment should also enable the specification of the assets to be 

visualized: which data sources and which meta-processed information. The goal is to 

enable the selection of sources based on the stakeholders’ needs. Incremental visuali-

zation of analytics outcomes should also be feasible enabling visualization of results as 

they are generated.  

3.2 Architecture overview 

As a complete environment, the proposed architectural approach includes a set of main 

building blocks to realize the corresponding functionality as depicted in the following 

figure (Fig. 1). 
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Fig. 1. Proposed functional architecture. 

The overall flow is initiated from various data sources, as depicted in the figure through 

the respective Data Acquisition block. Data sources can be data stores from public au-

thorities or external data sources (e.g. mobile devices, IoT sensors, etc.) that contribute 

data following the provision of incentives, facilitated through the incentives manage-

ment mechanism. A set of APIs incorporated in a gateway component, enable data col-

lection by applying techniques to identify the reliable sources exploiting the sources 

reliability component and for these sources obtain the data and perform the required 

data quality assessment and cleaning. Semantic and syntactic interoperability tech-

niques are utilized over the cleaned data providing the respective interoperable datasets 

to the Policy CLOUD datastore following the required data linking and aggregation 

processes. The datastore is accessible from a set of machine learning models repre-

sented through the Data Analytics building block. Machine learning models incorporate  

opinion mining, sentiment and social dynamic analysis, behavioural analysis and situ-

ational / context knowledge acquisition. The data store and the analytics models are 

hosted and executed in a cloud-based environment that provides the respective services 

obtained from a catalogue of cloud infrastructure resources. Furthermore, all the ana-

lytics models are realized as services, thus enabling their invocation through a proposed 

policy development toolkit – realized in the scope of the Policies building block of the 

proposed architecture as a single point of entry into the PolicyCLOUD platform. The 

toolkit allows the compilation of policies as data models, i.e. structural representations 

that include key performance indicators (KPIs) as a means to set specific parameters 

(and their target values) and monitor the implementation of policies against these KPIs 

along with the list of analytical tools to be used for their computation. According to 

these analytics outcomes, the values of the KPIs are specified resulting to policies im-

plementation / creation. It should be noted that PolicyCLOUD also introduces the 
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concept of policies clusters in order to interlink different policies, and identify the KPIs 

and parameters that can be optimized in such policy collections. Across the complete 

environment, an implemented data governance and compliance model is enforced, 

ranging from the provision of cloud resources regarding the storage and analysis of data 

to the management of policies across their lifecycle. 

4 Conclusions 

The vast amounts of data that are being generated by different sources highlight an 

opportunity for public authorities and stakeholders to create, analyse, evaluate and op-

timize policies based on the “fresh” data, the information that can be continuously col-

lected by citizens and other sensors. To this end, what is required refers to techniques 

and an overall integrated environment that will facilitate not only data collection but 

also assessment in terms of reliability of the data sources, homogenization of the da-

tasets in order to make them interoperable (following the heterogeneity in terms of con-

tent and formats of the data sources), cleaning of the datasets and analytics. While sev-

eral analytical models and mechanisms are being developed a key challenge relates to 

approaches that will enable analytics to be triggered as services and thus applies and 

utilized in different datasets and contexts. In this paper, we have presented the afore-

mentioned challenges and the necessary steps to address them. We also introduced a 

conceptual architecture that depicts a holistic cloud-based environment integrating a set 

of techniques across the complete data and policy management lifecycles in order to 

enable data-driven policy management. It is within our next steps to implement the 

respective mechanisms and integrated them based on the presented architecture, thus 

realizing the presented environment. 
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