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Abstract. In this paper, we suggest a real-time online shopper behav-
ior prediction system which predicts the visitor’s shopping intent as soon
as the website is visited. To do that, we rely on session and visitor in-
formation and we investigate näıve Bayes classifier, C4.5 decision tree
and random forest. Furthermore, we use oversampling to improve the
performance and the scalability of each classifier. The results show that
random forest produces significantly higher accuracy and F1 Score than
the compared techniques.
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1 Introduction

Nowadays, a large majority of businesses are supported or carried out online.
In order to foster the generated virtual environments, marketing offers stand for
one of the most valuable strategies which can be employed. Historically, these
offers were indiscriminately suggested to the whole visitors of a given e-commerce
website. Afterward, being aware about the necessity to orient their marketing
actions to the right target, online stores opted for a near-real time analysis of
visitors’ information. The purpose is to contact the most relevant users (for
instance by phone or e-mail) in order to suggest offers which are likely to induce
them to go back to the website and achieve an effective purchase.

Recently, a new trend has emerged among virtual shopping environments so
that potential visitors are identified at the time they are browsing the website.
By contrast to the near-real time model, the advantage behind that is to avoid
the high risk of losing users once disconnected from the online store. Indeed,
in such a model, we imitate an experienced salesperson who struggles to retain
potential visitors by providing a range of customized marketing actions which are
likely to encourage them to buy. The latest study suggesting such a strategy in
e-commerce websites could be found in [1] where authors proposed a system with
two modules which predicts the purchasing intent of the visitor by using some
session and user information along with aggregated pageview data kept track
during the visit. The first module of this system is used to determine whether
the user should be offered content and the second module is triggered only if
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the user is likely to abandon the site. Though the fact that the system proposed
in [1] is appealing in terms of efficiency and scalability, the risk of abandon it
implies stands for a problem which is not to be neglected.

In this paper, we do not aim to propose a new model that substitutes systems
like the one of Sakar et al. [1]. On the contrary, our objective is to consolidate
such systems by trying to retain the maximum number of potential visitors. In
this scope, we suggest a system that allows to detect users with high purchasing
intention as soon as they connect to an e-commerce website. For this purpose,
we rest on the same data used in [1] but we only keep those pertaining to session
and user information. As that will be detailed in this paper, by establishing
our system, we aspire to be part of a global system that starts by proposing a
first type of marketing offers to potential visitors once connected to the website.
Later, that system calls a second subsystem (like the one of Sakar et al. [1])
to suggest more generous offers to visitors who did not carry out an effective
purchase at the first stage but who displayed a high purchasing intention after
a certain clickstream.

The remainder of the paper is structured as follows. Related work is reported
in Section 2. Next, Section 3 details different functional and technical aspects
of our proposed system. Afterward, experimentation results are communicated
in Section 4. Lastly, Section 5 concludes the paper and suggests some directions
for future research.

2 Literature review

Literature encompasses many studies which are turned towards categorization
of online visits in e-commerce websites.

A first study of Mobasher et al. [2] assessed two different clustering techniques
based on user transactions and pageviews in order to find out useful aggregate
profiles that can be used by recommendation systems to achieve effective per-
sonalization at early stages of user’s visits in an online store.

Later, the study of Moe [3] prepared the ground for a system which can
take customized actions according to the category of a visit. For this reason,
the author proposed a system which makes use of page-to-page clickstream data
from a given online store in order to categorize visits as a buying, browsing,
searching, or knowledge-building visit. The proposed system rests on observed
in-store navigational patterns (including the general content of the pages viewed)
and a k-means algorithm for clustering.

In [4], Poggi et al. proposed a system which handles the loss of throughput
in Web servers due to overloading, by assigning priorities to sessions on an e-
commerce website according to the revenue that will generate. Data were formed
of clickstream and session information and Markov chains, logistic linear regres-
sion, decision trees and näıve Bayes were investigated in order to measure the
probability of users’ purchasing intention [4].

In [5] and [6], authors designed the prediction of purchasing intention prob-
lem as a supervised learning problem and historical data collected from an online
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bookstore were used to categorize the user sessions as browsing and buyer ses-
sions. In this scope, Support vector machines (SVMs) with different kernel types
and k-Nearest Neighbor (k-NN) were respectively investigated in [5] and [6] to
carry out classification.

In a more recent study [7], Suchacka and Chodak constructed a new approach
to analyze historical data obtained from a real online bookstore. The proposed
approach is based on association rule discovery in customer sessions and aims
to evaluate the purchase probability in an online session.

In [8], the author proposed a system that identifies the website component
that has the highest business impact on visitors. To build such a system, a
data set based on the Google Analytics tracking code [9] has been created.
Moreover, näıve Bayes and multilayer perceptron classifiers have been explored
for classification.

In [1], authors set up a real-time user behavior analysis system for virtual
shopping environment which is made up of two modules. In the first module, the
purchasing intention of the visitor is predicted using aggregated pageview data
kept track during the visit along with some session and user information. Fur-
ther, oversampling and feature selection preprocessing algorithms were applied
to improve the effectiveness and the scalability of a set of supervised machine
learning techniques. The highest accuracy of 87.24% and F1 Score of 0.86 were
obtained with a Multilayer Perceptron Network (MLP). In the second mod-
ule, authors used a Long Short-Term Memory-based Recurrent Neural Network
(LSTM-RNN) based on sequential clickstream data to produce the probability
estimate of visitor’s intention to leave the site without completing the transac-
tion. Within the scope of the entire system proposed in [1], the first module is
triggered only if the second module generates a greater value than a predeter-
mined threshold and the final objective consists in deciding whether to offer a
content to the online visitor.

3 Proposed system

In this section, we describe the functional aspects related to our proposed system.
Next, we depict the dataset used for validation as well as the machine learning
techniques which have been explored for classification.

3.1 Functional description

Based on previous studies, we can notice that no work has addressed the purchas-
ing intention of online visitors immediately after they connect to the website. By
contrast to these studies, our system aims to detect users with high purchasing
intention as soon as they connect to the e-commerce website and to offer content
only to those who intend to complete a transaction. The advantage behind that
is to avoid the risk of losing potential visitors who sometimes disconnect for
trivial reasons (arrival of a guest at home, reception of a phone call, etc.). That
risk should not be neglected since it naturally impacts the effectiveness of any
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system with a business objective (for instance each of the systems introduced
respectively in [1], [5], [6] and [7])

As mentioned earlier, through our proposed system, we do not aspire to
replace the previous systems that have tackled the same problem by using click-
stream data. On the contrary, we aim to reinforce that systems by trying to
interest the maximum number of potential users. Indeed, our model could be
used as a part of a more global structure as shown in Fig. 1. This global struc-
ture starts by proposing a first type of marketing offers to potential visitors once
connected to the website and appeals later a second subsystem (like the one pro-
posed in [1]) to suggest more generous offers to visitors who did not accomplish
an effective purchase at the first stage but who showcased a high purchasing in-
tention after a certain clickstream (Fig. 1). In our opinion, such a global system
can be investigated for e-commerce websites as a new tool that could be useful
in terms of effective use of time, purchase conversion rates and sales figures.

Fig. 1. Flowchart of the proposed system and its positioning within a more global
desired system

3.2 Data description

As mentioned earlier, we reposed on the same dataset used in [1] but we only
keep the part pertaining to session and user information. Features related to the
selected data are depicted in Table 1. As reported in [1], features belong to 12330
sessions and the data were constituted so that each session would belong to a
different user in a 1-year period to avoid any tendency to a specific campaign,
special day, user profile, or period. Moreover, among the 12330 sessions in the
dataset, 84.5% (10422) were negative class samples that did not finalize a trans-
action and the rest (1908) were positive class samples ending with purchasing
[1].
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Based in Table 1, we can notice that, except the “Day” feature, all the rest
of features are categorical. In order to homogenize the features types, we used
a binning process in which the “Day” variable is discretized to 5 discrete levels
[10].

Table 1. Features used for system validation

Feature Feature description Feature type

Day Closeness of the site visiting time to a special day Numerical

Operating Systems Operating system of the visitor Categorical

Browser Browser of the visitor Categorical

Region Geographic region from which the session Categorical
has been started by the visitor

Traffic Traffic source by which the visitor Categorical
has arrived at the website

Visitor Visitor type as “New Visitor”, Categorical
“Returning Visitor” and “Other”

Weekend Boolean value indicating whether Categorical
the date of the visit is weekend

Month Month value of the visit date Categorical

Revenue Class label indicating whether the visit Categorical
has been finalized with a transaction

3.3 Prediction

Technically, a challenging issue for the proposed system consists in finding out
the most suitable machine learning technique for the prediction problem. In this
context, specifications of input data are among main criteria which could be used
to elect such a technique [11][12]. In our case, since features are categorical [13],
three appropriate techniques for this type of features are selected, namely : näıve
Bayes classifier, C4.5 classifier and random forest. In the following, fundamentals
of each one of these techniques are briefly detailed.

� Näıve Bayes classifier
Näıve Bayesian Classifier (NBC) is a probabilistic classifier which is based on
Bayes fusion rule. It assumes the independence of the input features. That
means that it considers each of these features to contribute independently
to the probability of a class regardless of any possible correlations between
variables [14][15]. The final decision is assigned to the class with the highest
probability. Despite its simplicity, NBC can often outperform more sophis-
ticated classification methods [16]

� C4.5 classifier
C4.5 is an extension of the earlier ID3 algorithm and stands for an algorithm
used to generate a decision tree [17] which can be used for classification.
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At each node of the tree, C4.5 selects the attribute of the data that most
effectively splits its set of samples into subsets enriched in one class or the
other. The splitting criterion is the normalized information gain (difference
in entropy). The attribute with the highest normalized information gain
is chosen to make the decision. The C4.5 algorithm then recurses on the
partitioned sublists.

� Random forest classifier
Random Forest (RF) [18] is a well-known decision tree ensemble that is com-
monly used in classification. In many cases, RF showed a good performance
that outstrips that of many other classification algorithms [19].
As a decision tree ensemble, RF needs to construct several different decision
trees. In order to accomplish that, each tree is set up considering a bootstrap
sample set of the original training data. That consists in creating a new set
sampling with replacement instances from the original set until getting the
size of that original training data. Using one of the bootstrap sample sets of
the training data, a random tree is obtained. In order to favor the diversity
of the ensemble, each random tree follows a traditional top-down induction
procedure with several modifications. At each step, when the best attribute
is chosen, only a small subset of attributes from the dataset is considered.
Considering only the subset of attributes chosen, we then compute the best
attribute as in Classification And Regression Trees (CART) [20]. Each tree
is built to its maximum depth and no pruning procedure is applied after the
tree has been fully built. Lastly, to compute the predicted class for a sample,
the predictions of the ensemble of decision trees are aggregated through
majority voting.

4 Experiments and results

To conduct experiments, data described in Section 3.2 are fed to näıve Bayes,
C4.5 decision tree and random forest classifiers using 70% of dataset for training
and the rest for validation [21][22]. Moreover, to ensure statistical significance,
this procedure is repeated 100 times with random training/validation partitions.

Table 2 presents the average accuracy, sensitivity (true positive rate), speci-
ficity (true negative rate) and F1 Score for each classifier.

The results show that näıve Bayes classifier yields the highest accuracy rate
on test data. However, a class imbalance problem emerges [23] since, for each
classifier, the sensitivity is much lower than specificity (sensitivity is even null
for näıve Bayes classifier). Indeed, it is clear that each classification technique
tends to label the test samples as the majority class (negative class). This class
imbalance problem is a natural situation for the addressed problem since most
of the online visits do not end with purchasing [24]. However, this issue should
be properly handled since correctly identifying directed buying visits which are
represented with positive class in the dataset is as crucial as identifying negative
class samples.

To deal with class imbalance problem, we considered the use of the widely
used technique to balance the training set before the learning phase, namely the
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“Synthetic Minority Oversampling Technique” (SMOTE) methodology [25]. To
do that, 30% of the data set consisting of 12330 samples is first excluded for
testing and the oversampling SMOTE method is applied to the remaining 70%
of the samples.

The results obtained on the balanced dataset are reported in Table 3. As it
is seen, the highest accuracy of 86.78% and F1 Score of 0.60 is obtained with
the random forest classifier.

Table 2. Results obtained on class imbalanced dataset

Classifier Accuracy (%) Sensitivity Specificity F1 score

Näıve Bayes 90.04 0.00 1.00 0.00

C4.5 86.27 0.11 0.94 0.13

Random forest 83.64 0.09 0.91 0.10

Table 3. Results obtained with oversampling

Classifier Accuracy (%) Sensitivity Specificity F1 score

Näıve Bayes 86.66 0.05 0.95 0.07

C4.5 86.59 0.55 0.92 0.56

Random forest 86.78 0.62 0.91 0.60

5 Conclusion and prospects

The appeal of the proposed work is related to the need to set up a model that
forecasts the visitor’s shopping intent as soon as the e-commerce website is vis-
ited. The advantage behind that is to avoid the risk of abandon implied by each
visit on the website. In this scope, the challenging issue consisted in finding out
the most appropriate machine learning which could reach this purpose.

Three classification techniques have been investigated to resolve the ad-
dressed problem, namely näıve Bayes, C4.5 and random forest. Moreover, over-
sampling has been carried out to improve the performance and the scalability
of each classifier. Based on experimentation and comparison results, we have
proven the efficiency of the random forest classifier as a balanced classifier which
is able to fit the requirements of our problem.

As aforementioned, it would be interesting to join a system like that of Sakar
et al. [1] to our proposed classifier in order to form a more global system which
could be useful for online stores. However, to confirm the effectiveness of a such
global system, its exploration in online retailers in real-world and real-time set-
tings should be achieved and its performance should be compared to that of
competitive models.
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