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Abstract.  
Short Message Service (SMS) messaging plays a key role in many people’s lives, 

allowing communication between friends, family and businesses through the 

convenient use of a mobile phone. At the same time, criminals are able to utilise 

this technology to their own benefit, such as by sending phishing messages that 

convince their victims into sharing sensitive information or installing dangerous 

software on their devices. Indeed, Proofpoint’s State of the Phish report found 

81% of surveyed US organisations had faced smishing attacks – which is a type 

phishing attack via SMS message in 2020.  

Although phishing is well studied, the amount of research in SMS-based phishing 

is somewhat limited. Therefore, this study addresses the lack of SMS-based 

phishing insight, investigating which techniques/tactics are used by malicious 

senders and honest recipients to disguise/identify SMS-based phishing. By using 

an online questionnaire, a total of 576 participants’ options upon 20 text messages 

(10 genuine and 10 phishing) were gathered. The result shows 73.4% of the SMS 

messages were categorised correctly; also a number of factors such as shortened 

URLs, inconsistent metadata/content, urgency cue, and age play a positive role 

in identifying phishing attacks.  

Keywords. short message service (SMS), phishing, text message, mobile 

phishing 

1 Introduction 
Smartphone ownership and usage continues to increase; 88% of people in the United 

Kingdom in 2019 own at least one smartphone, up from 52% in 2012 (Deliotte, 2019). 

Smartphones are not just used to communicate with individuals they are used to access 

data sensitive services such as mobile banking, managing healthcare data and 

appointments and conducting business. This creates both a complex environment for 
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users to manage and a data rich environment presenting malicious actors  additional 

vectors of attack, including for socially engineering and phishing. 

SMS messaging, social media and email are the top three distribution methods for 

mobile phishing (Wandera, 2018), with 17.3%, 16.4% and 15.4% of the share 

respectively. Wandrera’s Mobile Threat Landscape Report found over half of surveyed 

organisations to have experienced at least one mobile phishing incident in 2019 

(Wandrera, 2020); more alarmingly, Proofpoint’s State of the Phish report found 81% 

of surveyed US organisations had faced smishing attacks – which is a type phishing 

attack via SMS message (Proofpoint, 2021).  

Consequences of phishing attacks can be damaging to both individuals and businesses. 

According to Verizon’s 2020 Data Breach Investigation report, 22% of data breaches 

in 2020 involved phishing (Verizon, 2020) and phishing was involved in 78% of cyber-

espionage incidents 2019 (Verizon, 2019). Cyber incidents, such as these, lead to direct 

monetary loss, operational costs and brand damage (Wardman, 2016).  

In order to detect phishing attacks, a wide range of methods have been investigated. For 

instance, Ho et al. (2019) investigated characteristics of phishing based upon a dataset 

of 113 million employee-sent emails from 92 organisations; their results demonstrate 

latest state of enterprise phishing attacks. Sahingoz et al. (2019) proposed machine 

learning based phishing detection from URLs with a 97.98% accuracy rate on a dataset 

containing 36,400 legitimate and 37,175 phishing links. In addition, a number of studies 

were proposed for investigating the issues for Smishing specifically, such as Balim and 

Gunal (2019), Mishra and Soni (2019), and Sonowal and Kuppusamy (2018). 

Nonetheless, those proposed were mainly focused upon the detection of smishing 

attacks by using machine learning techniques rather than from users’ point of view. It 

is well known that users are the weakest link in the security chain. Indeed, 97% of 
people around the world cannot identify a sophisticated phishing email (Inspired 

eLearning, 2017). To this end, this paper presents a survey study which investigates the 

accuracy with which individuals can differentiate between phishing and legitimate SMS 

messages as well as the methods used to differentiate them.    

The remainder of the paper is structured as: Section 2 reviews related academic 

literature; Section 3 provides the research methodology; Section 4 presents key results; 

and Section 5 draws conclusions and highlights future research directions.    

2 Literature Review 
This literature review explores the techniques and tactics used by attackers when 

constructing SMS phishing messages and external factors that influence the capability 

of recipients to detect phishing. 
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2.1 Phishing Techniques and Tactics 

Techniques used to hide the malicious intent of the message and exploit the trust 

recipients have in known websites include spoofing URLs to appear similar to the 

genuine website (Patel & Lou, 2007; Kim et al., 2011). By using URL shortening 

services, attackers can obfuscate the destination of malicious links in shortened URLs. 

This helps attackers to visually deceive the recipient; it also allows them to bypass URL 

blacklisting software (Le Page et al., 2018; Joo et al., 2017). Other message elements 

used to deceive include the use of security components like HTTPS to trick victims into 

believing it is a legitimate website (Dong et al., 2008). According to the APWG (2019, 

p.10), this has become increasingly common, providing a possible indication to its 

effectiveness. It follows that the presence of HTTPS in SMS messages with a URL may 

have some influence on how the recipient determines the legitimacy of the message. 

Harrison et al. (2016) explain how phishing messages rely on a sense of urgency to 

reduce the recipient’s ability to make rational decisions by acting quickly. Two types 

of urgency cues should be considered: fear-based and reward-based. Fear-based cues 

use some form of threat, such as imminent account closure if action is not taken; while 

reward-based cues attempt to offer something of value, but within a limited time. In an 

experiment with 194 participants, Harrison et al. (2016) investigated whether fear-

based cues were more successful than reward-based cues, but no solid evidence to prove 

this hypothesis was obtained. It may be that young people (the mean age of the 

experiment’s participants was 20 years) are less influenced by the difference between 

fear-based and reward-based messages. 

From the recipient’s perspective, Nicho et al. (2018) believe a sense of urgency in an 

email presents an easy indicator of a phishing attack; nonetheless, victims still fall for 

them because vigilance of phishing is often not a priority. Jensen et al. (2017) agree as 

determining whether a message is a threat is often an “ancillary task”. They advocate 

the use of mindful training techniques to promote recipients into thinking about the 

message request (including whether the message invokes a feeling of urgency).  

Abroshan et al. (2018) suggest that part of the phishing process on the recipient-side 

involves two steps of decision making: whether to trust the sender and then whether to 

share information with them. A commonly accepted method for gaining trust is to 

exploit trust imparted by third-parties by masquerading as them (APWG, 2019; 

Abroshan et al., 2018; Whittaker et al., 2010). Attackers seek to acquire trust by making 

their messages mirror legitimate ones, e.g., by spoofing the sender ID and making the 

implication of being from a legitimate service in the body of the message (Jensen et al., 

2017). Dong et al. (2008) state that metadata/content inconsistencies, i.e., differences 

between metadata (e.g., the sender ID) and content data (i.e., the text message), can 

lead to detection of phishing, so harmonising these two factors is to the attacker’s 

benefit. 



Harrison et al. (2016) mention leakage cues, such as grammar and spelling mistakes in 

the message impact trust, leading to increased attention by the recipient and thereby 

reduce phishing success. This is intuitive as one might expect genuine messages from 

services to have limited mistakes. Nonetheless, Jakobsson (2018) argues that it is easier 

to fake an SMS text message due to its simplicity, as it consists mostly of just a sender 

ID, plain text message and a timestamp. 

2.2 External factors 

While evidence suggests age may be a factor in how susceptible one is to phishing, 

there is disagreement over gender being a factor. Siadati et al. (2017) found that older 

people fall for phishing less frequently than younger people. This is consistent with the 

demographic study on phishing susceptibility conducted by Sheng et al. (2010); their 

study suggests that people between 18-25 years were more likely to fall victim than 

other age groups due to a lack of sufficient technical knowledge and experience. Sheng 

et al. (2010) also suggest that females are more prone to phishing attacks as they clicked 

on links more often than males, but Siadati et al. (2017) contradict this having found no 

significant difference in verification code phishing susceptibility by gender. 

In their experiment to compare the more common rule-based training techniques 

against mindfulness techniques, Jensen et al. (2017) found that many participants 

reported a high level of confidence and expertise in identifying phishing messages. 

They also discovered that those trained to use mindfulness techniques, such as thinking 

about the request and whether the message felt rushed, were more successful than those 

who had received rule-based training, where elements like an unusual sender ID or the 

appearance of embedded links are used. It is generally considered that training users to 

understand and become more familiar with phishing attacks increases their ability to 

correctly identify phishing and non-phishing messages (Khonji et al., 2013; Jensen et 

al., 2017; Jain and Gupta, 2018).  

According to Harrison et al. (2016, p. 270), participants who are study aware (i.e., 

participants are aware they are being tested on phishing detection) exhibit increased 

cognitive processing of messages. However, it is unlikely that users scrutinise every 

message in real life; as a result, it is more likely that users make a rapid decision based 

on straightforward cues found in the message. Jackson et al., (2007) found that aware 

participants are more likely to categorise both real and fake messages as phishing. 

2.3 Summary 

As demonstrated earlier, visual elements in phishing messages that may be influenced 

by attackers can be used to trick recipients; also a number of external factors should be 

considered on whether an individual can detect a phishing message through these 

elements. Nonetheless, the influence of these elements has not been wholly investigated 



in terms of the SMS communication medium. Therefore further work is required to 

investigate those elements within the domain of phishing via SMS. 

3 Methodology  
 
To investigate which factors are used to identify SMS-based phishing, a questionnaire 

that can be used to test the participant’s ability to distinguish genuine SMS messages 

from phishing messages was designed; also, several factors, including: suspicious 

requests, urgency cues, leakage cues and inauthentic URLs, were considered when 

messages were selected. For each chosen SMS message, a screenshot was presented, 

asking participants to judge whether the message was phishing, not phishing, or if they 

did not know, and (optionally) to justify their answer (Harrison et al., 2016). In addition 

to the chosen messages, the following were asked from participants: their age, gender, 

their experience in phishing, and their ability to identify phishing attempts. 

 

With the aim of harvesting phishing emails, five managed phone numbers were exposed 

within publicly viewable spaces at 30 of the most visited websites as rated by 

Alexa.com and Quantcast (Balduzzi et al., 2016). Phishing messages were determined 

as such if they were unsolicited and attempted to convince the recipient to do something 

that would likely result in harming them. Other factors within the message could also 

be examined, such as analysing any provided URLs via sandboxing tools and seeking 

information on the sender phone number in known “bad number” lists. Logical factors 

in the message content were also used, such as attempting to request information from 

an iPhone user despite being received on an Android phone, or supposed banks 

requesting recipients to share information that they would not ask for through SMS. By 

using this method, a total of six SMS-based phishing messages were obtained; another 

four phishing messages that had been shared publicly on social media were collected. 

Also, ten genuine SMS-based messages were included; most of the genuine messages 

were received via those five managed phones and they were related to verification code. 

The total of 20 SMS messages is inline with the work of Siadati et al. (2017) which had 

a total of 18 messages. Examples of both phishing and genuine SMS messages are 

presented in Figures 1 and 2 below; also, the rest of the messages are available in the 

Appendix.  



  

Fig. 1. Example of two phishing messages (Messages 1 and 2) 

 

 

Fig. 2. Example of two genuine messages (Messages 3 and 20) 

3.1 Data Collection 

The primary research was collected using an online questionnaire via Google Forms 

due to its popularity, ease of use and accessibility. The questionnaire was distributed 

via a post on the “r/SampleSize” page of a popular social media website Reddit.com on 

Friday 24th January 2020. Also, it was shared to all students within the authors’ 

department on Wednesday 29th January 2020. The questionnaire was closed to further 



responses on Friday 31st January 2020 after receiving 576 responses (around 500 

responses were gathered via Reddit). Amongst those 576 participants, 50% were males, 

45% were females and the rest (5%) were classified as others. The majority (i.e. 86.4%) 

of the participants were younger people with 40.5%, 27.9% and 18% for age groups of 

18-21, 22-25 and 26-30 respectively. Also, the proportions for age groups 31-40 and 

40+ are 9.2% and 4.3% respectively. 3 participants of the total 576 did not select an age 

group.    

4 Survey Findings 
The 576 survey participants correctly categorised SMS messages 73.4% of the time. 

Messages were incorrectly categorised 14.8% of the time and stating they did not know 

if the message was phishing or not at a rate of 11.8%. The correct categorisation rate 

for the phishing messages (87.6%) was significantly higher than that for the genuine 

messages (59.2%). The genuine messages received an overall incorrect categorisation 

rate of 23.3% (where participants stated the message was phishing when in fact it was 

not), with the remaining 17.5% accounting for occasions when participants responded 

that they did not know whether or not it was phishing. Phishing messages were 

incorrectly categorised 6.3% of the time and were unknown 6.1% of the time (see 

Figure 3). 

 

Fig. 3. The overall accuracy rate for the phishing messages (left) and the same for the genuine 

messages (right). 

Messages that appeared later in the questionnaire gradually received fewer responses 

than those nearer to the beginning. For example, M1 received 351 responses out of the 

576 participants (61.8% of participants) while M20 received 151 responses (26.2%). 

The reduced response rate for later messages may be attributed to response fatigue. 

Randomising the message order may have equalised the response rate. The total number 

of responses to the optional open-ended questions was 6531, averaging to 227.8 per 

message (39.5%).  

 



Table 1 breaks down the accuracy of responses for each message. The accuracy rates 

are conditionally formatted to display a different background colour. Higher 

percentages have a green background, while lower percentages have a red background.  

Table 1. Accuracies for individual messages  

 

4.1 Phishing Messages 

 
As shown in Table 1, the phishing messages M1, M10, M14 and M17 were accurately 

categorised more than any other message, each having a correct identification rate of 

over 95%. Messages M2, M4, M8 and M16 were also all correctly categorised 

relatively often, with success rates of between 91.7% and 84.9%. In contrast, M12 

(70.1% accurately categorised) and M13 (67.2%) were correctly categorised the least 

of all the phishing messages.  

Shortened URLs are apparently one reason for the high correct response rate for the 

phishing messages M1, M14 and M17. Shortened URLs within these three messages 

were cited as cause for suspicion by 13.4%, 16.4% and 32.1% of responses, 

respectively. Outside of these three messages, only M2 had a comparatively high rate 

for this point as well, at 15.0%, with the other messages being 4.0% and below.  

The messages most frequently described as a suspicious request were M1, M10 and 

M17 (10.4%, 6.0% and 6.4% of responses respectively stating as such). By contrast, 

M14 had one of the lowest rates for this, with only 0.3% stating that it seemed unusual. 

The message itself did not contain a request, instead using a reward-based urgency cue 

notifying the recipient that they had won a sum of money. This was noticed by 

respondents; 13.9% indicated that the reward was “too good to be true” and 16.4% 

stated there was a clear attempt to entice the user with a reward. 

Urgency cues in M10 were picked up frequently, with the sense of fear or other threat 

being mentioned in 9.6% of its responses, more than any other message. It was also the 
message for which leakage cues were mentioned most frequently, with 42% of 

responses pointing out the spelling and grammar mistakes in the text. The lack of 



urgency cues in M12 and M13 may have been behind them being the most 

miscategorised. Only 0.4% of responses to M13 mentioned any sense of fear or threat 

from the message, lower than any other except M12, which received no responses that 

indicated a sense of urgency.  

For M12, 28.6% noticed the metadata/content inconsistency, mentioning that it 

appeared that the URL was not for the service provider claimed in the message, higher 

than any other phishing message with the next closest comparison being M16 at 21.2%. 

Relating the appearance of the URL to the supposed service the message was often used 

to help categorise the messages, as witnessed in the responses to M4 (19.7% of 

responses made this observation), M10 (16.3%) and M12 (19.6%).  

M13 was the only message that lacked a URL. Interestingly, this was mentioned as a 

sign of legitimacy in 3.6% of responses. However, 31.1% successfully recognised that 

the message was an attempt to obtain a verification code. One respondent noted:  

“This requires you to be a little savvy. When you get a verification 

code you should never share it with anyone. Sometimes the 

company tells you that when they send the code, and sometimes 

they don't. This is the most sophisticated attempt on this survey so 

far.” 

4.2 Genuine Messages 

The genuine messages most frequently categorised correctly were M3 (correctly 

categorised in 89.2% of responses) , M11 (80.4%) and M19 (83%); also mostly 

categorised correctly were M5 (72.0%) and M7 (65.3%), respectively. The remainder 

of the genuine messages were accurately categorised only between 53.8% and 32.1% 

of cases. M9 (36.5%), M15 (33.2%) and M18 (32.1%) were correctly categorised as 

genuine the least frequently.  

 
The most correctly categorised genuine messages M3, M11 and M19, were often 

simply considered legitimate second-factor authentication code messages, as 

mentioned in 28.2%, 32.6% and 34.2% of responses for each message, respectively – 

higher than any other message. Responses for M3 (13.2% of responses), M11 (18.7%) 

and M19 (24.8%) noted that the message lacked any request for information or a 

foreseeable way to acquire information.  

 

In contrast, M9, M15 and M18, were correctly categorised the least. None of these 

messages used an authentication code, instead asking the recipient to respond to an 

application installation request via a web link. Respondents were sceptical of the 

request, especially in M9 where 14.4% mentioned that it was inherently suspicious. In 

both 9.5% of M15 responses and 9.0% of M18 responses, the use of an in-house URL 

shortening service rather than a public one was considered an indication of legitimacy.  



4.3 Analysis of External Factors 

Participants were asked to indicate their age; there was a significant imbalance in 

representation across age ranges, reflective of the demographics of Reddit.  Participants 

aged 18-21 years comprised the overall majority at 40.5%, followed by 27.9% for 22-

25, 18% for 26-30, 9.2% for 31-40 and 4.4% for 41+. Table 2 combines data across the 

age groups of 41-50, 51-60 and 61+ into a 41+ age group to compensate for the small 

number of participants above the age of 40. The percentage of responses that correctly 

categorised phishing messages marginally increased with age before dropping off at 

41+ (see Table 2). For example, participants aged 18-21 years correctly categorised 

phishing messages 87.4% of the time, while participants aged 31-40 correctly 

categorised 90%. At 41-50 this dropped to 79.3%; all those 41+ collectively categorised 

phishing messages at a rate 79.6%. The categorisation of genuine messages revealed an 

opposite trend where younger participants correctly categorised them at a higher rate 

than for older participants.  

Table 2. Accuracy by Age Groups 

 

Each participant was also asked to rate their confidence in identifying phishing 

messages on a scale of 1 to 5, with 1 being lowest and 5 being highest, the vast majority 

of participants rated themselves highly. 31.9% rated themselves a 5, while 51% rated 

themselves a 4. This drops significantly at 14.6% for a 3, 2.1% for a 2 and just 0.3% 

for a 1. Those that rated themselves with a 5 accurately categorised phishing messages 

90.8% of the time. This gradually decreased with those rating themselves a 4 

(accurately categorising phishing messages 87.2% of the time) and  those rating 

themselves a 3 (82.4%). However, the 2 (resp. 12) participants that rated themselves as 

a 1 (resp. 2) accurately identified phishing messages 90% (resp. 84.2%) of the time. 

The extent to which conclusions could be drawn from any apparent correlation between 

confidence rating provided and accurate categorisation of phishing and genuine SMS 

messages is limited by the significant under-representation of the lower confidence 

ratings. 

No significant differences based upon gender were witnessed. The 288 participants 

that identified as male accurately categorised messages 74.8% of the time, in 

comparison to 71.9% for the 259 participants that identified as female and 74.7% for 

the 29 participants that identified as other. 



5 Conclusion  
Phishing has been used widely to attack the users, who are the weakest point of the 

cyber security system. Also, phishing attack can be distributed across many platforms 

(e.g. SMS message). The result of this research demonstrates that still a significant 

amount of users cannot differentiate between phishing and genuine SMS messages. 

Also, a number of factors (e.g. age and urgency cue) that can be used to identify 

phishing messages are investigated and the outcome is positive. In future, additional 

factors that may affect user’s ability in identifying the legitimacy of a message should 

be investigated; this would provide a better understanding in training users to spot 

malicious messages.        
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