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Abstract. The problem of the insider threat is extremely challenging to manage 

as it involves trusted entities who have legitimate authorization to the infor-

mation infrastructure of an organization. It has been reasoned that the framing 

of the Fraud Pentagon may assist in predicting and preventing white collar 

crimes such as fraud. The Fraud Pentagon considers the elements of motivation, 

capability, rationalization, opportunity and arrogance which converge in a crime 

scenario. The current study considers the value of using the Fraud Pentagon in 

examining insider attacks. This paper evaluates this theoretical framing from an 

insider threat perspective, thereby assisting researchers, organizations and in-

formation security practitioners in understanding its complexity and its applica-

tion to the insider threat problem. 
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1 Introduction 

The insider threat problem is extremely challenging to address as it involves trusted 

users. A survey of cybersecurity professionals (n=472) found that 90% of organiza-

tions feel susceptible to insider attacks [1]. This study is limited to malicious insiders 

who are users that use their legitimate access to an organization’s Information Tech-

nology (IT) infrastructure to intentionally compromise the confidentiality, integrity, 

and availability of the organizations IT assets [2]. Malicious insiders typically re-

spond to deterrents such as reducing motivations and removing opportunities [3]. The 

elements of motivation and opportunity form the basis of several models proposed to 

mitigate the insider threat. The Capability-Motivation-Opportunity (CMO) framing 

[4] is most commonly used toward managing the insider threat [5] while it has been 

reported that most practitioners use the Fraud Triangle [3] (originally proposed by 

[6]) which considers the elements of opportunity, motivation and rationalization, to 

manage the insider threat. The Fraud Diamond extends the Fraud Triangle to include 

capability [7]. The Fraud Diamond has been explored towards mitigating the insider 

threat problem [8, 9]. The insider threat problem is considered to be a “moral grey 

area” as it “allows insiders to undervalue their actions and to resort to rationaliza-

tions” [10]. It may be contended that character traits could be a factor in influencing 

these rationalizations [11]. The Fraud Pentagon is the next evolution in understanding 

the constructs underpinning fraud, as it extends the Fraud Diamond with the trait of 
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arrogance – it deals with the “why” element of crime [12]. The aim of this paper is to 

explore the interaction and the indicators of the elements of motivation, opportunity, 

rationalization, capability and arrogance on an insider in a criminogenic event. 

A strategy to mitigate the insider threat cannot view the aforementioned constructs 

in isolation. Studies suggest that these constructs are not discrete but may have inter-

dependencies [13-16]. For instance, it has been shown that in some contexts that op-

portunities combined with occupational status may be a greater driver than motivation 

and rationalization [17]. Further it has been shown in financial crime, that individuals 

who are considered predators, do not need the motivation nor the rationalization to 

engage in maleficence, they merely require the opportunity to be lured into crime 

[18].  

However, there appears to be a dearth of studies that consider the interdependencies 

between the Fraud Pentagon and the insider threat problem. A related study by [19] 

who considered internal and external fraud, did not probe the interdependencies as a 

primary objective. Therefore, this study is a preliminary step in developing a theory 

for examining the insider attacks based on the vertexes of the Fraud Pentagon. This 

paper contributes to the cybersecurity domain in two cogent ways. First, the current 

elucidation will be useful to cybersecurity practitioners and researchers in generating 

solutions to the insider threat problem. Second, a presentation of the framing of the 

theoretical underpinning will assist cybersecurity practitioners in leveraging theories 

from criminology to manage insider threat problems. The rest of the paper is orga-

nized as follows – Section 2 presents related work; Section 3 explicates the theoretical 

framework; Section 4 presents the implications for practice and the paper concludes 

with Section 5. 

2 Related Work 

The review of the related work involved a preliminary systematic review which is 

summarized in Table 1, to identify the prevalence of the models based on fraud theo-

ries within insider threat literature.  

Table 1. A Preliminary Systematic Review 

 

Database CMO Model Fraud Triangle Fraud Diamond Fraud Pentagon  

IEEE Computer 1 1 1 0 

ACM Digital Library 2 0 0 0 

Science Direct 3 4 1 0 

Google Scholar 37 78 31 3 

 

This involved searching the most specialized databases for cybersecurity, that is, 

IEEE Computer, Science Direct, ACM Digital Library [20] and searching Google 

Scholar for additional grey literature. The terms used in the review were constructed 

using the following criteria: [All: "insider threat"] AND [All: "CMO Model"]; [All: 
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"insider threat"] AND [All: "fraud triangle"]; [All: "insider threat"] AND [All: "fraud 

diamond"] AND [All: "insider threat"] AND [All: "fraud pentagon"]. A wider search 

with more generic search terms may have revealed a greater number of items, howev-

er, evidently there is a trend that the Fraud Pentagon has not been given due consider-

ation in cybercrime. A generic search using only the term “fraud pentagon” found 2 

unrelated records on Science Direct and 337 records on Google Scholar. A scan of the 

records found that the Fraud Pentagon is gaining momentum in other fields such as 

financial fraud and academic fraud.  

The CMO model appears to be widely accepted toward managing the insider threat. 

Greitzer et al. [21] designed an ontology for an insider threat risk model based on the 

CMO model. Maasberg et al. [22] developed a model that considers the Dark Triad of 

personality traits based on the CMO model, however, they emphasized that further 

empirical research is required. Kandias et al. [23] proposed a model, which may be 

used to predict high-risk insiders based on the CMO model. It appears that the Fraud 

Triangle is also commonly referenced to manage the insider threat. Hoyer et al. [24] 

developed an architectural model to unify the fraud triangle to achieve better detec-

tion and prevention of the insider threat. 

The Fraud Diamond is also commonly referenced in the literature. Goel et al. [9] 

considered a conceptual model that would provide probes to target the behavioral 

components of motivation, capability, opportunity, and rationalization in order to 

detect malicious insider threats. For example, a probe might present a pop-up message 

indicating “monitoring software is suspended” and the aim is to determine if the in-

siders will change their search behavior in response to this communication. The mod-

el proposed by [8] extended the CMO Model posed by Kandias et al. [23] in four 

cogent ways by including (1) the element of rationalization (2) prevention (3) contex-

tual information and (4) privacy-preservation.  

The Fraud Pentagon that was proposed by [12] and extends the Fraud Triangle with 

the elements competence and arrogance, is least cited. The paper by Ahmad et al. [19] 

is most comparable to this research, which considered the effect of digitization as an 

intervening variable between the elements of the Fraud Pentagon as associated with 

occupational fraud and external fraud in the telecoms industry. Ahmad et al. [19] 

reason that technology has helped to reduce some types of fraud by reducing opportu-

nities for crime, however, there is a need to consider a holistic framing that includes 

organizational culture and processes. This work did not consider the interdependen-

cies of the Fraud Diamond on occupational fraud. Evidently there is a need for more 

studies to demonstrate the viability of using the Fraud Pentagon for insider threat 

mitigation. 

3 A Theoretical Underpinning for Insider Attacks  

Pressure is also considered as the motive/incentive [13] for crime. The classification 

by Kassem and Higson [25] was extended to include elements that may provoke a 

motivated insider to commit maleficence [26]. Hence the indicators of pressure are – 

1. personal pressure (i.e. financial as caused by gambling or debts); 2. organizational 
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pressure (i.e. low salaries, unfair treatment, job dissatisfaction, job transfer); 3. exter-

nal pressure (i.e. threats to financial stability, ego, image, and reputation, social engi-

neering) and 4. provocations (i.e. frustration, stress, disputes, emotional arousal, peer 

pressure). 

Poor security controls and poor management oversight create opportunities for cy-

bercrime [8]. Dellaportas [17] derived indicators suggesting that situations that create 

opportunities for crime include: lack of controls to prevent and detect maleficence, the 

ability to bypass controls that prevent and detect maleficence, failure to discipline 

perpetrators, lack of awareness, indifference, or an incapacity to detect maleficence 

and the lack of an audit trail. 

Insider threats have a proclivity to justify their deeds [3]. Kaptein and Van 

Helvoort [27] explain that the term neutralization coined by Sykes and Matza [28] 

was intended to refer to the “justification given before the act instead of the term ra-

tionalization that refers to the justification given after the act”. Criminals may prepare 

their rationalizations using a “vocabulary of adjustment” before they act, these verbal-

izations are intrinsically linked to their motivations for criminality [6]. For an in-depth 

commentary on the relationship between neutralization techniques and the insider 

threat, see [29] and [30]. Siponen and Vance [29] proposed a number of neutralization 

techniques that would be appropriate for the information security domain based on the 

techniques advanced by Sykes and Matza [28] and Minor [31]. Indicators of neutrali-

zation include – “denial of injury”; “defense of necessity”; “condemnation of the 

condemners” (i.e. attacking those who “disapprove of his/her violations” by denigrat-

ing them as “hypocrites” [28]); “appeal to higher authorities” (i.e. disregarding prin-

ciples of the “larger society for the demands of the smaller social groups” to which 

the offender belongs [28]); “metaphor of the ledger” [32] (i.e. claiming entitlement to 

indiscretion as they are mostly good [31]) and “denial of responsibility”. 

A consideration of the knowledge and skills of insiders to address the insider threat 

problem [33] should be accorded significance. Capability consists of traits such as 

knowledge and power; intellect; strong ego; confidence and arrogance; ability to con-

ceal fraud and coerce others [7]. Huff et al. [34] proposed a model for end user so-

phistication consisting of three facets of capability – breadth (knowledge and skill), 

depth (background and mastery), and finesse (creativity). However, competence (as 

designated by the Fraud Pentagon) is a variation of capability as it involves the ability 

to bypass internal controls, develop a concealment strategy and control social situa-

tions via manipulation [35]. To some extent the Fraud Pentagon splits the capability 

element derived by [7] into competence and arrogance. The distinction of the person-

ality trait of arrogance which effects the ability of the person to see the cost-benefit 

analysis of crime [7] is highly significant as it underscores the human element in a 

crime scenario. Maasberg et al. [22] who chronicled the characteristics of insider 

threats found the following similarities among the cases – “unusual need for atten-

tion” a “sense of entitlement/above the rules”, arrogance, “compensatory behaviors 

for self-esteem”, “lack of impulse control”, “lack of conscience” and “chronic rule 

violations”. Indicators of ‘arrogance’ (described in [35]) can be detected in individu-

als with the following characteristics – large ego; suppressive attitude (i.e. a bully) 

“autocratic management style” and fear of losing power [36]. Further arrogance is 
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indicated by individuals who assume that they are above controls, policies and regula-

tions and assume they have immunity against them [16].  

While the theoretical underpinning of the Fraud Pentagon suggests that all elements 

converge unilaterally in a crime scenario, studies suggest otherwise. For instance, if 

an insider is unable to rationalize an act of misconduct, then the misconduct is not 

considered to be an appropriate opportunity [14]. As the studies within the cybersecu-

rity domain are limited, we will now consider studies from other domains in this dis-

course. 

  

 

Fig. 1. A Theoretical Underpinning for Examining Insider Attacks  

Several studies found that arrogance was not a significant determinant for devianc-

es [36-38]. However, Christian et al. [39] concluded that all five elements including 

arrogance influenced corporate fraud while [16] found that the work environment acts 

as an intervening variable between arrogance and unethical behavior in the work-

place. The study by Harrison [15] based on the Fraud Diamond showed that the per-

ception of opportunity is positively influenced by capability and that rationalization is 

influenced by motivation, opportunity and capability leveraging the Theory of 

Planned Behavior (TPB) [40]. The constructs of TPB considers one’s intention in 

attaining a goal, in this case non-compliant information security behavior. Maasberg 

et al. [22] also argued for using TPB when considering the relationship between capa-

bility, motive and opportunity and the Dark Triad of Traits with respect to the insider 

threat. Evidently, an individual who is invoking techniques of neutralization (i.e. ra-

tionalizations) shows evidence of maladaptive behavior [41], and this suggests that 

personality is a mediating factor in the process [42]. Thus, arrogance influences the 

rationalization construct. Appropriating from the propositions of Harrison [15] and 

Maasberg et al. [22], the theoretical underpinning shows how the elements of the 

fraud pentagon result in non-compliant information security behavior in Figure 1. 
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4 Implications for Practice 

There is an overlap between cybercrime and white-collar crime as it relates to occupa-

tional crime. There is a conceptual overlap between cybercrime as technology is used 

in the perpetration of white-collar crime [43]. Clearly insider threat crime is subsumed 

within this definition of white-collar cybercrime. Insider threat crime is characteristi-

cally committed within the course of the insider’s typical duties at work [2]. The cate-

gories of cybercrime that this theoretical framework would have as implications in-

clude – insider sabotage (i.e. using an organization’s IT infrastructure to cause harm 

to the organization or an individual); insider theft of intellectual property (IP), insider 

fraud (i.e. unauthorized modification, addition or deletion of data) [2]. 

As the insider threat problem shares many similarities with white-collar crime it 

would be sensible to consider mitigation strategies from well-established criminology 

theories [44]. For example, several researchers applied the Situation Crime Prevention 

(SCP) theory [26] to cybercrime ([45-47]). SCP has been applied to the insider threat 

problem [47, 48]. The theory considers five categories (and 25 subcategories) of op-

portunity-reducing measures – increase effort, increase risks, reduce rewards, reduce 

provocations and remove excuses. These techniques were given digital analogies [44-

46]. Some of the categories of the SCP theory may be mapped as a mitigation strategy 

towards curbing the manifestation of the Fraud Pentagon elements.  

Some techniques that could be used to increase the effort and thus make an oppor-

tunity less appealing could be access controls, key splitting [44], segregation of duties 

[46], background checks [46], offsite storage of data [47], web access controls [44], 

filtering downloads [46], termination procedures [46], least privilege [44], file access 

permission [47] and periodic audits [47]. The increase the risks category involves 

increasing the perception that “the risk of detection, resistance and apprehension as-

sociated with maleficence [49] would be high”. Techniques that could make an oppor-

tunity appear to be less appealing with respect to increasing the risk of being caught 

include: incident reporting [44], audit trails and event logging [46], a two-person sign-

off [46] and resource usage monitoring [45].  

The reduce provocations category involves removing “noxious stimuli from the en-

vironment” [49] that may precipitate a crime. This category considers situations that 

act as triggers or precipitators to an individual who is already motivated [50]. Strate-

gies that have been suggested to reduce the insider from being provoked into malefi-

cence include – dispute resolution and disciplinary processes [44]. The reduce the 

rewards category involves reducing the perception that the benefits of the crime [49] 

would be worthwhile. The reward for crime is a motivating factor. The strategies for 

reducing the benefit of cybercrime for insider threats include watermarking [45], digi-

tal signatures [46], encryption [46] and automatic data destruction mechanisms [45]. 

These strategies reduce the value of the information asset stolen (i.e. IP theft). Some 

insiders may gain satisfaction from damaging their employer’s reputation (i.e. sabo-

tage). This motivation can be minimized by continuity management [44] and incident 

management [44] which may reduce the desire for crime. It is challenging to deter-

mine the intrinsic forces involved in propelling an insider’s motivation. Techniques 

involving conducting a linguistic analysis of mails [51], collecting information about 
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computer usage and communication patterns [52] may be used as indicators of a mo-

tivated insider. 

The remove excuses category involves suppressing the rationalizations of a crimi-

nal [49]. Therefore the remove excuses category can be used as a mechanism towards 

neutralization mitigation [49]. These techniques involve – setting rules (i.e. policies 

and procedures); posting instructions (for example e-mail disclaimers [45]), alerting 

conscience and assisting compliance. 

Capability and arrogance cannot be mitigated, per se. However, these elements may 

be used to identify high risk individuals (i.e. background checks) who require targeted 

training. The capability of an insider to do irreparable damage to an organization’s IT 

infrastructure can be diluted by using role-based access controls [53] where an indi-

vidual’s right to information and access is limited to their privileges. Arrogance also 

negatively impacts top management and it is suggested there should be leadership 

interventions to coach individuals on the nature of arrogance and its negative impacts 

[54]. 

5 Conclusion 

The primary contribution of this paper is the propositions generated from the theoreti-

cal framing demonstrated that the constructs of the Fraud Pentagon may not act in 

synergy. This is significant as it would be of importance to determine the numerous 

permutations of the constructs that need to be mitigated or detected under specific 

scenarios. An added contribution of this work is the implications for practice which 

demonstrated how the vertexes of the Fraud Pentagon could be suppressed to over-

come the insider threat. Appropriating the arguments from Lokanan [55] which were 

propositioned with respect to the limitations of the Fraud Triangle, we can extrapolate 

the following shortcomings of the framing. First, the framing does not consider collu-

sion. Second, the rationalization, arrogance, and motivation legs of the framing are 

difficult to quantify. Third, not all constructs are present in a criminogenic event. This 

was also explored by Sorunke [56] who coincidently proposed an alternative Fraud 

Pentagon which includes a construct of personal ethics instead of arrogance. These 

shortcomings will be the objective of future research endeavors. 
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