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Abstract: We consider the practical parameters and state estimation problem for the well-
known SIR epidemic model with an additional compartment Q of the sub-population of infected
individuals that are placed in quarantine (SIQR model). We assume that the flow of individuals
placed in quarantine and the size of the quarantine population are known at any time. Using
this information as the measurable output of the system, we build two kinds of observers that
give dynamical estimates of the parameters and the size of infected individuals.
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1. INTRODUCTION

Many papers in epidemiology proposing a mathemati-
cal model using dynamical systems, face the problem of
parameter estimation. In general, some parameters are
given, extracted from the literature, while the remaining
unknown parameters are estimated by fitting the model to
some observed data, usually by means of an optimization
algorithm based on least squares or maximum likelihood
methods. Here we are interested in the design of some
observers to estimate some parameters as well as the
unmeasured state variable for a classical epidemic model

The practical parameters identification with state recon-
struction using observers for epidemic models has been
the goal of, relatively, few papers: Diaby et al. (2015);
Abdelhedi et al. (2014); Bichara et al. (2014); Degue et al.
(2021); Bichara et al. (2019); Iggidr and Souza (2019);
Bliman et al. (2018); Diouf et al. (2019); Hamelin et al.
(2020) but these approaches are rarely considered in the
literature compared to least-square methods, differently
to other applications domains, such as bio-processing or
manufacturing industries.

The global health crisis of COVID-19 outbreak has led to
a spectacular resurgence of interest in this type of models,
but with specificities related to the detection and isolation
of infected individuals. This is why we revisit here the
issues of parameters and state estimation for an extended
‘SIQR’ model Hethcote et al. (2002) for which such an
analysis had not yet been performed (to the best of our
knowledge). In particular, we tackle the task of proposing

a practical strategy for reconstructing the values of the
parameters.

2. THE MODELS

Inspired by Hethcote et al. (2002); Nuño et al. (2008),
we consider the classical SIR model (see for instance Li
(2018)), where S, I, R denote the size of the populations
of respectively susceptible, infected and recovered individ-
uals, with an additive compartment where Q denotes the
size of the population of identified and isolated infectious
individuals that have been removed from the infected
population and placed in quarantine:

Ṡ = −βS I

N

İ = βS
I

N
− (ρ+ α)I

Q̇ = αI − ρQ
Ṙ = ρI + ρQ

(1)

Note that one has

S(t) + I(t) +Q(t) +R(t) = N, ∀t ≥ 0 .

Since S(t) + I(t) + Q(t) + R(t) is constant and R has no
influence on the first three equations, it is sufficient to
consider the following system

Ṡ = −βS I

N

İ = βS
I

N
− (ρ+ α)I

Q̇ = αI − ρQ

(2)



It can be proved that the open set

Ω = {S > 0, I > 0, Q > 0, S + I +Q < N}

is positively invariant.

These models have three parameters: the infectivity pa-
rameter β, the recovery rate ρ, that we assume to be
identical for the infected populations placed in quarantine
or not, and the rate of placement in quarantine α. Theses
parameters are unknown but we assume the following
hypothesis.

Assumption 1. The basic reproduction numberR0 verifies

R0 :=
β

ρ+ α
> 1 .

This assumption implies that the epidemic can spread in
the population i.e. at initial time with S(0) = N − I(0)

close to N one has İ(0) > 0.

3. PARAMETERS ESTIMATION USING OBSERVERS

The application of classical least-square method to esti-
mate the parameters of model (2) do not give satisfactory
results. This is why we have opted for a dynamical esti-
mation with the help of observers. The use of observers,
although usually dedicated to state estimation possesses
the advantage to tune the speed of error decay. Moreover,
the choice of a speed-accuracy compromise can be bal-
anced thru simulations with synthetic data corrupted by
noise, before facing real data.

Note also that for large times, the solutions of (2) converge
asymptotically to non-observable non-identifiable states
when I and Q are both null. Consequently, we do not
look precisely for results about asymptotic convergence of
the error (as this is usually done in observers theory), but
rather for an exponential decay of the error during initial
transients.

In this section, we shall consider the additional hypothesis

Assumption 2. One has

α ≤ ρ

that means that the rate of placement in quarantine is not
larger than the recovery rate, which is often the case in
epidemic regimes.

3.1 Using High-Gain observers

Parameters α, β, ρ are unknown but are positive and
bounded. Let us assume that some bounds, even loose,
are available.

Assumption 3. There exist known positive numbers αm <
αM , βm < βM , ρm < ρM such that the unknown
parameters α, β, ρ satisfy

α ∈ [αm, αM ], β ∈ [βm, βM ], ρ ∈ [ρm, ρM ].

Theorem 4. Assume that the parameters α, β, ρ fulfill
Assumption 3. If the parameter ρ is known, then for ε > 0
sufficiently small, there exists Tε > 0 with Tε → +∞
when ε → 0 such that for θ > 0 large enough the
following quantities provide exponential estimators for the

parameters α, β and variables S(t), I(t), respectively, for
t ∈ [0, Tε]:

α̂(t)=
ẑ3(t)2

max
(
ẑ4(t)− ẑ2(t)ẑ3(t), ε βm

αMN y1(t)
)− ẑ2(t)− ρ (3)

β̂(t) = Ne−ẑ1(t)
(

(ẑ2(t)− ρ)(ẑ4(t)− ẑ2(t)ẑ3(t))

min(ẑ3(t),−ε)
− ẑ3(t)

)
(4)

Ŝ(t) = N
ẑ2(t) + ρ+ α̂(t)

max(β̂(t), βm)
(5)

Î(t) =
eẑ1(t)

max(α̂(t), αm)
(6)

where the functions ẑi(t) are solutions of the following
observer dynamical system

˙̂z =


˙̂z1
˙̂z2
˙̂z3
˙̂z4

 =


ẑ2
ẑ3
ẑ4

z̃23 + z̃2z̃4 + (z̃4 − z̃2z̃3)

(
z̃2 +

z̃4
z̃3

)


−


4θ
6θ2

4θ3

θ4

 (ẑ1 − log(y1(t))),

(7)

where

z̃2 = sat βM−ρm−αm

−ρM−αM
(ẑ2), z̃3 = sat−ε−βM

(ẑ3),

z̃4 = sat
βM (βM+ρM+αM )
−βM (βM−ρm−αm)(ẑ4).

(8)

The proof of Theorem 4 will be made in several steps.

We first consider an observer with the single measure-
ment y1(t) = αI(t). This observer will deliver estimates
of the following functions of parameters and state vari-

able of the model (2): β S(t)N − ρ − α, −β2 S(t)I(t)
N2 , and

−β2 S(t)I(t)
N2

(
β S(t)−I(t)N − ρ− α

)
. More precisely we have

the following result.

Proposition 5. Fix parameters N , α, β, ρ that fulfill As-
sumption 3 and initial condition (S0, I0) ∈ (R?+)2 with
S0 + I0 ≤ N . Let (S(·), I(·)) be the solution of the system
(2) and y1(·) = αI(·). For ε > 0 sufficiently small, there
exists Tε > 0 with Tε → +∞ when ε → 0 such that for
θ > 0 large enough the solutions of the observer dynamical
system given by (7-8) are such that the vector

E(t) = ẑ(t)−



log(y1(t))

β
S(t)

N
− ρ− α

−β2S(t)I(t)

N2

−β2S(t)I(t)

N2

(
β
S(t)− I(t)

N
− ρ− α

)


(9)

converges exponentially to 0 on [0, Tε], in the sense that
there exists K > 0 such that

||E(t)|| ≤ K||E(0)|| exp

(
−θ

3
t

)
, t ∈ [0, Tε] (10)

for any initial condition ẑ0 ∈ R4.



Proof. Clearly, the output y1(t) remains positive for any
t ≥ 0. One can then consider the variable

z1(t) = log(y1(t)), t ≥ 0 (11)

and its three first time derivatives, denoted z2, z3, z4. From
equation (2), one has the following expressions

z2 = ż1 = β
S

N
− ρ− α, (12)

z3 = ż2 = −β2 SI

N2
, (13)

z4 = ż3 = −β2 SI

N2

(
β
S

N
− ρ− α

)
+ β3SI

2

N3

= z2z3 − β
I

N
z3. (14)

Note that z3(t) is negative for any t ≥ 0 along the solutions
of (2) with S(0) > 0, I(0) > 0, and thus cannot reaches 0 in
finite time. Therefore, for any ε > 0 such that ε < −z3(0),
there exists Tε > 0 such that z3(t) < −ε for any t ∈ [0, Tε],
with Tε → +∞ when ε → 0. Moreover, from expressions
(12), (13), (14) and Assumption 3, one obtains that the
variables z2, z3, z4 are bounded with

z2(t) ∈ [−ρM − αM , βM − ρm − αm], (15)

z3(t) ∈ [−βM , −ε], (16)

z4(t) ∈ [−βM (βM − ρm − αm) , βM (βM + ρM + αM ],(17)

for any t ∈ [0, Tε]. Let us now write the time derivative of
z4 and show that it can be expressed as a function of z2,
z3, z4:

ż4 = z23 + z2z4 +
z4 − z2z3

z3
(z2z3 + z4)

z23 + z2z4 + (z4 − z2z3)

(
z2 +

z4
z3

)
:= φ(z).

Knowing the bounds (15),(16),(17), one can write equiva-
lently

ż4(t) = φ̃(z(t)) := φ(σ(z(t))), t ∈ [0, Tε]

with

σ(z) =



z1

sat βM−ρm−αm

−ρM−αM
(z2)

sat−ε−βM
(z3)

sat
βM (βM+ρM+αM )
−βM (βM−ρm−αm)(z4)


.

Note that the function φ̃ is well-defined and globally
Lipschitz on R4. Therefore, one can consider the dynamical
system

ż = F (z) :=

 0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0


︸ ︷︷ ︸

A4

z +

 0
0
0

φ̃(z)

 , ỹ = [1 0 0 0]︸ ︷︷ ︸
C4

z

in whole R4 with output ỹ, which is in the ”canonical
observable form” Gauthier and Kupka (2001). We recall
that for such system, the dynamical system

˙̂z = F (ẑ)− S−1θ (Cẑ − ỹ), ẑ(0) = ẑ0

where the symmetric matrix Sθ is solution of the Lyapunov
equation

θSθ +A>4 Sθ + SθA4 − C>4 C4 = 0, θ > 0 (18)

is a globally exponential observer, provided that θ is large
enough. The proof is based on the Lyapunov function
V (e) = e>Sθe which verifies d

dtV (e) ≤ −(θ/3)V (e) for
large enough θ, where e = ẑ − z is the error vector (see
Gauthier et al. (1992); Gauthier and Kupka (2001) for
more details), whatever is ẑ0 ∈ R4. A lengthy but straight-
forward computation gives the following expression of the
inverse of the solution Sθ of equation (18)

S−1θ =


4 θ 6 θ2 4 θ3 θ4

6 θ2 14 θ3 11 θ4 3 θ5

4 θ3 11 θ4 10 θ5 3 θ6

θ4 3 θ5 3 θ6 θ7


from which one deduces the equations (7), (8) and the
estimation error (10) of the vector (9).

Note that any solution of the system (2) converge asymp-
totically to a disease-free equilibrium i.e. with I = 0,
for which the system is not identifiable nor observable.
Therefore one cannot expect to have an exact convergence
of the observer (7) when t tends to +∞. However, in
practice, its speed of convergence is tuned tanks to the
choice of the parameter θ to obtain a small estimation
error much before the state reaches a neighborhood of the
asymptotic steady-state. Moreover, the innovation term
ẑ1(t)− log(y1(t)) informs about the effective convergence:
when it remains small, we know that the estimation error
E(t) is small.

From the results of Proposition 5, one gets the following
estimators.

Corollary 6. Under Assumptions of Proposition 5, the
numbers

β†(t) =
ẑ3(t)2

max
(
ẑ4(t)− ẑ2(t)ẑ3(t) , ε βm

αMN y1(t)
) (19)

R†0(t) =
ẑ3(t)2

max
(̂
z3(t)2 − ẑ2(t)[ẑ4(t)− ẑ2(t)ẑ3(t)] , χ(t)

)
with χ(t) = ε(ρm + αm)

βm
αMN

y1(t),

(20)

are estimators of the quantities β S(t)N and R0
S(t)
N , respec-

tively, for t ∈ [0, Tε].

Proof. Recall first that ε > 0 is a lower bound of the
quantity

−z3(t) = β2S(t)I(t)

N2
, t ∈ [0, Tε].

From the convergence of the vector E(t) defined in (9), the
quantity ẑ4(t)− ẑ2(t)ẑ3(t) is an estimation of

χ1(t) = β3S(t)I(t)2

N3
> ε

βm
αMN

y1(t), t ∈ [0, Tε]



and ẑ3(t)2 is an estimation of

ν(t) = β4S(t)2I(t)2

N4
.

Then, the expression β†(t) given in (19) is an estimation

of ν(t)/χ1(t) = β S(t)N for t ∈ [0, Tε].

Consider now the quantity ẑ3(t)2− ẑ2(t)(ẑ4(t)− ẑ2(t)ẑ3(t))
which is an estimation, for t ∈ [0, Tε], of

χ2(t) = (ρ+ α)β3S(t)I(t)2

N3
> ε(ρm + αm)

βm
αMN

y1(t).

Then, the expression R†0(t) given by (20) is an estimation

of ν(t)/χ2(t) = R0
S(t)
N for t ∈ [0, Tε].

Remark 7. Consider the dynamics of the ratio of suscep-
tible s(t) = S(t)/N :

ṡ = −βsI(t)

N
= −y1(t)

N

β

α
s

and assume that N is large. When I(0) << N and the
ratio s(0) is close to 1, expressions (19) and (20) are
estimators of the parameters β and R0, as long as the
observation y1(t) is small compared to N .

Corollary 8. Assume that the parameter ρ is known. Un-
der Assumptions of Proposition 5, the formulas (3), (4),
(5), and (6) provide estimators of parameters α, β and
variables S(t), I(t), respectively, for t ∈ [0, Tε].

Proof. From the convergence of the vector E given by
expression (9) in Proposition 5, ẑ2(t) is an estimation of
the quantity

β
S(t)

N
− ρ− α

and from the estimation (19) of the quantity βS(t)/N
provided by Corollary 6, one obtains the estimation (3)
for the parameter α. Again, from the expression (9) of
vector E(t), one obtains that −ẑ3(t) is an estimation of
the quantity

β

(
βS(t)

N

)
eẑ1(t)

αN

or equivalently

Ne−ẑ1(t)α

(
βS(t)

N

)−1
is an estimation of β. From the estimations (19) for
βS(t)/N and (3) for α, one obtains the estimation (4)
of the parameter β. Finally, the estimation of S(t) is
obtained from ẑ2(t) and the former estimation of β, and
the estimation of I(t) from ẑ1(t) and the estimation of α.

When ρ is known (or estimated with the observation y2)
and N is large with S(0)/N close to 1, we show now
that one can consider a reduced order observer as long as
S(t)/N remains close to 1. For this purpose, we introduce
the new parameter

k =
β2

α
, (21)

and we consider the variable

v(t) = β
S(t)

N
− ρ− α (22)

One can write v̇ = −β
2

α
S(t)
N2 y1(t) ' − β2

αN y1(t) = − k
N y1(t)

(this last approximation being valid as long as the quantity

1− S(t)
N is small compared to 1).

Then, we have

ẏ1 = vy1 (23)

v̇ = − k

N
y1 (24)

k̇ = 0 (25)

We look now for an observer for the system (23)-(24)-(25)
with the observation y1.

Proposition 9. Consider positive numbers N , y10, v0, k.
For θ > 0 large enough, the dynamical system

˙̂z =

[
ẑ2
ẑ3
z̃2z̃3

]
−

 3θ
3θ2

θ3

 (ẑ1 − log(y1(t))), ẑ(0) = ẑ0 (26)

where

z̃2 = sat v0
−
√
v20+

2k
N y10

(ẑ2), z̃3 = sat 0
−

v2
0
2 −

k
N y10

(ẑ3) (27)

is an exponential observer for the system (23)-(24)-(25)
with observation y1(·) and initial condition (y10, v0, k) such
that v0 ≤ v0, k ≥ k, in the sense that there exists K > 0
such that the vector

E(t) = ẑ(t)−


log(y1(t))

v(t)

− k

N
y1(t)


verifies

||E(t)|| ≤ K||E(0)|| exp

(
−θ

3
t

)
, t ≥ 0

Proof. Clearly, the solution y1(t) remains positive for
any t ∈ R+. Let z1(t) = log(y1(t)) and consider the
variables z2(t) = ż1(t) and z3(t) = ż2(t). From (23)-(24)-
(25), one gets z2(t) = v(t), z3(t) = − k

N y1(t) and obtains

ż3 = −KN y1v = z2z3 := φ(z). Note that the function

V (y1, v) = y1 +
N

2k
v2

is constant along the solutions of (23)-(24)-(25) i.e.

d

dt
V (y1(t), v(t)) = v(t)y1(t) +

N

2k
2v(t)

k

N
y1(t) = 0

from which one deduces that its solutions are bounded
with

z2(t) ∈

−
√
v20 +

2k

N
y10 , v0

 , z3(t) ∈
[
−v

2
0

2
− k

N
y10 , 0

]



So one can write

ż3 = φ̃(z) := φ(σ(z)) with σ(z) =


z1

sat v0
−
√
v20+

2k
N y10

(z2)

sat 0
−

v2
0
2 −

k
N y10

(z3)


Therefore, the solutions of system (23)-(24)-(25) with any
initial condition (y10, v0, k) such that v0 ≤ v0, k ≤ k
written in in coordinates z = (z1, z2, z3) are solutions of
the system

ż = F (z) :=

[
0 1 0
0 0 1
0 0 0

]
︸ ︷︷ ︸

A3

z +

 0
0

φ̃(z)

 , ỹ = [1 0 0]︸ ︷︷ ︸
C3

z

which is in the ”canonical observable form” Gauthier and
Kupka (2001) for the output ỹ, and where φ̃ is globally
Lipschitz on R3. We are then in position to state that the
dynamical system

˙̂z = F (ẑ)− Σ−1θ (Cẑ − ỹ), ẑ(0) = ẑ0

is a globally exponential observer on R3 for θ > 0 large
enough, where the symmetric matrix Sθ is solution of the
Lyapunov equation

θΣθ +A>3 Σθ + ΣθA3 − C>3 C3 = 0 (28)

and such that

||ẑ(t)− z(t)|| ≤ K||ẑ0 − z(0)|| exp

(
−θ t

3

)
, t ≥ 0

for some K > 0 (see Gauthier et al. (1992); Gauthier
and Kupka (2001)). Finally, one can easily check that the
inverse of the solution Σθ of (28) is given by the following
expression

Σ−1θ =


3 θ 3 θ2 θ3

3 θ2 5 θ3 2 θ4

θ3 2 θ4 θ5


which gives the equations of the observer (26).

Corollary 10. Let Assumptions 1 and 3 be fulfilled and
assume that the parameter ρ is known. When N is large
and S(0)/N is close to 1 with I(0) > 0, then the observer
(26) defined in Proposition 9 with v0 = βM − ρ− αm and
k̄ = β2

M/αm provides the following estimators, as long as
S(t)/N remains close to 1.

β̂(t) =
−ẑ3(t)N

2eẑ1(t)

−

√
max

(
(ẑ3(t)N)2 + 4ẑ3(t)N(ρ+ ẑ2(t))eẑ1(t) , 0

)
2eẑ1(t)

(29)

α̂(t) = β̂(t)− ρ− ẑ2(t) (30)

Proof. From the expressions (22), (21) of v(t) and k, one
obtains that the parameter β is solution of the equation

β2 − kS(t)

N
β + k(v(t) + ρ) = 0, t ≥ 0

which has necessary real roots β−, β+ with β− ≤ k S(t)N ≤
β+. However, having β = β+ with S(t)/N close to one
implies β − ρ − α < 0 which contradicts the hypothesis
R0 > 1. So, β has to be the smallest root. With z2(t) =
v(t) and z3(t) = − k

N y1(t), one can then write

β(t) =
−z3(t)S(t)

2y1(t)

−

√
max

(
(z3(t)S(t))2 + 4z3(t)(ρ+ z2(t))y1(t) , 0

)
2y1(t)

:= B(y1(t), z2(t), z3(t), S(t))

Note that the function B is well defined on R?+×R2×R+.
Then, from the convergence of the error vector Es provided
by Proposition 9, and as long as S(t)/N remains close to
1, one obtains the estimator of β

β̂(t) = B(eẑ1(t), ẑ2(t), ẑ3(t)), N)

which gives the expression (29). Finally, an estimator of α
is straightforwardly given by equation (30).

Numerical simulations of the High-Gain estimators: We
illustrate the convergence of the observer (Proposition 9)
and the estimations (Corollary 8) with the following values

α β ρ N I(0) R(0) Q(0)
0.1 0.4 0.1 105 1000 0 0

under the hypothesis that ρ is known. On Figure 1, one
can see on the first picture the trajectories of the system in
dash-line and the estimation of the state variables provided
by the observer in plain line. The second picture shows
the estimations of the parameters α and β. The last four
pictures give the trajectories of the four internal states ẑi
of the observer along with the trajectories of the system
in z coordinates.

Fig. 1. Simulations with observer gain θ = 2.5

Simulations of the reduced order observer given in Propo-
sition 9 with the estimations of α and β provided by Corol-
lary 10 are presented on Figure 2 for the same parameters
but with the initial condition I(0) = 10.



Fig. 2. Simulations of the reduced order observer with gain
θ = 2.5

3.2 Using ”Simpler” observers

We present a simpler estimator that is, moreover, more
robust with respect to noise. We consider again the pa-

rameter (defined in (21)) k = β2

α .

Proposition 11. Let λ and µ be two positive vectors (i.e.,
with positive components) in R4 and R3 respectively. For
t > 0, consider the dynamical system

˙̂z1 = δ̂ − ρ̂−K1(ẑ1 − log(y1(t)),

˙̂z2 =
y1(t)

y2(t)
− ρ̂−K2(ẑ1 − log(y1(t)),

˙̂
δ = −K3(ẑ1 − log(y1(t))),

˙̂ρ = −K4(ẑ1 − log(y1(t)))− (ẑ2 − log(y2(t))),

˙̂y1 = v̂y1(t)−K5y1(t)(ŷ1 − y1(t)),

˙̂v = −k̂ y1(t)

N
−K6y1(t)(ŷ1 − y1(t)),

˙̂
k = −K7Ny1(t)(ŷ1 − y1(t)),

(31)

with the gain vector

K =



4∑
i=1

λi

4∑
i=1

λi +
∑

1≤i<j<k≤4

λiλjλk

−λ1 λ2 λ3 λ4

−
∑

1≤i<j≤4

λiλj − λ1λ2λ3λ4 − 1

µ1 + µ2 + µ3

µ1µ2 + µ1µ3 + µ2µ3

−µ1µ2µ3



. (32)

Then, the output vector

p̂(t)=


ρ̂(t)

β̂(t) =
1

2

(
k̂(t)−

√
max(k̂(t)2 − 4δ̂(t)k̂(t), 0)

)
α̂(t) = β̂(t)− δ̂(t)

(33)

is an estimator of p = [ρ, β, α]>, that is, p̂(t) converges
exponentially towards p as t tends to infinity. Moreover,
the exponential decay of the error can be made as fast as
desired keeping the number

l = min
i,j

(λi, µj)

large, as long as S(t)/N remains close to 1. Moreover, the
state I is estimated with

Î(t) =
y1(t)

α̂(t)
. (34)

Proof. We define a new parameter δ by

δ := β − α. (35)

As far as S/N remains close to 1, the size of the population
I is small compared to S, and the dynamics of the outputs
y1 = αI and y2 = Q can be approximated by the linear
dynamics {

ẏ1 = δ y1 − ρy1
ẏ2 = y1 − ρ y2

(36)

For t > 0 and i = 1, 2, consider the new outputs zi(t) =
log(yi(t)), whose dynamics is given by the system{

ż1 = δ − ρ
ż2 = exp (z1 − z2)− ρ

(37)

For this sub-system with unknown parameters δ and ρ, we
consider the following candidate observer in R4:

˙̂z1 = δ̂ − ρ̂−K1(ẑ1 − z1),

˙̂z2 = exp (z1 − z2)− ρ̂−K2(ẑ1 − z1),

˙̂
δ = −K3(ẑ1 − z1)

˙̂ρ = −K4(ẑ1 − z1)− (ẑ2 − z2),

(38)

The dynamics of the error e1 = (ẑ1, ẑ2, δ̂, ρ̂)− (z1, z2, δ, ρ)
is given by the linear time invariant system ė1 = M1 e1
with

M1 =


−K1 0 1 −1

−K2 0 0 −1

−K3 0 0 0

−K4 −1 0 0


A calculation shows that with the choice of Ki (i = 1, ..4)
given by formula (32), the spectrum of M1 is {−λi, i =
1 · · · 4}. This shows that the first four equations of system
(31) give the reconstruction of the parameters δ and ρ with
an exponential decay of the error larger than mini λi.



Consider the variable

v(t) := β
S(t)

N
− ρ− α.

As far as S(t)/N remains close to 1, one can write the
approximation

v̇ = −β
2

α

S(t)

N2
y1(t) ' − β2

αN
y1(t)

Then, this amounts to approximate the dynamics of (2) or
(1) in the (y1, v, k) coordinates by the following dynamical
system 

ẏ1 = vy1

v̇ = − k

N
y1, k̇ = 0,

where k is an unknown parameter, for which we consider
the following candidate observer in R3

˙̂y1 = v̂y1 −K5y1(ŷ1 − y1)

˙̂v = −k̂ y1
N
−K6y1(ŷ1 − y1)

˙̂
k = −K7Ny1(ŷ1 − y1)

(39)

whose dynamics of the error e2 = (ŷ1, v̂, k̂)> − (y1, v, k)>

is given by the non-autonomous linear system

ė2 = y1(t)M2 e2 (40)

with

M2 =


−K5 1 0

−K6 0 − 1

N

−K7N 0 0


One can easily check that for the choice of K5,K6 and K7

given by formula (32), the spectrum of M2 is {−µi, i =
1 · · · 3}. Then, from (40), we obtain the upper bound on
the error decrease

|k̂(t)− k| ≤ exp

−(min
j
µj)

T∫
0

y1(τ)dτ

 ||e2(0)||

whose exponential decay can be made as large as desired
with large l.

Finally, from the reconstruction of parameters δ, k by
observers (38), (39) and expressions (35) and (21), the
original parameters α, β are recovered as roots of

β2 − kβ + kδ = 0⇒ β =
k ±
√
k2 − 4kδ

2
(41)

Note first that Assumption 1 implies β > α and thus
k2 − 4kδ = k2 − 4k(β − α) > 0. Moreover, one has
k > β(1 + ρ

α ), and by Assumption 2 one has k > 2β,
which implies that only the smaller root of (41) is valid,
leading to the expression (33) of the estimator. Note that
this expression preserves the exponential decay of the error
obtained for δ, k and ρ.

Let us make some comments about this observer. It
consists in reconstructing functions of the parameters δ
and k and not directly the parameters α, β. There is an
apparent redundancy of variables ẑ1 and ŷ1 in dynamics
(31), which reconstruct log y1 and y1. Indeed, this allows to
decouple the observer into two sub-systems of dimensions
4 and 3, which avoids the use of two large correction
gains compared to a full order observer. Finally, outputs
of these two sub-systems are coupled in expression (33) to
reconstruct the original parameters.

Numerical illustrations: The proposed observer has been
tested with synthetic data (simulated data) for a pop-
ulation size N = 105 with parameter values α = 0.07,
β = 0.4, ρ = 0.1 and initial condition I(0) = 10, Q(0) = 5,
R(0) = 0 over a time horizon of 10 days (see Figure 3). The
gains have been computed for the choice of vectors λ =
[1; 1.5; 2; 2.5] and µ = [1/(13.103); 1/(15.103); 1/(19.103)].
Note that vector µ has been chosen quite small to avoid
too large gains when multiplied by N in the observer
equations. Then, we have simulated a measurement noise

Fig. 3. Observer simulation without measurement noise.



with a centered Gaussian law of variance equal to 5% of the
signal (see Figure 4). Because the expression (34) of the

Fig. 4. Observer simulation with measurement noise.

estimation of the state I uses the unfiltered measurement
y1, we have applied a moving average smoothing to the
estimation Î (see Figure 5). Finally, these simulations
show that the method allows to reconstruct the parameter
values in few days in a quite accurate manner.

4. CONCLUSION

This work shows that although the identifiability of the
SIR-Q models has singularity points where measured vari-
ables are null, it is possible to design an observer with
exponential decay of the estimation error during the first
stage of the epidemics, and recover parameters in few days.
Further investigations will concern real data of COVID
epidemics provided by various territories.

REFERENCES

Abdelhedi, A., Boutat, D., Sbita, L., and Tami, R. (2014).
Extended observer to estimate the spreading of conta-

Fig. 5. Smoothed estimation of the infected population in
presence of measurement noise.

gious disease. In 2014 European Control Conference
(ECC), 1843–1848. doi:10.1109/ECC.2014.6862172.

Bichara, D., Cozic, N., and Iggidr, A. (2014). On the esti-
mation of sequestered infected erythrocytes in plasmod-
ium falciparum malaria patients. Math. Biosci. Eng.,
11(4), 741–759.

Bichara, D., Guiro, A., Iggidr, A., and Ngom, D. (2019).
State and parameter estimation for a class of schistoso-
miasis models. Mathematical Biosciences, 315.

Bliman, P.A., Efimov, D., and Ushirobira, R. (2018). A
class of nonlinear adaptive observers for sir epidemic
model. In ECC 2018-European Control Conference, 6.

Degue, K.H., Efimov, D., and Iggidr, A. (2021). Interval
Observer Design for Sequestered Erythrocytes Concen-
tration Estimation in Severe Malaria Patients. European
Journal of Control, 58, 399–407.

Diaby, M., Iggidr, A., and Sy, M. (2015). Observer design
for a schistosomiasis model. Math. Biosci., 269, 17–29.

Diouf, M.L., Iggidr, A., and Souza, M.O. (2019). Stability
and estimation problems related to a stage-structured
epidemic model. Mathematical Biosciences and Engi-
neering, 16(5), 4415–4432.

Gauthier, J.P., Hammouri, H., and Othman, S. (1992).
A simple observer for nonlinear systems applications to
bioreactors. IEEE Trans. Autom. Control, 37(6), 875–
880.

Gauthier, J.P. and Kupka, I. (2001). Deterministic Obser-
vation Theory and Applications. Cambridge University
Press. doi:10.1017/cbo9780511546648.

Hamelin, F., Iggidr, A., Rapaport, A., and Sallet, G.
(2020). Observability, identifiability and epidemiology
a survey. arXiv preprint arXiv:2011.12202.

Hethcote, H., Zhien, M., and Shengbing, L. (2002). Ef-
fects of quarantine in six endemic models for infectious
diseases. Math. Biosci., 180, 141–160. John A. Jacquez
memorial volume.

Iggidr, A. and Souza, M.O. (2019). State estimators for
some epidemiological systems. Journal of Mathematical
Biology, 78, 225–256.

Li, M.Y. (2018). An introduction to mathematical modeling
of infectious diseases, volume 2 of Mathematics of Planet
Earth. Springer, Cham.

Nuño, M., Castillo-Chavez, C., Feng, Z., and Martcheva,
M. (2008). Mathematical models of influenza: the
role of cross-immunity, quarantine and age-structure.
In Mathematical epidemiology, volume 1945 of Lecture
Notes in Math., 349–364. Springer, Berlin.


