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Abstract

The paper develops control algorithms for a class of affine nonlinear systems using the so-called canonical homogeneous
representation. It is demonstrated that such a representation exists for any homogeneous vector field bounded on the unit
sphere. It is shown that canonical homogeneous representation is useful for LMI-based control design and stability analysis of
nonlinear systems. Theoretical results are supported by numerical examples.

1 Introduction

Homogeneous systems are widely used in stability anal-
ysis, nonlinear control and observer design (see, for ex-
ample, [1]-[25]). Additional interest to homogeneity (ho-
mogenization) based approaches consists in their prac-
tically important robustness (see [1]-[4]), e.g., Input-to-
State Stability, non-Lipschitz disturbance rejection, etc.

Stability (stabilizability) analysis for homogeneous sys-
tems is the subject of many studies. In [9], [15] it is shown
that for a stable (weighted) homogeneous system there
exists a corresponding homogeneous Lyapunov function.
The papers [12], [16] present conditions for the existence
of stabilizing homogeneous feedbacks. Note that for sta-
ble homogeneous systems rates of convergence (exponen-
tial, finite-time, nearly fixed-time) can be determined
based on the sign of homogeneity degree (see, e.g., [5], [6],
[7]). The paper [17] develops the result [15] for the class
of generalized homogeneous systems. It is shown that
any generalized homogeneous system is diffeomorphic to
a standard homogeneous one, i.e., there exists a change
of coordinates, which transforms an asymptotically sta-
ble (generalized) homogeneous system to a quadrati-
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cally stable one. In some particular cases (mostly for lin-
ear and close to linear systems, e.g. [25]) these results
jointly with implicit Lyapunov function approach allow
to formulate useful stability (stabilizability) conditions
in terms of linear matrix inequalities (LMIs).

In order to obtain simple LMI-based stability (stabi-
lizability) conditions and control tuning algorithms the
embedding of a nonlinear system into a linear differen-
tial inclusion can be used (e.g., see [26], [27], [28]). The
similar idea was utilized in this paper to introduce a
canonical representation for homogeneous systems. Two
algorithms for derivation of the canonical homogeneous
representation are presented for smooth (differentiable)
and non-smooth vector fields, respectively. In the latter
case, the boundedness on the unit sphere of the homo-
geneous vector field is required. Based on this represen-
tation a stability analysis method and two control de-
sign algorithms with LMI-based stability (stabilizabil-
ity) conditions are proposed for a class of non-linear ho-
mogeneous systems. These results are extended for some
non-homogeneous systems as well.

The preliminary results of this paper are discussed at
IFAC World Congress [18] and European Control Con-
ference [23]. The key differences are as follows:

• the proofs of all claims are given;
• new LMI-based stability conditions for non-linear ho-

mogeneous systems are obtained (Lemma 4);
• new schemes simplifying control design are presented

(Remarks 4, 8, 9, Algorithms 1, 2, 3);
• new numerical examples demonstrating efficiency of

the proposed control design schemes are considered.
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Notation: R+ = {x ∈ R : x > 0}, where R is the field
of real numbers; the symbol 1,m is used to denote a
sequence of integers 1, ...,m; diag{ai}ni=1 is the diago-
nal matrix with the elements ai on the main diagonal;
Cn(X,Y ) is the set of continuously differentiable (at least
up to the order n) functionsX → Y , whereX and Y are

open subsets of Rn; es(i) =

0 · · · 0
ith︷︸︸︷
1 0 · · · 0︸ ︷︷ ︸

s components

T

∈

Rs, s ≥ 1; ln is the vector of dimension n with all el-
ements equal 1; the inequality P > 0 (P ≥ 0) means
that a symmetric matrix P = PT ∈ Rn×n is positive
definite (positive semi-definite); ∥ · ∥ denotes a norm;
S = {x ∈ Rn : ∥x∥ = 1} is the unit sphere in Rn.

2 Problem statement

Consider the system

ẋ = f0(x) +

m∑
i=1

uifi(x), (1)

where x ∈ Rn are states, u = (u1, ..., um)T ∈ Rm are
controls, f0(0) = 0, f0 and fi are homogeneous (in the
sense explained below) or almost homogeneous (pre-
sented by product of a homogeneous vector field and a
bounded scalar function). The state vector x is assumed
to be measured.

The main goal is to derive a LMI-based stability condi-
tion for the open-loop system (ui = 0) and to propose
LMI-based design of a feedback control algorithm for the
system (1). In order to obtain constructive stability con-
ditions and control tuning algorithms, a specific canon-
ical representation of a homogeneous system needs to
be obtained using the so-called convex embedding (see,
e.g., [26, Chapter 4]).

3 Preliminaries

3.1 Stability Notions

Consider the system

ẋ(t) = f(x(t)), x(0) = x0, t ≥ 0, (2)

where x(t) ∈ Rn is the state vector, f : Rn → Rn is
continuous, f(0) = 0.

Definition 1 [1], [22], [7] A set M ⊂ Rn is said to be
globally finite-time attractive for (2) if any solution
x(t, x0) of (2) reaches M in some finite time moment
t = T (x0) and remains there for all t ≥ T (x0), where
T : Rn → R+∪{0} is the so-called settling-time function.
It is fixed-time attractive if in addition the settling-
time function T (x0) is globally bounded by some number

Tmax > 0. If M = {0} is globally finite/fixed-time at-
tractive and Lyapunov stable then the origin is said to be
globally finite/fixed-time stable. The origin is said
to be nearly fixed-time stable if it is globally Lyapunov
stable and any neighborhood of the origin is fixed-time
attractive.

Theorem 1 [22], [19] Suppose there exist a positive
definite C1 function V defined on an open neighborhood
of the originD ⊂ Rn and real numbers C > 0 and σ ≥ 0,
such that for x ∈ D\{0} the condition V̇ (x) ≤ −CV σ(x)
is true for the system (2). Then depending on the value
σ the origin is stable with different types of convergence:

• if σ = 1, the origin is asymptotically stable;
• if 0 ≤ σ < 1, the origin is finite-time stable and

T (x0) ≤ 1
C(1−σ)V

1−σ(x0);

• if σ > 1 the origin is nearly fixed-time stable and for
every ε ∈ R+, the set B = {x ∈ D : V (x) ≤ ε} is
fixed-time attractive with Tmax = 1

C(σ−1)εσ−1 .

If D = Rn and V is radially unbounded, then the men-
tioned stability properties of the system (2) hold globally.

3.2 ’Universal’ Stabilizer for Control Affine Systems

Consider a system in the form (1), where f0, fi ∈ C∞,
and f0(0) = 0. Let this system admit a control-Lyapunov
function V that is, a smooth, proper, and positive defi-
nite function Rn → R+ ∪ {0} so that

inf
u∈Rm

{
∂V (x)

∂x
f0(x)+

∂V (x)

∂x

m∑
i=1

uifi(x)

}
<0, ∀x ̸=0. (3)

Definition 2 [29] The control-Lyapunov function V
satisfies the small control property if for each ε > 0 there
is a δ > 0 such that, if x ̸= 0 satisfies ∥x∥ < δ, then there
is some u ∈ Rm with ∥u∥ < ε such that

∂V (x)

∂x
f0(x) +

∂V (x)

∂x

m∑
i=1

uifi(x) < 0.

Definition 3 [29] Let k : Rn → Rm be a mapping,
smooth on Rn \ {0} and k(0) = 0. This is a smooth
feedback stabilizer provided that the closed-loop system
ẋ = f0(x) +

∑m
i=1 ki(x)fi(x) is globally asymptotically

stable, where k = (k1, ..., km)T .

Theorem 2 [29] Let V be a smooth control-Lyapunov
function V . Then

(a) there exists a smooth feedback stabilizer k;
(b) if V satisfies the small control property, then k can be

chosen to be also continuous at the origin, e.g., in the
form

k(x) =


a(x)+

√
a2(x)+|B(x)|4
|B(x)|2 B(x), if |B(x)| ≠ 0,

0, if |B(x)| = 0,
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where a(x) = ∂V (x)
∂x f0(x), B(x) = (b1, ..., bm)T ,

bi(x) =
∂V (x)
∂x fi(x) for i = 1,m.

3.3 Generalized Homogeneity

Homogeneity is a certain invariance of a mathematical
object with respect to a group of transformations called
dilations. In this paper we deal with the one-parameter
group d(s) : Rn → Rn of linear dilations given by d(s) =

eGds =
∑+∞

i=0
siGi

d

i! , s ∈ R, where Gd ∈ Rn×n is an
anti-Hurwitz matrix (i.e., −Gd is Hurwitz) called the
generator of the dilation.

Definition 4 [1] The dilation d is said to be strictly
monotone if ∃β > 0 : ∥d(s)∥ < eβs for s ≤ 0.

Theorem 3 [17] If d is a dilation inRn, then it is strictly

monotone with respect to the norm ∥x∥P =
√
xTPx for

x ∈ Rn and P satisfying

PGd +GT
dP > 0, P = PT > 0. (4)

Theorem 3 shows that any dilation d is strictly mono-
tone ifRn is equipped with the weighted Euclidean norm

∥x∥P =
√
xTPx provided that the matrix P satisfies (4).

Definition 5 [13]A vector field f : Rn → Rn (a function
h:Rn→R) is said to be d-homogeneous of degree ν ∈ R if

f(d(s)x) = eνsd(s)f(x), ∀x ∈ Rn, ∀s ∈ R. (5)

(resp. h(d(s)x) = eνsh(x), ∀x ∈ Rn, ∀s ∈ R.) (6)

Let Fd(Rn) (respectively Hd(Rn)) be the set of vector
fields Rn → Rn (respectively functions Rn → R) satisfy-
ing the identity (5) (respectively (6)), which are contin-
uous on Rn \ {0}. Let degFd

(f) (respectively degHd
(f))

denote the homogeneity degree of f ∈ Fd(Rn) (respec-
tively h ∈ Hd(Rn)).

A special case of homogeneous function is a homoge-
neous norm [11], [16], [17]: a continuous positive defi-
nite d-homogeneous function of degree 1. For monotone
dilations we define the canonical homogeneous norm
∥ · ∥d : Rn → R+ ∪ {0} as

∥x∥d = esx , where sx ∈ R : ∥d(−sx)x∥ = 1, x ̸= 0 (7)

and, by continuity, we assign ∥0∥d = 0 (see, [17] for more
details). Notice that (7) also implies

∥d(− ln ∥x∥d)x∥ = 1. (8)

Lemma 1 [17] If d is a strictly monotone dilation, then

• the homogeneous norm ∥ · ∥d is Lipschitz continuous
outside the origin;

• if the norm ∥ · ∥ is smooth outside the origin, then the
homogeneous norm ∥ · ∥d is also smooth outside of the
origin and

∂∥x∥d
∂x

=

∥x∥d ∂∥z∥
∂z

∣∣∣
z=d(−s)x

∂∥z∥
∂z

∣∣∣
z=d(−s)x

Gdd(−s)x

∣∣∣∣∣∣∣
s=ln ∥x∥d

. (9)

Lemma 2 [17] The vector field f ∈ Fd(Rn) is Lipschitz
continuous (smooth) on Rn \{0} if and only if it satisfies
a Lipschitz condition (it is smooth) on the unit sphere S,
provided that d is strictly monotone on Rn.

If a function (or a vector field) is smooth, then homo-
geneity is inherited by its derivatives in a certain way.
The following lemma is an extension of the well-known
Euler’s homogeneous function theorem to the case of lin-
ear homogeneity.

Lemma 3 [1, pages 211, 212], [17, Corollary 2], [18]
If f ∈ Fd(Rn) ∩ C1(Rn \ {0},Rn) and h ∈ Hd(Rn) ∩
C1(Rn \ {0},R), then

edegHd
(h)s ∂h(x)

∂x
=

∂h(z)

∂z

∣∣∣∣
z=d(s)x

d(s), (10)

edegFd
(f)sd(s)

∂f(x)

∂x
=

∂f(z)

∂z

∣∣∣∣
z=d(s)x

d(s), (11)

∂h(x)

∂x
Gdx = degHd

(h)h(x), (12)

∂f(x)

∂x
Gdx = (degFd

(f)In +Gd)f(x) (13)

for x ∈ Rn \ {0} and s ∈ R.

Due to topological equivalence ofd-homogeneous system
to a standard homogeneous one [17], all results about
stability and robustness of standard and weighted ho-
mogeneous systems hold for d-homogeneous systems as
well. For example, the convergence rate of homogeneous
systems can be assessed by its homogeneity degree:

Theorem4 [19] An asymptotically stabled-homogeneous
system ẋ = f(x), f : Rn → Rn is finite-time stable if
degFd

(f) < 0 (nearly fixed-time stable if degFd
(f) > 0).

The homogeneity provides many other advantages to
analysis and design of nonlinear control system. For ex-
ample, homogeneous control systems are Input-to-State
Stable (ISS) with respect to measurement noise and ad-
ditive disturbances (see, for example, [1], [2], [3], [4]).

3.4 Convex embedding

Definition 6 [31, pages 10, 12] A subset S of Rn is
said to be convex if (1− λ)x+ λy ∈ S whenever x ∈ S,
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y ∈ S and λ ∈ (0, 1). The convex hull of a given set
S may be defined as the intersection of all convex sets
containing S and is denoted as co S.

Theorem 5 (Carathéodory’s theorem) [32, page
62] For any bounded closed set S ⊂ Rn any point x ∈
co S can be represented in the form x =

∑k
i=0 αixi, where

xi ∈ S, αi ∈ R+ ∪ {0} :
∑k

i=0 αi = 1 and k ≤ n.

Let A =

(
a11 ··· a1n

...
. . .

...
an1 ··· ann

)
, where aij ≤ aij ≤ aij ,

i, j = 1, n. Let us show how the convex embedding
concept can be used in order to represent the matrix
A as a convex combination. Let us define the set A ={
a = (a11, ..., a1n, ..., ann) : aij ≤ aij ≤ aij , i, j = 1, n

}
.

The set A ⊂ Rn2

is a bounded convex domain
of which the set of vertices is defined by Va ={
ϑ = (ϑ11, ..., ϑ1n, ..., ϑnn) : ϑjl ∈ {aij , aij}, i, j=1, n

}
.

Then applying the Carathéodory’s theorem, for any a ∈
A we obtain a =

∑k
i=0 αiai, where ai ∈ Va,

∑k
i=0 αi =

1, k ≤ n2 or A =
∑k

i=0 αiAi, where Ai ∈ VA, VA ={
ϑ=

(
ϑ11 ··· ϑ1n

...
. . .

...
ϑn1 ··· ϑnn

)
∈Rn×n :ϑij ∈{aij , aij}, i, j=1, n

}
.

In [26], [28] the convex embedding concept was used for
embedding of a differentiable nonlinear system into a
linear differential inclusion.

4 Convex embedding for homogeneous systems

4.1 Convex Embedding for Differentiable Homogeneous
Systems

Let us consider a system in the form

ẋ(t) = f(x(t)), t ≥ 0 (14)

where x(t) ∈ Rn, f ∈ Fd(Rn), degFd
(f) = ν ∈ R, f is

locally bounded.

Let f ∈C1(Rn\{0},Rn). For i, j = 1, n define the bounds

gij =supy∈Rn:∥y∥=1
∂fi(z)
∂zj

∣∣∣∣
z=y

, g
ij
=infy∈Rn:∥y∥=1

∂fi(z)
∂zj

∣∣∣∣
z=y

,

that are always exist due to f ∈ C1(Rn\{0},Rn). Denote
the set of vertices defined by

Vg=

{
ϑ=

(
ϑ11 ··· ϑ1n

...
. . .

...
ϑn1 ··· ϑnn

)
∈Rn×n :ϑij ∈{g

ij
, gij}, i, j=1, n

}
.

(15)

Proposition 1 Let the matrix νIn + Gd be invertible.

There exist αi : S → R+ ∪ {0} :
∑N

i=1 αi(x) = 1 and

Mi ∈ Vg, i = 1, ..., N ≤ 2n
2

such that every trajectory

x(t) of (14) is also a trajectory of

ẋ = ∥x∥νd
N∑
i=1

αi(p(x))d(ln ∥x∥d)Aip(x), t ≥ 0 (16)

as long as x(t) ̸= 0, where Ai = (νIn +Gd)
−1

MiGd

and p(x) = d(− ln ∥x∥d)x is the so-called homogeneous
projection of the vector x to the unit sphere.

Proof.Due to νIn+Gd is invertible then by (13) we have

f(x) = (νIn +Gd)
−1 ∂f(x)

∂x
Gdx (17)

for all x ∈ Rn \ {0}. Consider (11) with s = − ln ∥x∥d
then one can obtain

∂f(x)
∂x = e−νsd(−s)∂f(z)∂z

∣∣∣∣
z=d(s)x

d(s)

= eν ln ∥x∥dd(ln ∥x∥d)∂f(z)∂z

∣∣∣∣
z=p(x)

d(− ln ∥x∥d)

= ∥x∥νdd(ln ∥x∥d)
∂f(z)
∂z

∣∣∣∣
z=p(x)

d(− ln ∥x∥d)

Substituting the obtained expression for ∂f(x)
∂x to (17)

and taking into account (νIn +Gd)
−1

d(ln ∥x∥d) =

d(ln ∥x∥d) (νIn +Gd)
−1

and d(− ln ∥x∥d)Gd =
Gdd(− ln ∥x∥d) we have

f(x) = (νIn +Gd)
−1 ∂f(x)

∂x Gdx

= ∥x∥νd (νIn +Gd)
−1

d(ln ∥x∥d)∂f(z)∂z

∣∣∣∣
z=p(x)

× d(− ln ∥x∥d)Gdx

=∥x∥νdd(ln ∥x∥d) (νIn+Gd)
−1 ∂f(z)

∂z

∣∣∣∣
z=p(x)

Gdp(x)

for all x ∈ Rn \ {0}. Taking into account that

∂f(z)

∂z

∣∣∣∣
z=p(x)

=

n∑
j=1

n∑
l=1

Qjl
∂fj(z)

∂zl

∣∣∣∣
z=p(x)

with Qjl = en(j)e
T
n (l), for θjl ∈ [g

jl
, gjl] we obtain

f(x)=∥x∥νdd(ln ∥x∥d) (νIn +Gd)
−1

×

(∑n
j=1

∑n
l=1 Qjl

∂fj(z)
∂zl

∣∣∣∣
z=p(x)

)
Gdp(x)

= ∥x∥νdd(ln ∥x∥d) (νIn+Gd)
−1

×
(∑n

j=1

∑n
l=1Qjlθjl

)
Gdp(x).

Finally, using Carathéodory theorem we can represent

the term
∑n

j=1

∑n
l=1 Qjlθjl(z) ∈ co Vg as

∑N
i=1 αi(z)Mi
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with Mi ∈ Vg. Then all trajectories of (14) are also tra-
jectories of the system (16). ■

Example 1 Consider the system (14) with f(x) =(−x1x3
−x1
x2

)
that is d-homogeneous of degree 1, where

Gd =
(

3 0 0
0 2 0
0 0 1

)
is a generator of the dilation. According

to Proposition 1 the system can be represented in the

form (16) with ∥x∥ =
√
xTx, Mi ∈

( {−1,1} 0 {−1,1}
−1 0 0
0 1 0

)
and Ai =

( {−0.75,0.75} 0 {−0.25,0.25}
−1 0 0
0 1 0

)
for i = 1, 4.

In [18] the representation of the function f in the form
like (16) was obtained by another constructions. Com-
paring with [18] the given result allows to obtain vertices
Ai significantly closer to each other, that may simplify
the stability analysis and control design for essentially
nonlinear homogeneous systems.

Example 2 Consider the system (14) with f(x) =(
x2x3
x3
0

)
that is d-homogeneous with negative degree

degFd
= −1 and Gd =

(
6 0 0
0 3 0
0 0 2

)
. Applying Proposition

1 with ∥x∥ =
√
xTx one can obtain the representa-

tion (16), where Ai =
(

0 {−0.6,0.6} {−0.4,0.4}
0 0 1
0 0 0

)
, i = 1, 4.

Another advantage with respect to [18] is that the dif-
ferentiability at the origin is not required. However, the
condition f ∈ C1(Rn \ {0},Rn) also restricts sufficiently
the class of homogeneous functions for representation in
the form (16). This condition, however, can be relaxed
as shown below.

4.2 Convex Embedding for Non-Smooth Homogeneous
Systems

Let f ∈ Fd(Rn) in (14) be locally bounded on Rn but
possibly non-differentiable on a unit sphere and let P ∈
Rn×n satisfy (4). Define the bounds

qij = supy∈Rn:∥y∥P=1
eTn (i)f(y)yj

yTPGdy
,

q
ij
= infy∈Rn:∥y∥P=1

eTn (i)f(y)yj

yTPGdy

and denote the corresponding set of vertices Vq as above
(see, the formula (15)) using the sets {q

ij
, qij} instead

of {g
ij
, gij}.

Proposition 2 There exist αi : S → R+ ∪ {0} :∑N
i=1 αi(x) = 1 and Mi ∈ Vq, i = 1, ..., N ≤ 2n

2

such
that every trajectory x(t) of (14) is also a trajectory
of (16) as long as x(t) ̸= 0, where Ai = MiPGd.

Proof. Since P satisfies (4), then the dilation d is strictly

monotone onRn equippedwith the norm ∥x∥P=
√
xTPx.

Note that by (5), for s=−ln ∥x∥d we have

f(x) = ∥x∥νdd(ln ∥x∥d)f(p(x))
= ∥x∥νdd(ln ∥x∥d)diag{eTn (i)f(p(x))}ni=1ln.

Then due to ∂∥z∥d

∂z

∣∣∣∣
z=p(x)

Gdp(x) = 1 (see (10) and (12))

and ∂∥z∥d

∂z

∣∣∣∣
z=p(x)

= zTP
zTPGdz

(see (9)) we obtain

f(x) = ∥x∥νdd(ln ∥x∥d)diag{eTn (i)f(p(x))}ni=1ln

= ∥x∥νdd(ln ∥x∥d)


eTn (1)f(z)zT

zTPGdz

∣∣∣∣
z=p(x)

...

eTn (n)f(z)zT

zTPGdz

∣∣∣∣
z=p(x)

PGdp(x).

Finally, using convex embedding procedure on the unit
sphere we finish the proof. ■

Remark 1 If one can represent the system as ẋ =∑q
i=1 fi(x) with fi ∈ Fd(Rn), q > 1, then in order to ob-

tain vertices closer to each other the given results (e.g.,
based on Proposition 1 and/or Proposition 2) can be
used for each term independently. In this case the repre-

sentation (16) stays true with N ≤ q2n
2

,
∑N

i=1 αi(x) =
q. In the case q = 2 and f1 = Cx the representa-

tion (16) stays true with N ≤ 2n
2

,
∑N

i=1 αi(x) = 1

and Ai = C + Ãi, where Ãi = (νIn + Gd)
−1M̃iGd

(Ãi = M̃iPGd) and M̃i are vertices obtained from rep-
resentation of f2 based on Proposition 1 (Proposition 2).

Example 3 Consider the system ẋ =
(

x1−x2+|x2|1/2

x1−x2+|x2|1/2

)
that is d-homogeneous of degree −1/2, where Gd =
( 0.5 0.5

0 1 ). Let us rewrite the system as ẋ = f1(x)+f2(x),

where f1(x) =
(
x1−x2
x1−x2

)
, f2(x) =

(
|x2|1/2

|x2|1/2

)
. Then using

the results of Proposition 2 for representing f2(x) with

∥x∥ =
√
xTx the following matrices can be obtained

Mi =
(

{−1.502,1.502} {−1.235,1.235}
{−1.502,1.502} {−1.235,1.235}

)
, i = 1, 16, and ac-

cording to Remark 1 the system under consideration can
be represented as

ẋ = ∥x∥νd
16∑
i=1

αi(p(x))d(ln ∥x∥d)
((

1 −1
1 −1

)
+Ai

)
p(x),

where
∑16

i=1 αi(x) = 1, Ai = MiPGd and ν = −0.5.

4.3 Generalization to Some Non-Homogeneous Sys-
tems

The results of Propositions 1, 2 can be used for some non-
homogeneous dynamics representation in the form (16).
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Consider the system

ẋ = b(x)f(x), (18)

where b : Rn → R is bounded on Rn and f ∈ Fd(Rn) is
bounded on S, f(0) = 0.

Define the bounds

pij = supx∈Rn b(x)
eTn (i)f(z)zj
zTPGdz

∣∣∣∣
z=p(x)

,

p
ij
= infx∈Rn b(x)

eTn (i)f(z)zj
zTPGdz

∣∣∣∣
z=p(x)

and denote the corresponding set of vertices Vp

(if f(x) is differentiable on the unit sphere de-

fine the bounds as pij = supx∈Rn b(x)∂fi(z)∂zj

∣∣∣∣
z=p(x)

,

p
ij
= infx∈Rn b(x)∂fi(z)∂zj

∣∣∣∣
z=p(x)

).

Corollary 1 Every trajectory x(t) of (18) is also a tra-
jectory of (16) as long as x(t) ̸= 0, where Ai is defined
as in Proposition 2 (Proposition 1), provided that f(x) is
bounded on the unit sphere (resp., f(x) is differentiable
on the unit sphere).

Proof. The proof is a straightforward consequence of
Proposition 2 (resp., Proposition 1). ■

Remark 2 If one can represent the system under con-
sideration

ẋ =

M∑
i=1

bi(x)fi(x), (19)

with bounded bi : Rn → R, fi ∈ Fd(Rn), M ≤ n, then
according to Remark 1 in order to obtain vertices closer
to each other the given results can be used for each term
independently (see Example 4). Similarly, the systems
ẋ = diag{bi(x)}ni=1f(x) with bounded bi : Rn → R,
fi ∈ Fd(Rn) can be considered under the commutativity
conditions that

diag{bi(x)}ni=1d(ln ∥x∥d) = d(ln ∥x∥d)diag{bi(x)}ni=1.
(20)

Example 4Consider the system ẋ =

(
cos(x1)(x2x

2
3+x2

2)
x1

x2+x2
3

)
.

Note that f(x) =

(
x2x

2
3+x2

2
x1

x2+x2
3

)
is d-homogeneous of de-

gree 1, where Gd =
(

3 0 0
0 2 0
0 0 1

)
, and for b1(x) = cos(x1),

b2(x) = b3(x) = 1 the condition (20) is satisfied.

Then according to Proposition 1 for ∥x∥ =
√
xTPx,

P =
(

16.59 57.72 66.66
57.72 276.57 362.98
66.66 362.98 574.75

)
one can represent the

system under consideration in the form (16) with

Ai ∈
(

0 {−0.0629,0.0630} {−0.0023,0.0023}
1 0 0
0 1 {−0.0759,0.0759}

)
, i = 1, 8. Note

that the choice of the norm (matrix P in ∥ · ∥P ) signif-
icantly affects the location of vertices, that should be
taken into account for control design based on the use
of the canonical representation (see Section 5).

5 Stability Analysis and Control Design

5.1 LMI-based Stability Conditions

The system representation (16) can be useful for stability
analysis, where stability conditions are presented in the
form of LMIs. Consider the system (14) represented in
the canonical form (16).

Lemma 4 Let ν < 0 (resp., ν > 0). If H ∈ Rn×n,
η, δ ∈ R+, θmin, θmax ∈ R satisfy the system of LMIs

θmin(PGd+GT
dP ) ≤ H−HGd−GT

dH≤ θmax(PGd+GT
dP ),

(θmaxP +H)Ai +AT
i (θmaxP +H) ≤ −δP,

(θminP +H)Ai +AT
i (θminP +H) ≤ −δP,

ηP ≥ H > 0, θmax ≥ θmin > 0

(21)

for i = 1, N , then the system (16) is finite-time (resp.,
nearly fixed-time) stable.

Proof. Let ν ≥ −1. Choose a candidate Lyapunov func-
tion in the form

V (x) = ∥x∥dxTdT (− ln ∥x∥d)Hd(− ln ∥x∥d)x. (22)

Then we have:

V̇ = pT (x)Hp(x) 2∥x∥dpT (x)Pd(− ln ∥x∥d)

pT (x)(PGd+GT
d
P )p(x)

ẋ

+2∥x∥dpT (x)H
(
−∥x∥−1

d Gdp(x)
∂∥x∥d

∂x
+d(−ln ∥x∥d)

)
ẋ

= 2∥x∥d pT (x)Hp(x)

pT (x)(PGd+GT
d
P )p(x)

pT (x)Pd(− ln ∥x∥d)ẋ

+2∥x∥dpT (x)H
(
−2Gdp(x)

pT (x)P

pT (x)(PGd+GT
d
P )p(x)

+In
)

× d(− ln ∥x∥d)ẋ

= 2∥x∥dsT
(

pT (x)(H−HGd−GT
dH)p(x)

pT (x)(PGd+GT
d
P )p(x)

P+H

)
d(−ln ∥x∥d)ẋ

= 2∥x∥1+ν
d pT (x)

(
pT (x)(H−HGd−GT

dH)p(x)
pT (x)(PGd+GT

d
P )p(x)

P +H

)
×
∑N

i=1 αi(p(x))Aip(x)

= 2∥x∥1+ν
d pT (x) (θ(p(x))P +H)

∑N
i=1 αi(p(x))Aip(x),

where
pT (x)(H−HGd−GT

dH)p(x)
pT (x)(PGd+GT

d
P )p(x)

= θ(p(x)) ∈ [θmin, θmax].

Using convex embedding one can show that

(θ(p(x))P +H)
∑N

i=1 αi(p(x))Ai

+
∑N

i=1 αi(p(x))A
T
i (θ(p(x))P +H)≤−δP,

(23)
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if the inequalities

(θmaxP +H)Ai +AT
i (θmaxP +H) ≤ −δP,

(θminP +H)Ai +AT
i (θminP +H) ≤ −δP,

(24)

are satisfied for i = 1, N . Finally, if (23) is satisfied then
we have

V̇ ≤ −δ∥x∥1+ν
d ≤ − δ

η1+ν
V 1+ν . (25)

In the case ν < −1 choose the candidate Lyapunov func-
tion in the form Ṽ = V µ, where µ ≥ −ν. Then according

to (25) we can obtain ˙̃V ≤ − µδ
η1+ν Ṽ

µ+ν
µ .

Finally, according to Theorem 1 the system is finite-time
(nearly fixed-time) stable if ν < 0 (ν > 0). ■

Remark 3 According to Theorem 1 the following esti-
mates of the settling time function can be obtained:

• for ν < 0 the origin is finite-time stable and the set-

tling time function is bounded as T (x0) ≤ −η1+νV −ν
0

δν ,
where V0 = V (x0);

• for ν > 0 the system is nearly fixed-time stable and
for any ε ∈ R+, the set B = {x ∈ Rn : V (x) ≤ ε} is

fixed-time attractive with Tmax = η1+ν

δν ε−ν .

Remark 4 Note that the matrix P cannot be used as
a solution of the inequalities (21) while it is used for
representation of f(x) in the form (16), i.e., the matrices
Ai depend on P satisfying (4). In this regard, feasibility
of (21) may depend on the choice of the matrix P , then
the following heuristic algorithm can be aplied:

Algorithm 1
INITIALIZATION: takeP = In; compute matricesAi;
STEP:
While (21) is not feasible
Solve the LMI

X > 0, AiX +XAT
i + δX < 0, i = 1, N (26)

for some δ ∈ R+ with respect to X ∈ Rn×n.
take P = X−1;
recompute matrices Ai;

end

Example 5 Consider the double integrator system(
ẋ1
ẋ2

)
= ( x2

u ) with the finite-time stabilizing control [24]

u(x) = cl−µ(x)K
(

c−l−µ(x) 0

0 c−l(x)

)
x,

c(x) =
(
|x1|

2l+2µ+0.1
l+µ + |x2|

2l+2µ+0.1
l

) 1
2l+2µ+0.1

,

K = (−12 −6 ) , µ ∈ (0, 1], l ∈ R+.

The system is homogeneous of degree −µ. In the stabil-
ity analysis of such systems, LMI-based conditions are

often satisfied for a sufficiently small µ only (i.e. for the
case the control is close to the linear one) or for a suffi-
ciently big l (which can lead to a conservative estimate
of T (x0)). Applying Proposition 1 for the system repre-
sentation in the form (16) and using Lemma 4 with Al-
gorithm 1 it can be shown that the closed-loop system
is finite-time stable, in particular, for µ = 1 and l = 4.5
with the estimation of the settling time T (x0) ≤ 4.925
for x0 = (0 1)T (according to simulation T (x0) ≈ 1.65).
Applying the result of [24] for the same parameters the
obtained estimation of the settling time is too conserva-
tive: T (x0) ≤ 1128.5.

5.2 LMI-based Design of Sontag’s Universal Controller

In this section, we demonstrate how the canonical form
can be utilized for control design of the system (1), where
f0, fi are homogeneous functions. Using the representa-
tion (16) the control for (1) can be obtained based on the
scheme of a ’universal’ stabilizing control design given in
the work [29]. Let us define the matrices Ai,j , i = 0,m,

j = 1, N , and αi,j(p(x)), such that fi in (1) can be rep-
resented as

fi(x)=

Ni∑
j=1

αi,j(p(x))∥x∥
degFd

(fi)

d d(ln∥x∥d)Ai,jp(x), (27)

where Ni ≤ 2n
2

.

Theorem 6 Let degFd
(f0) ≥ −1, and degFd

(f0) ≥
degFd

(fi) for i = 1,m. If the system of LMIs

PA0,j+AT
0,jP <

m∑
i=1

τi(PAi,li+AT
i,liP ), j=1, N0, li=1, Ni

(28)
is feasible for some τi ∈ R, then the control in the form

ui(x)=

−∥x∥νid bi(x)
a(x)+

√
a2(x)+|B(x)|4
|B(x)|2 , if |B(x)| ≠ 0,

0, if |B(x)| = 0,

(29)
where i = 1,m, νi = degFd

(f0) − degFd
(fi), B(·) =

(b1(·), ..., bm(·))T , and

a(x) = 2pT (x)Pf0(p(x))

pT (x)(PGd+GT
d
P )p(x)

,

bi(x) =
2pT (x)Pfi(p(x))

pT (x)(PGd+GT
d
P )p(x)

,

globally finite-time (nearly fixed-time) stabilizes the sys-
tem (1) at the origin if degFd

(f0) < 0 (degFd
(f0) > 0).

Proof. Assume that V = ∥x∥d is a candidate control-
Lyapunov function. Since ∥x∥d = es : ∥d(−s)x∥ = 1,

∂∥d(−s)x∥
∂s = −∂∥z∥

∂z

∣∣∣
z=d(−s)x

Gdd(−s)x

= − 1
2∥d(−s)x∥−1xTdT (−s)

(
PGd +GT

dP
)
d(−s)x,

∂∥d(−s)x∥
∂x = ∥d(−s)x∥−1xTdT (−s)Pd(−s),
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then implying ∂s
∂x =−

[
∂∥d(−s)x∥

∂s

]−1
∂∥d(−s)x∥

∂x (by means

of Implicit Function Theorem [30] for the function
s : Rn→R implicitly defined by ∥d(−s)x∥=1) we obtain

∂V (x)
∂x f0(x) = ∥x∥

1+degFd
(f0)

d a(x),
∂V (x)
∂x fi(x) = ∥x∥

1+degFd
(fi)

d bi(x), i = 1,m,

and for x ̸= 0 we have

∂V (x)
∂x f0(x) +

∂V (x)
∂x

∑m
i=1 uifi(x)

= −∥x∥
1+degFd

(f0)

d

√
a2(x) + |B(x)|4

and the right-hand side of this inequality is negative
provided that the condition

|B(x)| = 0 ⇒ a(x) < 0 (30)

is satisfied, which according to (3) follows from the as-
sumption that this V is a control-Lyapunov function.
Let us verify this hypothesis.

Since d is strictly monotone according to Theorem 3 we
have PGd+GT

dP > 0. Then due to the function fi can be
represented as (27), when we substitute fi from (27) into
the expressions of a(x) and bi(x), then the condition (30)
takes the form

S ⊇ ∩iQi, i = 1,m,

Qi = {x ∈ S : xT
∑N

j=1 αi,j(x)
(
PAi,j +AT

i,jP
)
x = 0},

S = {x ∈ S : xT
∑N

j=1 α0,j(x)
(
PA0,j +AT

0,jP
)
x < 0}.

(31)
Then applying S-procedure, the condition (31) is sat-
isfied if the system of LMIs (28) is feasible for some
τi ∈ R, i = 1,m. Finally, since the controller (29) ho-
mogenizes the closed-loop system with degree degFd

(f0),
then according to Theorem 4 the closed-loop system is
nearly fixed-time (finite-time) stable, if degFd

(f0) > 0
(degFd

(f0) < 0). ■

Remark 5 If in Theorem 6 the strict inequality
degFd

(f0) > degFd
(fi) is satisfied, then the control-

Lyapunov function satisfies the small control property
and the control (29) is continuous at 0.

Remark 6 The system of LMI (28) is just a sufficient
condition to satisfy (30). In general, since

a(x)= 2pT (x)Pf0(p(x))

pT (x)(PGd+GT
d
P )p(x)

,

bi(x)=
2pT (x)Pfi(p(x))

pT (x)(PGd+GT
d
P )p(x)

, i = 1,m,

the condition (30) can be numerically checked using a
numerical grid on a sphere. Explicitly calculating a(x)

and B(x) we can obtain that

∂V (x)
∂x f0(x) +

∂V (x)
∂x

∑m
i=1 uifi(x) ≤ −CV 1+degFd

(f0),

whereC=miny∈S
√
a2(y)+|B(y)|4. Then, utilizing The-

orem 1 we can get estimates for settling-time functions.

Example 6 Consider the system (1) with x ∈ R2,

m = 2, where f0 =
(

−|x1|1/2x2
2

0

)
, f1 =

(
x2
2+x1
x2

)
, f2 =(

x3
2

x1+x2
2

)
. In this system f0, f1 and f2 ared-homogeneous

of degrees 1, 0 and 1, respectively, where d is strictly
monotone dilation equipped with the norm ∥x∥ =√
xTx, and Gd = ( 2 0

0 1 ) is the generator of the dila-
tion. For these functions, using Proposition 1 we have
representations in the form (27) with the matrices

A0i =
( {−0.438,0.438} {−0.437,0.437}

0 0

)
, A1j =

(
1 {−1,1}
0 1

)
,

A2l =
(

{0,2} {−0.333,0.333}
1 {−1,1}

)
, where i = 1, 4, j = 1, 2,

l = 1, 8. For these matrices the system (28) is feasible
with P = I2, τ1 = 13.8175, τ2 = 0.9915, i.e., the closed-
loop system with the control (29) is nearly fixed-time
stable. Numerical simulations (Fig. 1) have been done
using explicit Euler method with the step h = 10−3 and

x0 =
(
5 −1

)T
. The results of simulation for five differ-

ent initial conditions with using the logarithmic scale
are shown in Fig. 2 in order to demonstrate nearly fixed-
time convergence rate (e.g., in accordance with Theo-
rem 1 and Remark 6 the set B = {x ∈ R2 : V (x) ≤ 1}
is fixed-time attractive with Tmax = 4).

0 1 2 3 4 5 6 7 8 9
−1

0

1

2

3

4

5

t
 

 

x1
x2

Fig. 1. System states x versus time
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x0 = (2 0)T

x0 = 10(2 0)T

x0 = 102(2 0)T

x0 = 103(2 0)T

x0 = 104(2 0)T

Fig. 2. Evolution of the Lyapunov function V for different
initial values

5.3 Homogeneous control for fi = const, i ≥ 1

Now, let us demonstrate how the canonical form can be
utilized for control design of the system
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ẋ = f(x) +Bu, (32)

where x ∈ Rn, u ∈ Rm, B ∈ Rn×m, and f can be
represented in the form

f(x) = ∥x∥νd
N∑
i=1

αi(p(x))d(ln ∥x∥d)Aip(x), (33)

with corresponding matrices Ai ∈ Rn×n, i = 1, N , a
generator Gd ∈ Rn×n, ν ∈ R, where the dilation d is
strictlymonotone onRn equippedwith the norm ∥x∥P =√
xTPx, for P > 0 satisfying (4).

Theorem 7 Let GdB = γB, where γ ∈ R : γ + ν ≥ 0.
Let K ∈ Rm×n, H ∈ Rn×n, η, δ ∈ R+ be a solution of
the bilinear matrix inequalities (BMIs)

ηP ≥ H > 0,

θmin(PGd+GT
dP )≤H−HGd−GT

dH≤θmax(PGd+GT
dP ),

(θmaxP+H) (Ai+BK)+(Ai+BK)T (θmaxP+H)≤−δP,
(θminP+H) (Ai+BK)+(Ai+BK)T (θminP+H)≤−δP,

(34)

for i = 1, N and some θmin, θmax ∈ R, then the sys-
tem (32) with

u(x) = ∥x∥γ+ν
d Kp(x) (35)

is finite-time (nearly fixed-time) stable if ν < 0 (ν > 0) .

Proof. Let us show that the equality

d(− ln ∥x∥d)∥x∥ν+γ
d BKp(x) = ∥x∥νdBKp(x) (36)

holds. To do this, it is enough to show that

(eγsd(−s)− In)BK = 0. (37)

Since (eγsd(−s)− In)BK =
∑+∞

i=1
si(γIn−Gd)

i

i! BK, the
equality (37) holds if (Gd − γIn)BK = 0 which is im-
plied by GdB = γB. Then, using (37) it is easy to show
that (36) holds.

Let ν ≥ −1. Choose a candidate Lyapunov function in
the form (22). Due to (36) we have that

d(− ln ∥x∥d)ẋ = ∥x∥νd

(
N∑
i=1

αi(p(x))Ai +BK

)
p(x). (38)

Then following the proof of Lemma 4 and applying (38)
we have

V̇ = 2∥x∥1+ν
d pT (x)

(
pT (x)(H−HGd−GT

dH)p(x)
pT (x)(PGd+GT

d
P )p(x)

P +H

)
×
(∑N

i=1 αi(p(x))Ai +BK
)
p(x)

= 2∥x∥1+ν
d pT (x) (θ(p(x))P +H)

×
(∑N

i=1 αi(p(x))Ai +BK
)
p(x),

where
pT (x)(H−HGd−GT

dH)p(x)
pT (x)(PGd+GT

d
P )p(x)

= θ(p(x)) ∈ [θmin, θmax].

Using convex embedding one can show that

(θ(p(x))P +H)
(∑N

i=1 αi(p(x))Ai +BK
)

+
(∑N

i=1 αi(p(x))Ai+BK
)T

(θ(p(x))P+H)≤−δP,
(39)

if the inequalities

(θmaxP+H) (Ai+BK)+(Ai+BK)T (θmaxP+H)≤−δP,
(θminP+H) (Ai+BK)+(Ai+BK)T (θminP+H)≤−δP,

are satisfied for i = 1, N . If (39) is satisfied then we have

V̇ ≤ −δ∥x∥1+ν
d ≤ − δ

η1+ν
V 1+ν . (40)

Similarly to the proof of Lemma 4, in the case ν < −1
choose the candidate Lyapunov function in the form
Ṽ = V µ, where µ ≥ −ν. Then according to (40) we can

obtain ˙̃V ≤ − µδ
η1+ν Ṽ

µ+ν
µ . Finally, applying Theorem 1

one can show that the feedback law (35) stabilizes the
system (32) with different types of convergence. ■

Remark 7 For ν < 0 the closed-loop system (32), (35)
is finite-time stable with the following settling time esti-

mate T (x0) ≤ −η1+νV −ν
0

δν , where V0 = V (x0). For ν > 0
the closed-loop system is nearly fixed-time stable and
for any ε ∈ R+, the set B = {x ∈ Rn : V (x) ≤ ε} is

fixed-time attractive with Tmax = η1+ν

δν ε−ν .

Remark 8 Analogously to Remark 4 and Algorithm 1,
feasibility of BMI (34) may depend on the choice of the
matrix P , and the following LMI-based heuristic algo-
rithm can be applied:

Algorithm 2
INITIALIZATION: take P = In, K = (0 0 0);

compute matrices Ai;
STEP:
While LMI (34) is not feasible with respect toH ∈
Rn×n, θmin, θmax ∈ R, η, δ ∈ R+

Solve the LMI system

AiX+XAT
i +BY +Y TBT +δX<0, i = 1, N,

GdX +XGT
d > 0, X > 0

(41)

for some δ ∈ R+ with respect to X ∈ Rn×n, Y ∈
Rm×n.
take P = X−1, K = Y P;
recompute matrices Ai;

end

Note that if Algorithm 2 (Algorithm 1) does not find a
solution, it is advisable to reduce δ ∈ R+. The logic of
these algorithms can be augmented by the maximum ad-
missible number of iterations with stop afterwards avoid-
ing an infinite loop.
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Example 7Consider the system (32) with f(x) as in Ex-

ample 4 andB =
(
1 0 0

)T
. The conditionGdB = γB is

satisfied for γ = 3. Applying Algorithm 2 for η = 0.2, δ =

0.1 we obtain K =
(
−5.5055 − 15.8387 − 16.3807

)
,

and the closed-loop system is nearly fixed-time stable
due to ν = 1. Numerical simulations (Fig. 3-5) have
been done using explicit Euler method with the step
h = 10−3. Due to homogeneity the closed-loop system
is ISS with respect to measurement noise and additive
disturbances. Fig. 4 shows the results of simulation with
measurement band limited noise of power 10−6 and ad-

ditive disturbances d=
(
0.5 sin(x1) cos(x2) 0 0

)T
. The

results of simulation for three different initial conditions
using the logarithmic scale of V are shown in Fig. 5 in
order to demonstrate nearly fixed-time convergence rate
(e.g., in accordance with Remark 7 the setB = {x ∈ R3 :
V (x) ≤ 1} is fixed-time attractive with Tmax = 0.4).
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Fig. 3. System states x versus time
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Fig. 4. System states x versus time in the presence of mea-
surement noises and disturbances
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x0 = (0 0 3)T

x0 = (0 0 30)T

Fig. 5. Evolution of the Lyapunov function V for different
initial values

Note, that the given control is a generalized version of
[25]. Indeed, if f(x) in (32) is linear, then the proposed
result coincides with [25].

Remark 9 Note that the function ∥x∥d is defined im-
plicitly by (8). In order to realize the control (29) or (35)
the bisection method may be utilized:

Algorithm 3
INITIALIZATION: ∥x∥d = 1; a = ϵmin; b = 1;
STEP :
If xT

i d(− ln b)TPd(− ln b)xi > 1 then a=b; b=2b;
elseif xT

i d(−ln a)TPd(− ln a)xi < 1 then

b = a; a = max
{

a
2 , ϵmin

}
;

else c = a+b
2 ;

If xT
i d(− ln c)TPd(− ln c)xi < 1 then b = c;

else a = max{ϵmin, c};
endif;

endif;
∥xi∥d = b;

Here ϵ ∈ R+ is a minimal admissible value of ∥xi∥d.
If STEP is applied recurrently many times to the same
vector xi then it allows to localize the unique positive
root of the equation ∥d(− ln ∥xi∥d)x∥ = 1 as follows
a < ∥xi∥d < b, and next, to improve the latter estimate
using the bisection method.

6 Conclusions

The paper presents methods for representation of homo-
geneous systems in the canonical form (16). These meth-
ods were extended for some non-homogeneous systems
as well. It is demonstrated that the representation in
the canonical form allows to present stability conditions
in the form of LMIs even for sufficiently nonlinear sys-
tems. In the paper, the stabilizing control algorithms for
affine in control nonlinear systems are presented utiliz-
ing the representation in the canonical form. Moreover,
due to homogeneity property the proposed controls are
robust (in ISS sense) to a large class of disturbances and
measurement noises. Numerical examples demonstrate
effectiveness of the proposed control algorithms.
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